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Abstract

This volume is one of an extended series which brings to-

gether the previously published papers, monographs, abstracts,

and bibliographies by NBS authors dealing with the precision

measurement of specific physical quantities and the calibration

of the related metrology equipment. The contents have been

selected as being useful to the standards laboratories of the United

States in tracing to NBS standards the accuracies of measurement
needed for research work, factory production, or field evaluation.

Volume 8 consists primarily of published works of the staff

of the Mechanics Division of NBS. It includes papers in the fields

of acoustics, fluid mechanics, force, gravity, humidity, pressure,

strain, vacuum, vibration, and viscosity. Although most of the

papers had been previously published, original papers in the fields

of "gravity" and "viscosity" are included.

Key words: Acoustics; fluid mechanics; force; gravity;

humidity; pressure; strain; vacuum; vibration; viscosity.

Library of Congress Catalog Card Number: 68-60042
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Foreword

In the 1950's the tremendous increase in industrial activity, particu-

larly in the missile and satellite fields, led to an unprecedented demand for

precision measurement, which, in turn, brought about the establishment

of hundreds of new standards laboratories. To aid these laboratories in

transmitting the accuracies of the national standards to the shops of

industry, NBS in 1959 gathered together and reprinted a number of

technical papers by members of its staff describing methods of precision

measurement and the design and calibration of standards and instruments.

These reprints, representing papers written over a period of several

decades, were published as NBS Handbook 77, Precision Measurement and
Calibration, in three volumes: Electricty and Electronics; Heat and
Mechanics; Optics, Metrology, and Radiation.

Some of the papers in Handbook 77 are still useful, but new theoretical

knowledge, improved materials, and increasingly complex experimental

techniques have so advanced the art and science of measurement that a

new compilation has become necessary. The present volume is part of a

new reprint collection, designated NBS Special Publication 300, which has

been planned to fill this need. Besides previously published papers by the

NBS staff, the collection includes selected abstracts by both NBS and
non-NBS authors. It is hoped that SP 300 will serve both as a textbook

and as a reference source for the many scientists and engineers who fill

responsible positions in standards laboratories.

Lewis M. Branscomb, Director.
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Preface

The general plan for this compilation has been reviewed by the Infor-

mation Committee of the National Conference of Standards Laboratories.

The plan calls for Special Publication 300 to be published in 11 volumes
as presented on the inside of the front cover.

This division of subject matter has been chosen to assure knov^^ledge-

able selection of context rather than to attain uniform size. It is believed,

however, that the larger volumes, of approximately 500 pages, will still be

small enough for convenient handling in the laboratory.

The compilation consists primarily of original papers by NBS authors

which have been reprinted by photoreproduction, with occasional updating

of graphs or numerical data when this has appeared desirable. In addition,

some important publications by non-NBS authors that are too long to be

included are represented by abstracts or references; the abstracts are

signed by the individuals who wrote them, unless written by the author.

Each volume has a subject index and author index, and within each

volume, contents are grouped by subtopics to facilitate browsing. Many
entries follow the recent Bureau practice of assigning several key words
or phrases to each document; these may be collated with titles in the

index. Pagination is continuous within the volume, the page numbers in

the original publications also being retained and combined with the vol-

ume page numbers, for example 100-10. The index notation 8-133 refers

to volume 8, page 133 of this volume. A convenient list of SI (Systeme
International) physical units and a conversion table are to be found inside

the back cover.

The publications listed herein for which a price is indicated are

available from the Superintendent of Documents, U.S. Government Print-

ing Office, Washington, D.C. 20402 (foreign postage, one-fourth addi-

tional) . Many documents in the various NBS non-periodical series are

also available from the National Technical Information Service, Spring-

field, Va. 22151. Reprints from the NBS Journal of Research or from
non-NBS journals may sometimes be obtained directly from an author.

Suggestions as to the selection of papers which should be included in

future editions will be welcome. Current developments in measurement
technology at NBS are covered in annual seminars held at either the

Gaithersburg (Maryland) or the Boulder (Colorado) laboratories. These

developments are summarized, along with a running list of publications

by NBS authors, in the monthly NBS Technical News Bulletin.

H. L. Mason,
Office of Measurement Services,

NBS Institute for Basic Standards.
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Editor's Note

This volume is intended to contain the works of the staff members of

the Mechanics Division of the National Bureau of Standards that are

currently most pertinent to laboratories engaged in standards or calibra-

tion work. In some cases longer papers that are still readily available in

their original form have been presented in abstract form only. This was
necessary due to space limitations.

The field covered by this volume is diverse, and it would have been

presumptuous for the editors to attempt to select the most useful papers

in all areas. We therefore gratefully acknowledge the assistance of many
senior staff members in reviewing and selecting papers for possible in-

clusion. Special acknowledgement is extended to Dr. R. S. Marvin and
D. R. Tate for preparing special papers on viscosity and gravity where
appropriate publications did not exist.

R. L. Bloss and
Mary J. Orloski, Editors.
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Acoustic Impedance of a Right Circular Cylindrical Enclosure

Fernando Biagi and Richard K. Cook
National Bureau of Standards, Washington, D. C.

I

(Received April 12, 1954)

j

j

At low frequencies, the acoustic impedance of a right circular cylindrical enclosure (containing air, or

other gases) is affected by the cooling effects of the walls. Analytical expressions for the temperature

distribution have been obtained, and computations of the effect on the impedance are given in the form

of plotted correction factors. These corrections are used in making absolute pressure caUbrations of

condenser microphones at low frequencies.

The solution presented for the average temperature distribution applies also to the heat-conductivity

I
problem of a uniform volume distribution of sinusoidal heat sources, which are considered to be in phase,

inside a cylindrical enclosure having isothermal walls.

'] TN the past decade the reciprocity technique has been

X widely used for measuring the pressure response of

condenser microphones to be used as sound pressure

j standards in air. The technique, which has been fully

' described in various places, makes use of a small en-

closure, usually a right circular cylinder. The enclosure

(called a coupler) contains air, or other gases, in which

sound pressure is produced. The volume V of the enclo-

j
|
sure (usually of the order of 10 cc) is chosen so that the

h pressure fluctuations occur adiabatically at audio

1

1 frequencies. The acoustic impedance of the enclosure

is made use of in the calculations. If B is the ambient

ij barometric pressure, 7 the ratio of specific heats of the

I

enclosed gas, and w the pulsatance of the sinusoidal

adiabatic pressure fluctuations, then the impedance is

jyB/c.V{f=-l).
At infrasonic frequencies the acoustic impedance of

I

the coupler is affected by the cooling effects of the

I
I walls. At sufficiently low frequencies, the sound pressure

fluctuations occur isothermally, and the impedance is

jB/ioV. When the frequency is varied from the adiabatic

ii
to the isothermal region, the acoustic impedance can be

{ regarded as a complex number which varies contin-

I uously from its adiabatic value to its isothermal value.

The problem is to determine quantitatively what

happens to the impedance at intermediate frequencies.

As has been shown by F. B. Daniels^ and others, the

problem reduces to a determination of the space

average of the temperature distribution within the

coupler.

Expressions for the acoustic impedance of two

parallel plates, a spherical enclosure, and an infinite

cylinder have been obtained by Daniels.' Nomograms
for them have been obtained by M. J. E. Golay.^ Two
infinite series solutions to the problem of the tempera-

ture distribution in a right circular cylindrical enclosure

will be described in what follows.

SINGLY-INFINITE SERIES SOLUTION

If we apply the first law of thermodynamics and

assume that the time variations of the quantities

involved are like exp(jwt), then it is possible to reduce

the equation for the temperature distribution' to

\/2T=0HT-a) (1)

1 F. B. Daniels, J. Acoust. Soc. Am. 19, 569 (1947).
2 M. J. E. Golay, Rev. Sci. Instr. 18, 347 (1947).
' E. C. Wente, Phys. Rev. 19, 333^ (1SK22).
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where
0^= j(j3pCp/K, a= p/pCp,

if the radiation term is neglected. In the above equa-

tions : Cp= specific heat at constant pressure
; p= density

of the medium; /iL = coefficient of thermal conductivity;

/>= amplitude of the sinusoidal sound pressure in the

gas, constant throughout the coupler; r= variational

temperature of the gas, which is a function of position

in the coupler, and whose time-averaged value is zero

;

a = variational temperature (associated with the sound

pressure) which would prevail throughout the gas if

the walls had no cooling effect.

The boundary condition at the walls of an enclosure

containing air is that the temperature is practically

constant. Mathematically, if a = radius of the cylinder

and /=its length (see Fig. 1), then

r=0 at r= a, and r=0 at z=±l/2.

Substituting r= {T—a)/a, we have from Eq. (1)

V2r= /3V.

Consider a cylindrical enclosure having isothermal

walls, and containing a gas which is heated periodically

by the absorption of thermal radiation, for example.

The heat energy added is a sinusoidal function of time,

and all parts of the gas receive heat at the same rate

and in phase. Then the above differential equations

apply, and the solution which we shall present for the

temperature distribution in the acoustical problem,

will be valid also for the heat conductivity problem.

Since the enclosure is axially symmetric the tempera-

ture will not depend on the angular parameter. We seek

to construct a solution r(r,2) by superposing solutions

of the form R{r)Z{z). We find that R and Z must

satisfy

d / dR\
— ( r— )+MVi?-0,
dr\ dr )

i'-Z

dz^

Solutions to these equations are

i?=CJo(M'-)+^Fo(Mr),

Z=A cos (^2) -|-5 sin (^2).

The solution must be finite at ^=0, therefore Z)= 0.

From the symmetry it is obvious that 5= 0. Thus
choosing C= 1, a general solution can be written as

r = Y.A cos{kz)Jo{nr). (2)

At the walls of the enclosure where T= 0, r= —

1

which can be substituted into Eq. (2). When r=a, t

becomes a function of s, which is equated to — 1.

When 2=±//2, t is a function of r and this also must

equal —1. In order to meet both conditions, we can

use two series, each of which is zero when one variable

6-'

-3-

Fig. 1. Coordinates for a right circular cylindrical enclosure.

has the boundary value, and each of which has the

value — 1 when the other is zero. We wUl therefore

divide the sum (2) into two sums over the indices n

and V. Thus

T= Y,An cos{k„z)Joifinr)+'^A^ cosikyz)Jo(iJiyr). (3)
n V

For r=a,

— l = Y.A„cos(knz)Jo{nna)-\-'^A,cos{k,z)jQ{nya). (4)
n V

If we take Jo{fXna) = 0, we shall be left with a sum over

the index v. We select Av and ky so that the sum is a

Fourier series of cosine terms equal to the constant — 1,

each term being zero at z==Ll/2. This gives us

Ay=H-l)'^'/lkJoM, ky=i2v+l)Tr/l,

m;= - (^.'+i3''), f=0, 1, 2, 3,---«>.

We repeat this procedure at z=±l/2, where r^a.

The sum over the index v is zero, and we are left with

the sum, over the index n, of Bessel's functions equal

to — 1. The IX n and An are chosen so that the sum is a

Fourier-Bessel series equal to —1. Hence

An=—2/ti„aJi{nna) cos(kJ/2), 7o(Mn«) = 0,

k„'=-if,n''+P'), n=l, 2, 3,---oo.

Our solution for the spatial distribution of temperature

in the coupler is

00

r/a=l— 2 cos{knZ)Jo(p-nr)/tJ.naJi(iXna) cos{kJ/2)
n=l

+ L H-iy+'Xcosikyz)Jo{ii.r)/kJJoM. (5)
=0



The average temperature T in the enclosure is

0 2 4 6 10 1.2 L4 IB 1.8 2.0 22 24 26 Z6 30

v/s

Fig. 2. Correction factors, for the cooling effects of the walls,

to the acoustic impedance of various enclosures. F= enclosure

volume, and 5= surface area. A is for a right circular cylinder

having a//= 1.185. B is for a sphere. C is for an infinitely long

circular cylinder. D is for two infinite parallel planes.

The average temperature within the enclosure is

f= {2/aH) C f Trdrdz.

•^—1/2 "^0

(6)

It can be shown that the integration of the infinite

series (5) for T can be carried out term by term. The
result is

T/a=l-S Z t2in{kJ/2)/kJM^
71=1

00

— 16 1^ Ji{nya)/nyak,H-Jo{nya). (7)

DOUBLY INFINITE SERIES SOLUTION

The sum of a doubly infinite series of Fourier-Bessel

functions can also be obtained as a solution for the tem-

perature distribution. Consider the functions cos(tmz/0

XJoQ^r/a), where n=l, 2, 3,---, and X= the positive

roots of /o(X) = 0, arranged in ascending order of

magnitude. These functions form a complete orthogonal

set within the right circular cylindrical enclosure for

functions T{r,z) which are even in z. We write

T/a=Z EA (mA) cos(7rMz//)/o(Xr/a) (8)

On substitution of this expression into the differential

equation (1), and making use of the expansion for unity,

which is

8 00 « (-)(''-i)/2cos(7rMz//)7o(Xr/a)

i=- L L , (9)
TT M=1,3,...X=1 fjXJliX)

we find that n takes on odd values only. The solution is

8 00 « (-)(^-"/2^cos(7rMz/0/o(Xr/a)
T/a= - E E— (10)

TT ^1.3,.. .x=i mX/i(X) (7ry//2+XVo2+/32)

00 00

M=1,3,...X=1

X (7rV//2+XVa2+|32). (11)

The doubly infinite series (10) for T{r,z) is uniformly

convergent in the cylinder, O^r^a, — //2^z^//2. Its

derivatives through the second order are all uniformly

convergent within any closed region interior to the

cylinder. Therefore they can be substituted into the

differential equation (1). When this is done, it is found

that the series (10) satisfies (1). It is evident that (10)

satisfies the boundary conditions, and so it is a solution

to the problem at hand.

If /—>ao, so that the enclosure becomes an infinitely

long cylinder, we find that both (5) and (10) reduce to

the solution given by Daniels for such a cylinder. If

a—»oo, they also reduce to the solution for an enclosure

formed of two infinite parallel plates.

CALCULATIONS

Expressions (5) and (10) are superficially different,

but (5) can be readily transformed into (10) and vice

versa. A similar remark applies to the two expressions

for T. Formula (7) can be directly transformed into (11)

and vice versa. However it appears that Eq. (11) is

more convenient for computation with SEAC (the

National Bureau of Standards Eastern Automatic

Computer). Equation (11) has the additional advantage

over (7) that it does not require the use of transcendental

functions with complex arguments.

Computations of the average temperature, for

a= 2.15 cm and /= 1.814 cm, were made as a function of

—j^'^. Pressure calibrations of condenser microphones

are made at the Bureau of Standards in a coupler

having these dimensions. The average temperatures

were used to compute a correction factor to the acoustic

impedance (see Daniels'). In Fig. 2 are plotted values

-46-0

-47.0

-4 8.0

-500

-51.0

-52 0

CM n 0. 646

9 «
> « 6 6 (J

CM n

r T

0.1087

« > * <
' e « s (

20 50 100 20.0

FREQUENCY CPS

Fig. 3. Responses of Western Electric type 640AA condenser
microphones Nos. 646 and 1087 at very low frequencies. O = cal-

ibration with a 3.18 cc coupler. X = calibration with a 20.1 cc

coupler.
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of the magnitude of the correction factor (for 7= 1.403)

vs the nondimensional parameter (— j/3-/2) = F/5, where

V is the volume and S the surface area of the enclosure,

as curve A. All cylinders having the same ratio a/l-

= 1.185 will have the same curve A. Curves B, C, and

D are, respectively, those for a sphere, infinite cylinder,

and parallel plates as obtained by Daniels. Curve A
shows that the correction factor for this finite cylindrical

enclosure approximates more closely that of a sphere

rather than that of an infinite cylinder or that of parallel

plates. Curve A is substantially different from the

approximate curve given in Fig. 2 of the American

Standard Method for the Pressure Calibration of

Laboratory Standard Pressure Microphones, Z24.4-

1949.

Curves for a//= 0.2500, 0.4138, and 0.7754 were also

computed. In each of these cases, the curves were very

close to curve A and curve B (for the sphere). The

coding of Eq. (10) for numerical evaluation by SEAC
wOl be kept available for some time to come.

APPLICATION TO CALIBRATION OF MICROPHONES

The pressure responses of two condenser microphones

were measured utilizing the correction factor of Fig. 2

to the acoustical impedance. Two enclosures having

different volumes were used, and the responses obtained

are plotted in Fig. 3. The crosses represent calibration in

the 20.1 cc coupler, and the open circles the calibration

using the 3.18 cc coupler. A correction for the finite

diaphragm impedance (0.1 cc equivalent added volume)

was used for the calculations made with the 3.18 cc

coupler. The results of these measurements and

computations indicate that the correction for the

temperature effect is small at these frequencies, but

useful in that it permits calibration with either coupler

with agreement within 2 percent.

Reprinted from The Journal of the Acoustical Society of America, Vol. 26, No. 4, 506-509, July, 1954
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Pressure Calibration of Condenser Microphones above 10 000 cps

Bernard D. Simmons and Fernando Biagi

National Bureau of Standards, Washington, D. C.

(Received April 24, 1954)

A "plane wave" acoustic coupler and an electrical admittance method are described for the pressure cali-

bration of condenser microphones in the ultrasonic frequency range. Calibration results are given for

frequencies to 40 kc.

INTRODUCTION

THE standard method^ for the pressure calibration

of microphones utilizes an acoustic coupling

cavity through which pressure is applied to the dia-

phragm of the microphone. Figure 1 is a diagram of the

NBS 20-cc cavity, designed for use with the Western

Electric 640AA condenser microphone, a "type L"
standard.^ Reciprocity calibrations using this cavity

are made, with a precision of 1.0 percent and without

correction for wave motion or diaphragm impedance, to

a frequency of 3000 cps when the cavity is air filled and

to 12 000 cps using hydrogen.

The frequency range is limited by the assumption that

the ratio of the volume current produced by the driving

transducer to the pressure over the microphone dia-

phragm, the "reciprocity parameter," is the lumped

!
admittance (coF/pc^) of the volume V of gas enclosed.

At low frequencies the pressure in the cavity is uniform

and this assumption is valid provided the impedances of

the transducer diaphragms are large compared to the

i cavity impedance. At higher frequencies, for which the

wavelength is comparable to the cavity dimensions,

wave motion complicates the pressure distribution. The
result of departure from the lumped impedance assump-

I

tion due to wave motion is shown by curve A of Fig. 2.

Fig. 1.

'i * American Standard Z24.4-1949, American Standard Method
for the Pressure Calibration of Laboratory Standard Pressure
Microphones, American Standards Association, 70 East 45th

,

Street, New York 17, New York.

J

* American Standard Z24.8-1949, American Standard Specifi-

cation for Laboratory Standard Pressure Microphones.

The "pattern factor" A is the experimentally determined

response in the air-filled cavity relative to the response

obtained in the hydrogen-filled cavity.

Considerations in the design of cavities for optimum
performance without correction for wave motion are

discussed in detail by Beranek,^ with reference to the

experimental work of DiMattia and Wiener. Cook^ has

discussed theoretically the relative influence of the

length and radial modes, indicating an optimum ratio

of diameter to length, which, for the 20-cc cavity, was
experimentally determined to be 3.4/1. Reducing the

size of the cavity with the same ratio of diameter to

length leads to a slight improvement in frequency

range. By a further reduction in size DiMattia and

Wiener produced a design which, with a correction for

diaphragm impedance, is intended for work in air to

6000 cps. This is probably the limit of what can be

A » PATTERN FRCTC

B-RftTTERN FACT

©•CURVE "B" COR

)R IN AIR- 20cc CAV
)R :n A-'R-3.IQec PL
5ECTED BY 'R'

AUB WAVE CAvirr

r^EFEREf*CE R :SPONSE OSTAlNEO H Hj Fl LEO 20CC CAVITY

[

,

—

\
—

PLANE WAVE CO'!RECTNDN FACTOR

1

UK 1

Fig. 2.

achieved with these microphones in the direction of

maintaining uniform pressure in a cavity.

Plane Wave Cavity

A correction for wave motion in a cylindrical tube

which takes into account both radial and longitudinal

variation in pressure is complicated by interaction be-

tween the pressure and the modes of vibration of the

diaphragms, and involves a knowledge of the diaphragm

structures. A considerable simplification is obtained if

the frequency of the first radial mode of the cavity is

^ L. L. Beranek, Acoustic Measurements (John Wiley and Sons,

Inc, New York), p. 140 £f.

^ R. K. Cook, J. Acoust. Soc. Am. 16, 102 (1944).

Reprinted from The Journal of the Acoustical Society of America, Vol. 26, No. 5, 693-695, September, 1954
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substantially above that

Then, if the impedance

is sufficiently high, the

diaphragm surface, and,

is still proportional to

source.

The wave correction is

microphone diaphragm,

velocity in a plane wave

of the first longitudinal mode,

of the microphone diaphragm

pressure is uniform over the

as is true at low frequencies,

the volume velocity of the

the increase in pressure at the

The pressure and particle

are^

p{x) = Ae'''^+Be-'''''

1

u{x) = —{Ae''"'-Be-''"')

.

pc

p is the density of the undisturbed medium. k=2irv/c

where v is the frequency and c the sound velocity. Using

the boundary conditions u(l) = 0, corresponding to an
effectively rigid diaphragm, and u{0) = u, the pressure

at the microphone diaphragm (x=l) is

p (l) = Ipcul (e^^'+e-'*^') = pcu/?,mkl.

At low frequencies as k approaches zero, sinkl ap-

proaches kl and the increase in pressure at higher fre-

quencies is kl/sinkl. In decibels, the correction to the

response is

'2irvl / (27rj')/"|

i2=101ogio /sin 1.

With these considerations in mind the cavity shown
in Fig. 3 was constructed for use with the W. E. 640AA
microphone. The two cylindrical sections of the cavity

are separated by a polystyrene insulator through which
capillary tubes, shown in the cross section, lead into

the cavity. The capillaries serve to introduce hydrogen
into the cavity. The length / includes the microphone
recesses, which vary slightly in depth from one micro-

phone to another. The effective length can be accurately

determined from the frequency vo of the first (longi-

tudinal) resonance (Z=X/2). For this purpose the fore-

'P. M. Morse, Vibration jtid Sound (McGraw-Hill Book
Company, Inc., New York, 1948), p. 238.

going expression may be put in the form

TTV/ Vq

R=10 logi

sin(7n'/ vo)

Using air pq is about 14 kc and the frequency of the

first radial mode is 22.7 kc. The volume of the cavity is

3.21 cc.

Response data up to 10 kc using the plane wave cavity

are shown on Fig. 2. The zero reference level is the re-

sponse obtained from the 20-cc hydrogen-filled cavity.

Curve B is the uncorrected response obtained from the

plane wave cavity when air filled. The circles are cor-

rected values of B using the wave correction factor R.

The agreement above 500 cps is close to 1.0 percent.

Below 500 cps values diverge slightly (0.3 db) because of

the finite impedance of the diaphragm.

The excellent results obtained to 10 kc/sec with the

plane wave cavity using air, as compared with the usual

results obtained with the 20-cc hydrogen-filled cavity,

create a strong presumption that satisfactory calibra-

tion data can be obtained using hydrogen in the plane

wave cavity at frequencies beyond 10 kc, where difficul-

ties are encountered with the 20-cc cavity.

In order to check the cavity data above 10 kc, an

alternate procedure was developed using electrical

impedance data. This method will now be described.

Electrical Impedance Method

The performance of the condenser microphone is

assumed to be described by the following pair of linear

relations between the voltage e and current i on the

electrical side and the pressure p and volume current u

on the mechanical side.

1

e= -

The parameter Co is the electrical capacitance with ^

the diaphragm restrained from motion, and Zm is the
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impedance on the mechanical side with the electrical

side open circuited.

The parameter <p, which depends on the polarizing

voltage and the geometry of the condenser plates, is

considered in the following treatment to be independent

of frequency.

The microphone response p, defined as the ratio of

open-circuit voltage to pressure, is

P= — (e//>)i=0= + V='/ywC'o^m.

If the mechanical load impedance is small compared to

Zm, so that = 0, which experimentally was assured by

using a quarter-wavelength coupling tube, the electrical

admittance is

F=(ya;Co)+^V fz„

Solving for and substituting in the above expression

for the response, we obtain

/ 1 rg+ia;(C-Co)-|
p= (F-icoCo) / ^F=- ,

j

where Y =g-\-j(J2.

!
The parameters Co and (p are determined experimen-

tally in the following manner. At high frequencies, where

the mass reactance of the diaphragm becomes large, the

electrical capacitance approaches the blocked value Co.

The value of Co was measured at 100 kc. At low fre-

quencies the conductance becomes small and the

response is

p=C— Co/ (pwC.

<p can thus be determined from a value of response at

low frequencies. Both «p and Co can be determined from

values of response at low frequencies.

Figure 4 shows measured values of capacitance,

conductance, and response and calculated values of

response using the above method.

Figure 5 shows on an expanded scale data from three

microphones. The zero reference value is the value of

8 -2
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Fig. 5.

the response as measured by reciprocity using the plane

wave cavity. The triangular points are the calculated

values using the measured capacitance and conductance.

The circular points are points which were determined by

using an electrostatic actuator.^ These results indicate a

fair agreement between calculated and measured values

of response up to about 40 kc.

CONCLUSION

With microphones having the diameter of the W. E.

640AA, a cylindrical enclosure permits calibration,

within the usual accuracy (2 percent), up to about 10

kc in air using a correction based on plane wave trans-

mission. With hydrogen in the cavity, results of about

the same accuracy can be obtained up to 25 kc and with

less accuracy up to 40 kc. Above 40 kc the radial mode
of the coupler causes difficulties. However, values of

response above 40 kc can still be calculated using im-

pedance data with the assumption the microphone

follows the simple four-terminal network theory on

which the electrical impedance method is based.

The authors wish to express their appreciation to Dr.

R. K. Cook for his interest and helpful suggestion in this

work.

^ Reference 3, p. 173.
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Method for Measurement of
|
E'IV \

in the

Reciprocity Calibration of Condenser
Microphones
Walter Koidan

National Bureau of Standards, Washington 25, D. C.

(Received February 19, 1960)

A simple method is described for accurately measuring the ratio

of the driving current through a capacitor-type sound source to the
open-circuit voltage of a microphone used as the sound receptor.
Determination of this ratio in a reciprocity calibration procedure
eliminates the need for measurement of the capacitance of the
reversible microphone.

A SIMPLE technique has been developed for accurately

measuring the ratio
|

£'//'! in the reciprocity calibration

of oondenser microphones/ where 7' is the driving current through

the reversible microphone used as a sound source, and E' is the

open-circuit voltage of the receptor microphone.

Nielsen's method^ for performing this measurement makes use

of an auxiliary calibrated capacitor through vifhich the microphone

driving current flows. The voltage across this capacitor is then

observed with the aid of a cathode-follower preamplifier.

The method described below and illustrated schematically in

Fig. 1 uses a resistance standard. No preamplifier, other than one

for the receptor, is required.

The shell of the reversible microphone is not connected to

ground, but rather to one side of a calibrated decade resistance

box, R. An insulating ring and shielded calibrating Une^ is used to

make this connection. The microphone is driven from a signal

generator through a single-conductor shielded cable; stray capaci-

tance across the microphone terminals is controlled by means of

a ground shield.'

Switches 1 and 2 can be ganged for convenience, connections

being made to points A and A' in one position and points B and

B' in the other position. At each frequency two adjustments are

required

:

(1) First, the attenuator is adjusted so that voltmeter V \ reads

the same in both positions of switch 1. The position of switch 2

does not affect this measurement. The voltage which appears

across the output of the attenuator is then equal in magnitude to

the open-circuit voltage E' of the receptor microphone.

(2) Secondly, resistance R is adjusted so that voltmeter Vi reads

the same in both positions of both switches. The voltage across

SOUND SOURCE
(REVERSIBLE MICROPHONE)

\

-50
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Fig. 1. Schematic diagram of the method for measuring the ratio
|

£'//'!•
Polarizing-voltage supplies and blocking capacitors were omitted from the
diagram for clarity.

Fig. 2. Pressure response of a Western Electric Company type 640 AA
condenser microphone measured by two variations of the reciprocity tech-
nique. The circles represent the response calculated from measurements
of

I

£'//'! ; the triangles were obtained from measurements of capacitance
and voltage-to-voltage ratios.

R is then equal to \E'\. The ground shields ensure that the current

through R is the same as that through the sound source.

The desired voltage-to-current ratio is therefore

\E'/r\=R. (1)

This result is independent of the attenuator reading; in fact,

the signal generator output can be a function of switch positions

without affecting the value of R.

The method is adaptable to both pressure (coupler) and free-

field calibrations. In a typical pressure calibration of a Western

Electric Company type 640 AA condenser microphone, the

resistance R varied from 24 350 ohms at 50 cps to 57.5 ohms at 10

kc. The variation of resistance with frequency is in the proper

direction to minimize the effect of stray capacitance across R,

which can be as large as about 1000 /xyufarad.

When attenuator readings are also taken, byproducts are the

voltage-to-voltage ratio appearing in Cook's formula'' and the

magnitude of the electrical driving-point impedance of the re-

versible microphone. If the ratio \E'/E\=A, where E is the

driving voltage, then from Eq. (1), the electrical impedance is

\R/A\.

A pressure response curve for a type 640 AA microphone ob-

tained by measuring the voltage-to-current ratio is shown in Fig.

2. For comparison, the response curve obtained by capacitance

measurements with a Schering bridge and the voltage-to-voltage

ratio is also plotted.

Miss June O. Magruder assisted in the laboratory measure-

ments.

I W. R. MacLean, J. Acoust. Soc. Am. 12. 140 (1940).
s A. K. Nielsen, Acustica 2, 112 (1952).
« American Standards Association Standard Z24.4-1949, Fig. 6.

« R. K. Cook, J. Acoust. Soc. Am, 12, 415 (1941).

Reprinted from The Journal of the Acoustical Society of America, Vol. 32, No. 5, 611, May, 1960
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Hydrogen Retention System for Pressure Calibra-

tion of Microphones in Small Couplers

Walter Koidan
National Bureau of Standards, Washington 25, D. C.

(Received 16 January 1963)

The pressure calibration of microphones using small hydrogen-
filled couplers can be facilitated by connecting relatively large con-
tainers of hydrogen to the capillary tubes of the coupler and using
additional capillary tubes to vent the large containers to the
atmosphere.

IN the usual procedure for performing microphone pressure

calibrations in a hydrogen-filled coupler, the coupler is filled

with hydrogen through one of its two capillary tubes, and the air

is ejected through the other. The concentration of hydrogen is

determined by measuring the resonance frequency of a particular

mode of the hydrogen-filled cavity and comparing this frequency

with that obtained for the same mode when the coupler is filled

with air. In order to make measurements at barometric pressure,

the hydrogen supply line is detached. This causes the hydrogen

in the coupler to be replaced by air at a rate determined by the

volume of the coupler and the resistance of the capillary tubes.

Readings are taken in order of decreasing frequency, so that the

concentration of hydrogen is greatest at the highest frequencies.

In small couplers (»3 cc or less), loss of hydrogen is too rapid

to perform a calibration in this way. In particular, in a plane-wave

coupler,' one must know the frequency of the first longitudinal

mode to be able to calculate a plane-wave correction. This becomes

difficult if the resonance frequency is changing quickly.

One way of overcoming the difficulty is to maintain a very small

flow of hydrogen to keep the resonance frequency from falling.

But this flow produces a static pressure in the cavity which exceeds

the ambient barometric pressure, and errors in the measured re-

sponse can result.

A method for retaining hydrogen adequately at barometric pres-

sure is shown schematically in Fig. 1. Stopcocks B, D, and F are

first adjusted so that the hydrogen follows the path ABCDEFG,
filling the 100-cc containers in a few minutes. Next, stopcocks F

• and D are turned to permit the coupler to be filled with hydrogen

. by the path ABCHIEFK. (The figure shows the stopcock positions

while the coupler is being filled.) Then B is turned so that the

100-cc container on the right vents to the atmosphere through

capillary J. Finally, the hydrogen supply fine is removed.

A precaution to be observed in the second step of the above

process is the following: When F and D are adjusted for filling

the coupler, the pressure in the hydrogen supply Une will rise due

to the resistance of the capillary tubes. The resulting pressure in

COUPLER

CAPILLARY TUBES

IH H2

IN

Fig. 1. Hydrogen-retention system for calibration of

microphones in small couplers.

the coupler may be enough to damage the microphones. Therefore,

just before stopcocks F and D are turned, the supply pressure

should be reduced to a very low value. As the coupler is being

filled, the supply pressure should be kept below about 1 in. of

water.

During a typical run using a 3.3-cc plane-wave coupler, the

first longitudinal mode dropped from 49.0 to 48.5 kc in one-

half hour. With another coupler^ (3.8 cc), the second radial mode
changed from 44.4 to 44.0 kc in the same period of time.

Such hydrogen-retention characteristics depend, of course, on

obtaining a good seal where the microphones rest on the shelves

of the coupler. A thin film of vacuum grease on these contact

surfaces is required to obtain a good seal.

Marshall A. Pickett assisted in the construction of the

apparatus.

1 B. D. Simmons and F. Biagi, J. Acoust. Soc. Am. 26. 693 (1954).
' L. L. Beranek, Acoustic Measurements (John Wiley & Sons, Inc., New

York, 1949), p. 146.

Reprinted from The Journal of the Acoustical Society of America, Vol. 35, No. 4, 614, April, 1963
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Free-Field Correction for Condenser Microphones

Walter Koidan and David S. Siegel

National Bureau of Standards, Washington, D. C.

(Received 1 September 1964)

Differences in the free-field corrections of 1-in. condenser microphones,
caused by their different acoustic driving-point impedances, were found to
be of sufficient magnitude to warrant a cautious approach to the determina-
tion of the free-field response level from measurements of the pressure
response level and the addition of a "standard" free-field correction.

The free-field response level minus the pressure response

level (free-field correction) of a group of type-L condenser micro-

phones' having the same external dimensions was recently meas-

ured at the National Bureau of Standards. Seven Western Elec-

tric Company microphones type 640AA and two Electrical

Communication Laboratory microphones type MR103 were in-

cluded in the tests. Free-field reciprocity measurements were made
for sound propagated perpendicular to the diaphragms and pres-

sure reciprocity measurements were made in closed couplers.

The measured differences in the free-field corrections between

microphones were larger than could be attributed to experimental

errors. As an example, the results for two 640AA microphones,

representing extreme cases, are plotted in Fig. 1. The maximum
difference is 0.9 dB at 10 kHz.

The differences appear to be caused by the pressure drop that

occurs at the diaphragm of a microphone when placed in a free

sound field. The net sound pressure on the diaphragm can be

represented as the sum of three terms: the free-field pressure, the

diffraction pressure for a transducer with a rigid diaphragm, and

the pressure drop caused by the motion of the diaphragm. The
situation is expressed analytically by Eq. (30) in a paper by

Foldy and Primakoff.'

The motion of the diaphragm, and, hence, the free-field correc-

tion, depends upon the acoustic driving-point impedance and

radiation impedance of the microphone for plane waves incident

on the diaphragm. This dependence could not be determined

accurately because of the difiiculty in calculating the impedances

for plane-wave excitation. However, a correlation (shown in

Fig. 2) was observed between the free-field corrections and the

S 10.0

FREQUENCY' lOKHz

O WESTERN ELECTRIC CO. 640AA

A ELEC. COMMUNICATION LAB. MRI03

ACOUSTIC STIFFNESS CONSTANT

3

Nm-5

FREQUENCY- kHz

Fig. 1. Free-field corrections for two Western Electric Company type
640AA condenser microphones, representing extreme cases.

Fig. 2. Free-field correction vs acoustic stiffness constant for 9 type-L
condenser microphones at a frequency of 10 kHz.

single-degree-of-freedom stiffness parameters. The parameters

were measured with the aid of a carrier-frequency circuit^ under

conditions of uniform pressure distribution over the diaphragm.

The two 640AA microphones with free-field corrections greater

than 10 dB have unusually high stiffness and resistance and are

not typical units. Their pressure-response level at low frequencies

is about — 55 dB re 1 V dyn~'-cm^, which is unusually low.

Most 1-in. condenser microphones of the stretched-membrane

type have a resonance frequency (for minimum acoustic im-

pedance) of approximately 10 kHz, at which frequency the resis-

tive component of the radiation impedance becomes appreciable.

The resistive component of the acoustic driving-point impedance

in this frequency region is not large relative to the radiation

impedance, and the pressure-drop term is sizeable. However, the

two microphones with stiff diaphragms have resonance frequencies

in the neighborhood of 15 kHz, so that their acoustic impedances

at 10 kHz are high enough to allow only a relatively small pressure

drop at the diaphragms. The net effect is a larger free-field cor-

rection than for an average microphone.

The results of these experiments indicate that the free-field

response of a type-L microphone may be in error above about

6 kHz if evaluated from measurements of the pressure response

and the addition of a "standard" free-field correction, such as that

given in American Standards Association Standard Z24.4-1949,

"Pressure Calibration of Laboratory Standard Pressure Micro-

phones." However, the use of a standard free-field correction seems

justified for microphones manufactured to tolerances sufficiently

close to keep their acoustic impedances approximately equal.

' American Standards Association Standard Z24.8-1949, "Laboratory
Standard Pressure Microphones" (1949).

2L. L. Foldy and H. Primakoff, J. Acoust. Soc. Am. 17, 109-120 (1945).

»M. D. Burkhard, E. I,. R. Corliss, W. Koidan, and F. Biagi, J. Acoust.
Soc. A-r» . 32, 501-504 (1960).

Reprinted from The Journal of the Acoustical Society of America, Vol. 36, No. II, 2233-2234, November 1964



Calibration of Standard Condenser Microphones:

Coupler versus Electrostatic Actuator

Walter Koidan

Institute for Basic Standards, National Bureau of Standards, Washington,
D. C. 20234

The response-frequency characteristic of a "1-in." condenser microphone
measured by an electrostatic actuator is likely to be significantly different

from that measured by reciprocity in an acoustic coupler because of the

radiation impedance of the microphone diaphragm with the actuator in

place. It cannot be assumed, except at low frequencies, that the radiation

impedance is negligible and that the actuator calibration yields the pressure

response. Such an assumption also is apt to lead to errors in the determina-

tion of the free-field response when calculated with tne aid of tlie free-field

correction.

/. Pressure Calibration

Significant differences are observed in the response-

frequency characteristics of 1-in. condenser microphones, de-

pending on whether the cahbration is performed by reciprocity in

an acoustic coupler' or by an electrostatic actuator.^ A discussion

of this discrepancy is pertinent to the proper use of response data

provided by the National Bureau of Standards in test calibrations.

It is important to keep in mind the accepted definition of pres-

sure response^ to be able to decide whether a particular calibration

method really yields the pressure response. In SI. 10, the pressure

response is defined as e/p, where e is the open-circuit voltage of

the microphone and p is the sound pressure on, and uniform over,

the exposed surface of the diaphragm due to the application of a

sound pressure from an external source. The point to be empha-

sized here is that p is the net sound pressure on the diaphragm.

The Standard describes methods for obtaining closely the ideal

conditions given in the definition.

In current practice, electrostatic actuators sometimes are used

to estimate the variation in pressure response with frequency.

First, an absolute measurement of the pressure response is made

at a single frequency by reciprocity, or with a pistonphone ; then

the actuator is used to extend the frequency range under the

assumption that the net pressure on the diaphragm is independent

of frequency. It turns out that this is rather a poor assumption

for typical 1-in. condenser microphones. In general, the net pres-

sure on the diaphragm is equal to the applied electrostatic pres-

sure minus the pressure drop across the diaphragm radiation im-

pedance in the presence of the actuator. The pressure drop is

caused by the motion of the diaphragm. (The radiation impedance

in the presence of the actuator is referred to below as the "modified

radiation impedance.")

The error in a pressure response measurement that results from

an actuator calibration depends on the value of the acoustic

driving-point impedance of a microphone relative to its modified

radiation impedance. At low frequencies (stiffness-controlled

region), the driving-point impedance is very high and the error is

negligible. However, a large error shows up in the neighborhood

Fig. 1. Actuator-determined
response level minus pressure
(coupler) response level for a
type L laboratory standard
microphone without a recess,

with an equivalent volume at

low frequencies of 0.12 cm', a
resonance frequency of 8.6 kHz,
and a Q factor of 0.93.

of the resistance-controlled region of the microphone, where the

driving-point impedance is not very high compared to the modified

radiation impedance.

Figure 1 shows the difference between an actuator calibration

and a coupler reciprocity calibration for a typical type L ("1-in.")

laboratory standard condenser micriphone* whose diaphragm pro-

trudes slightly beyond the shell. Similar results are obtained up

to about 15 kHz for type L microphones with a 0.077-in. recess in

front of the diaphragm (actuator positioned within the recess).

The possibility of reducing the modified radiation impedance by

terminating the microphone-actuator combination in a quarter-

MICROPHONE

DIAPHRAGM •

BACKPLATE

CONNECTION
TO ACTUATOR

.5 I 2

FREQUENCY,

k X/4

Fig. 2. Arrangement for microphone calibration by an electrostatic actu-
ator terminated in a quarter-wavelength tube.

wavelength tube was suggested in 1948 by Madella.^Measurements

with such an arrangement were carried out in 1961 at the National

Bureau of Standards' using an actuator 0.021 in. thick (Fig. 2).

The agreement between coupler calibration and actuator-quarter-

wavelength-tube calibration was better than 0.15 dB up to 15 kHz,

indicating that the differences plotted in Fig. 1 are, indeed, due

mainly to the modified radiation impedance.

Further evidence that the radiation impedance is not negligible

can be obtained by driving the microphone at its electrical termi-

nals and, simultaneously, measuring the magnitude of the dia-

phragm motion into different acoustic loads. This experiment can

be performed with the aid of a suitable carrier-frequency circuit.'

In Fig. 3, each of the graphs represents diaphragm motion relative

to that observed with the microphone terminated in a quarter

wavelength tube—i.e., in a zero acoustic impedance. Thus, the

dots represent motion into free space, the dashed lines motion into

a modified radiation impedance, and the solid lines motion into a

grid-quarter-wavelength-tube combination, all relative to motion

into a zero acoustic impedance. Note that the 0.021 in. grid with

a X/4 tube has only a small effect on the diaphragm motion.
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//. Free-Field Calibration

The free-field response level minus the pressure response level,

referred to in SI. 10 as the "plane-wave free-field correction," is

tabulated up to 20 kHz in Table Al of that Standard. The values

apply to 1-in. microphones with a recess and with the dimensions

shown in Fig. 12 of the Standard. The purpose of the tabulation

^^.065" GRID

[

1 —

^

j 1

>-.02l GRID

2 3 5 ' 10 20

FREQUENCY, KHZ

Fig. 3. Effect of acoustic loading on diaphragm motion relative to motion
into a quarter wavelength tube: (a) effect of radiation impedance (dots),
(b) effect of modified radiation impedance (dashed line), (c) effect of grid
and X/4 tube (solid line). Type L laboratory standard condenser micro-
phone with a 0.077-in recess, an equivalent volume at low frequencies of
0.084 cm', a resonance frequency of 9.2 kHz, and a Q factor of 0.81.

is to permit calculation of the free-field response from the pressure

response.

Obviously, the values tabulated in SI. 10 cannot be added to the

actuator-determined response level to predict the free-field re-

sponse level without incurring an error similar to that shown in

Fig. 1. Users of microphones are less likely to make such a mistake
if calibrations performed with electrostatic actuators are not re-

ferred to as "pressure calibrations," and if the term free-field cor-

rection is reserved for the difference between free-field response

level and pressure response level as defined in SI. 10.

///. Small Microphones

Actuator-determined calibrations on smaller condenser micro-

phones—e.g., with diameters of j, or | in.—will provide a more
accurate measure of pressure response variation with frequency

than on one inch microphones, since the acoustic driving-point

impedance of the smaller units is considerably greater than that

of the 1-in. units, and the modified radiation impedance relatively

less important.

' USA Standard SI. 10-1966. Calibratio>i of Microphones (U. S. A. Stand-
ards Institute, New York. 1966).

' H. F. Olson and F. Massa, Applied Acoustics (P. Blakiston's Son and
Co., Philadelphia, Pa., 1939), 2nd ed., pp. 273-279,

« Ref. 1, Paragraph 2.2.
* USA Standard SI .12-1967 , Specificatimis for Laboratory Standard

Microphones (U. S. A. Standards Institute, New York. 1967).
' G. B. Madella, J. Acoust. Soc, Amer. 20, 550-551 (1948).
« W. Koidan, J. Acoust. Soc. Amer. 33. 853 (1961).
' W. Koidan, J. Acoust. Soc. Amer. 29, 813-816 (1957),

Reprinted from The Journal of the Acoustical Society of America, Vol. 44, No. 5, 1451-1453, November 1968
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USA STANDARD FOR THE CALIBRATION OF MICROPHONES, SI. 10 - 19661

BACKGROUND AND SUMMARy2

By Walter Koidan

I. Background

Three types of microphone calibrations are described in this
standard: pressure, free-field, and random- incidenc e . For those
unacquainted with the distinguishing features, a brief description
follows

.

The pressure response is the term used for the ratio of the

open-circuit voltage of a microphone to the applied sound pressure
when the sound is incident only on the exposed (front) surface of
a microphone diaphragm. The sound pressure is that which exists
at the surface of diaphragm, and the pressure response is defined
only when the sound pressure is uniform over the surface. The
problem of how to obtain a uniform pressure has been investigated
rather thoroughly since 1940, and these efforts have culminated in
certain "standard" practices, which are described in detail in
USA Standard Sl. 10-1966. The methods involve the use of small,
closed cavities of such shapes and dimensions that make it possible
to establish a uniform sound field at a microphone diaphragm.

Accurate pressure response measurements are usually made only
on a limited but important class of laboratory-type microphones
(Type L) which are described in USA Standard SI. 12-1967, Specifi-
cations for Laboratory Standard Microphones .

3

-"Available from American National Standards Institute, Inc.,

1430 Broadway, New York, New York 10018, price $6.50.

^A condensed version of "A New Standard for the Calibration
of Microphones", by Walter Koidan, Magazine of Standards y]_. No. 5,

141-144 (May 1966).

^Available as in footnote 1. Price $3.00.
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On the other hand, free-field or random- incidence calibrations
can be performed on a microphone of almost any shape or size. The
free-field response of a microphone is also described in terms of a

voltage-to-sound pressure ratio; however, the sound pressure is that
which exists in a plane, progressive wave when the microphone is

absent. The voltage is that which results when the microphone is

immersed in the sound field at a specified orientation with respect
to the direction of sound propagation.

For a given microphone, there is a useful relation between the

free-field and pressure responses known as the "free-field correction."
This relation is determined by separate absolute measurements of

the two types of responses. Such experimental work has been care-
fully performed on Type-L laboratory standard microphones and the

results tabulated in an appendix to the standard. There are distinct
advantages to using the free-field correction. Free-field measure-
ments require an anechoic chamber, elaborate mechanical devices, and
large, stable sound sources. Accurate pressure calibrations of

laboratory standard microphones require less equipment and can be

performed more economically than free-field calibrations in most
laboratories. To determine the free-field response of a standard
microphone at a given frequency, it is necessary only to measure the

pressure response at that frequency and add the appropriate free-
field correction listed in USA Standard SI. 10-1966. Thus, the accurate
free-field absolute calibrations already made can be used to

advantage by other laboratories. Commercially available microphones
to which the tabulated free-field corrections apply are listed in an
appendix

.

Random- incidence response is defined similarly to free-field
response, the main difference being that the sound pressure is that

in a diffuse sound field when the microphone is absent from the

field. ;

II. Summary of Recommendations

Since about 1940 the accepted basis for the absolute calibration
of microphones in the audio frequency range has been the electro-
acoustic reciprocity theorem. The fundamental techniques were
developed between 1940 and 1950; since then progress has been
primarily in the form of added refinements, such as extension of
the frequency range, increased accuracy, development of auxiliary
measurement techniques, and improved theoretical corrections. These
developments have been integrated in the standard with the basic
theory and methods.

18-2



Pressure and free-field calibration methods have been combined
in one publication since many definitions, requirements, and
techniques are common to both methods. Furthermore, the combination
provides a suitable setting for the presentation of a unified treat-
ment of the theory of calibration by reciprocity. The approach was

to develop a general expression for the response of a microphone
based on the electroacoustical reciprocity theorem, and then to branch
off, separately, to the specific conditions applicable to pressure
and free-field measurements.

Following the theoretical development, calibration methods and
experimental techniques are discussed in detail. A section is devoted
to absolute pressure calibration in which formulas are given for the

calculation of the pressure response of a microphone measured in a

small, closed cavity.

In line with recent trends, the International System of Units
(SI) was adopted. (This is advantageous here, since calculations in

electroacoustics using MKSA units are very straightforward.) Response
levels are expressed in decibels using a reference response of

1 V/ (N/m^) . Since the previous reference was 1 V/(dyn/cm^), the

numbers representing response levels will now be larger, the conver-
sion factor being 20 decibels.

The formulas given include only those quantities that are

measured in the basic experiments described. These are often accurate
enough for most laboratories . For those who need a higher degree of

accuracy, correction factors are described individually. They include
corrections for capillary-tube effects, heat-conduction losses at the

walls of the cavity, wave pattern corrections, and the effect of the

acoustic driving-point impedance (equivalent air volume) of a micro-
phone on the effective volume of a cavity.

For pressure calibration in the frequency range below 10 kHz, a

20 cm3 cavity is recommended. However, because of the onset of wave
patterns, this cavity is limited to frequencies below 3 kHz unless it

is filled with a gas lighter than air to increase the wave length at

a given frequency. Hydrogen, for example, makes the cavity useful as

high as 10 kHz. The techniques for using hydrogen are described in

some detail, since they are an integral part of the calibration pro-

cedure. Incorrect methods can lead to errors or damage to the

microphones

.

Relatively recently, two smaller cavities have been developed
which permit calibrations to be made as high as 20 kHz with good
precision. The dimensions of these cavities and suitable experi-
mental techniques for their use are described in a section called
"High-Frequency Calibration." However, the volumes of the smaller
cavities are only between 3 and 4 cm^ , so that measurements of the

volumes are not as accurate as for the 20 cm^ cavity. A good
procedure is to use the 20 cm3 cavity up to 10 kHz and a smaller
one from 10 to 20 kHz.

19-5



The section on absolute pressure calibration is followed by
one on absolute free-field calibration. The environmental require-
ments for free-field reciprocity are discussed first, with emphasis
on the factors which affect the choice of surface treatment for an
anechoic (echo-free) chamber, the distances between transducers, and
the distances from the transducers to the walls. Recommendations
take into account the relation between these parameters.

To determine if these parameters have been properly chosen for

the degree of accuracy required, the standard recommends measurements
to verify the inverse square law, i.e., exploration of the sound
field along a line in the chamber emanating from the sound sources
used in a calibration. The experimental procedure for measuring free-

field response by reciprocity is described and formulas are presented
for calculating the responses. Many miscellaneous factors, which
can easily be overlooked by those not very familiar with the art of

free-field work, are discussed.

Descriptions of practical methods for comparison free-field
calibration and diffuse-field calibration are included at the end
of the standard. These methods can be applied to a wider variety of

microphones than absolute methods and are useful for evaluating
microphones to be used outside of the laboratory.

A bibliography of seventy-nine references is often referred to

in the text of the standard to draw attention to additional information
and details available in the literature. Of the references dated
1932 and later, two-thirds appear in the Journal of the Acoustical
Society of America , and are readily available.

Key Words: Acoustic coupler, Anechoic chamber, Microphone calib-
ration, Standard.
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Calibration of Audiometers

E. L. R. Corliss and W. F. Snyder*
National Bureau of Standards Washington, D. C.

(Received May 19, 1950)

A general description is given of the procedure developed at the National Bureau of Standards for cali-

brating audiometers. The sources of calibration standards are presented, and there is a discussion of the

physics underlying the present technique. Limitations on the validity of the threshold data are pointed out. A
method for determining the caUbration of audiometer earphones is described. Data on earphone response can

be used to gain some insight into the malfunctioning of an audiometer, and the way in which this can be done
is indicated.

INTRODUCTION

AN audiometer is used to measure auditory thresh-

old. The most widely used type of audiometer is

an electronic instrument which generates pure tones of

controllable intensity and frequency in an earphone

* Formerly of the Sound Section, now with the Microwave
Standards Section of the National Bureau of Standards.

(receiver). The setting of the intensity control when the

tone is just audible to the person being tested is a

measure of that person's hearing threshold. Whether the

threshold is normal or not, however, can be decided only

if the audiometer is calibrated in terms of the sound

pressure at auditory threshold for people with normal,

unimpaired hearing. The hearing loss of a person's ear

is the ratio (expressed in decibels) of the sound pressure

Reprinted from Thp: Journal of the Acoustical Society of America, Vol. 22, No. 6, 837-842, November, 1950



at the threshold of audibility for that ear to the normal

threshold pressure.

The following account is intended to describe a

technique for calibrating audiometers, developed in

large part at the National Bureau of Standards for the

use of persons who manufacture or test these instru-

ments. The procedure is embodied in the provisions of a

proposed American Standard Specification/ developed

by the American Standards Association and the Na-

tional Bureau of Standards in a joint program.

THRESHOLD STANDARDS

Calibration of an audiometer is fundamentally the

determination of the sound pressure produced by the

earphone of the audiometer when it is placed on a

standard coupler. The coupler consists of a heavy brass

shell, enclosing a specified volume of air in an enclosure

of simple geometric design. The earphone is placed over

an opening in the coupler, and the sound pressures which

it produces in the air volume are measured by means of a

pressure-sensitive microphone. A diagram of Coupler

No. 9A, designed at the National Bureau of Standards,

is shown in Fig. 1. The volume of air within the coupler

is about 5.7 cc, or approximately the volume within an

average ear canal when an earphone is placed over the

ear. The sound pressure in the coupler is measured with

a calibrated condenser microphone. As shown, the

coupler accommodates a Western Electric Type 640A or

640AA microphone; other condenser microphones may
be used if they are of the same or smaller size and the

coupler is modified so that it still encloses the same air

volume.

The threshold voltage of an earphone at any fre-

quency is the voltage which must be applied across its

terminals to produce a sound pressure that is the

threshold value for normal hearing at that particular

frequency. The values in most common use in this

country were determined by loudness-balancing from

the data obtained during the National Health Survey of

1935-36.^ From these data, the threshold voltages were

determined for certain earphones (Western Electric Type
705A) kept at the Bureau. Because aging of the ear-

phones might change the threshold voltages, the pres-

sures produced in Coupler No. 9A by the audiometer

earphones when threshold voltages were applied at their

terminals were determined soon after completion of the

survey. These pressures became the threshold standard

for that particular type of receiver. They are inde-

pendent of changes in response of the receivers.

The standard coupler pressures are not equal to the

threshold pressures in the ear canal because the coupler

does not present to the earphone an acoustic load

CAPILLARY TU8E-

OyOI6 OIAM WIRC

RECEIVER PLACED
HERE OIAM SLIP FIT

FOR MICROPHONE

Fig. 1. N. B. S. Coupler
No. 9A for calibration of

audiometer receivers by
means of Western Electric

Types 640A or 640AA con-

denser microphones. The
face of the receiver being

calibrated rests on the upper
edge with a coupling force

equal to the weight of the

receiver plus 400 g. The
diaphragm of the micro-

phone is located 0.528 in.

(1.34 cm) below the upper
edge of the cavity. The
entire assembly is designed

for use with a condenser
microphone amplifier. (Vol-

ume=5.7 cc.)

BRASS CAP
CONTACT PIN

STANDARD PRESSURE MICROPHONE
GROUND SHIELD

TO AMPLIFIER
ALL DIMENSIONS INCHES

' American Standard Specification for Audiometers for General Diagnostic Purposes. Copies may be obtained from the American
Standards Association, 70 East 4Sth Street, New York 17, New York.

2 Reports of the National Health Survey, Hearing Study Series, Bulletin No. 5 (1935-36).
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identical with that of the ear canal. Consequently,

although the threshold pressures in the ear canal are

presumably the same for all earphones, there is no

reason to expect the standard coupler pressures to be

identical for all types of earphones. A comparison is

shown in Fig. 2. It was, of course, known from the be-

ginning that the coupler did not duplicate the acoustic

impedance of the ear. The ear presents additional

loading due to compliance of flesh, and leakage of sound

between the ear and the cap of the earphone, which are

not provided by the coupler. It is this fact that makes it

necessary to undertake the task of loudness-balancing to

establish threshold coupler pressures for each new type

of receiver. Until a coupler can be developed which

presents a better replica of the ear's impedance over a

wide frequency range, the alternative to loudness bal-

ancing is to make a complete threshold determination

for each new type. If the acoustic load with which a

human ear terminates the earphone were duplicated by

the coupler, the standard threshold pressures would be

identical with those in the average ear canal at thresh-

old, and would be the same for all earphones designed to

cover the ear.

Loudness balancing to establish standard threshold

rests upon the premise that coupler standard threshold

pressures are the same for all earphones of the same

type. To determine standard coupler pressures for

earphones of a new type, at least six subjects (12 ears)

having approximately normal hearing make measure-

ments of the voltages applied at the terminals of the

new earphone and the standard earphone which will

produce equally loud sounds at sound levels about 20 db

above threshold. By combining these data with the

measurement of the responses of the earphones when
placed on Coupler No. 9A, the standard coupler thresh-

old pressures at various frequencies for the new earphone

may be found.

Standard threshold coupler pressures have now been

determined for a number of different commercially

available audiometer earphones. These values may be

obtained from the Bureau by written request if they are

needed by a testing laboratory. The threshold figures

were originally determined for the octaves of 128 c/sec.

Recently a change has been suggested in frequency

standards for audiometer tests, from octaves of 128

c/sec. to octaves of 125 c/sec. This change is incorpo-

rated in the new American Medical Association and

American Standards Association specifications. How-
ever, the National Health Survey measurements were

made at octaves of 128 c/sec. The threshold pressures

for 128 c/sec. octaves have been extrapolated to the new
125 c/sec. base by use of the minimum audible sound

pressure curve determined by L. J. Sivian and S. D.

White of Bell Laboratories.^ At the present time, a

project is under way at one of the sound laboratories in

this country which will result in a direct determination

^L. J. Sivian and S. D. White, J. Acous. Soc. Am. 4, 288-321
(1933).

20 40 60 80100 200 400600 1000 2000 4000 8000
FREQUENCY IN CYCLES PER SECOND

Fig. 2. Comparison of coupler pressures, corresponding to

normal threshold for several types of commercial earphones, and
the minimum audible pressure determination by Sivian and White.
The form of the coupler pressure curve, derived from National
Health Survey data, is in general agreement with the minimum
audible pressure curve. Even if the coupler were to be a better

replica of the ear, a difTerence of at least 5 db from the Sivian and
White data is to be expected. The Sivian and White measurements
were made with trained observers, and represent minimum rather

than normal threshold.

of the auditory threshold pressures for 125 c/sec.

octaves. Pending completion of that work, the ex-

trapolated data are being used.

In Table I, standard threshold pressures in Coupler

No. 9A are given for the Western Electric Type 705

A

earphone. Data for other types of earphones may be

obtained by loudness-balancing against a Type 705A
earphone or against other types for which standard

threshold data are available. However, it might be well

to consider that standard threshold data for receiver

types other than the WE Type 705A were determined by
a loudness-balance technique, and their use as com-
parison standards for loudness-balance implies an in-

crease in the experimental uncertainty.

SOUND PRESSURE MEASUREMENT

To check the sound pressure output of the audiometer

against standard threshold pressures, the sound pressure

produced in Coupler No. 9A by the audiometer is

measured at one hearing loss dial setting—usually 60 db
—for each frequency. The audiometer is operated at the

rated voltage stated by the manufacturer. Voltage

regulation in the audiometer may be checked by making
output pressure measurements at the extremes of line

voltage likely to be encountered. The earphone is

coupled to the condenser microphone through Coupler

9A. The microphone is connected to a preamplifier of

the cathode follower type. An amplifier of fairly high

gain is needed to bring the output of the cathode

follower up to a level sufficient to actuate an output

meter. If the same amplifier is to be used throughout the

calibration procedure, gains of 80 to 120 db should be

available.

A substituted voltage is used to determine the voltage

output of the microphone. The arrangement for inser-
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Table I. Standard threshold pressures in Coupler No. 9A.

Western Electric Type 705A Receiver for octaves of 125 c/sec. and
128 c/sec. (Corresponding to the application of threshold voltages

at the earphone terminals.)

Frequency
(c/sec.)

Pressure
(db above

1 dyne/cm^)
Frequency
(c/sec.)

Pressure
(db above

1 dyne/cm*^)

125 -19.5 128 -20.1

250 -34.4 256 -34.9

500 -49.2 512 -49.5

1000 -57.3 1024 -57.5

2000 -57.0 2048 -57.0

4000 -58.9 4096 -58.5
8000 -53.1 8192 -52.3

tion of the voltage is shown in Fig. 3. With the hearing

loss dial set at 60 db, the output meter is read. The
hearing loss dial is then turned back to attenuate to a

maximum the signal from the audiometer, and a cali-

brating voltage of the same frequency as that of the

audiometer signal is inserted in series with the condenser

microphone. The voltage is adjusted by means of a

calibrated attenuator until the output meter reads the

same as it did when the audiometer tone was being

applied. From the amplitude of the calibrating voltage

and the voltage response of the condenser microphone

the sound pressure in the coupler can be computed. An
attenuator of high quality should be used ; the resistor

across which the voltage is applied should terminate the

attenuator with its characteristic impedance. A thermal

voltmeter makes a good instrument for measuring the

voltage at the input of the attenuator because it gives

true R.M.S. readings.

ATTENUATOR DIAL

The pressure produced in the coupler at hearing loss

dial settings other than 60 db can be derived from a

calibration of the audiometer attenuator (hearing loss

dial). For this measurement, the earphone is connected

to the audiometer and placed on the coupler, so that the

audiometer is loaded with the proper output impedance.

A 500-ohm calibrated attenuator is placed in parallel

with the earphone. (This impedance is suitable for many
audiometer earphones, most of which have impedances

of about 10 ohms.) The attenuator is connected to an

amplifier and thence to a wave analyzer, which serves as

a tuned amplifier and output meter. It is necessary to

use a tuned amplifier in order to filter out electrical noise

introduced by the high amplification required in the

frequency range corresponding to maximum hearing

acuity, since at those frequencies the signal voltages will

be very low.

The hearing loss dial is checked against the calibrated

attenuator by starting at the lowest hearing loss dial

setting, with the parallel attenuator at a minimum
setting. The difference between the dial steps and the

attenuator steps is determined by adjusting the external

calibrated attenuator to maintain the output meter

readings at about the sam.e point as the hearing loss dial

is turned toward higher output settings.

-MICROPHONE GROUNO SHIELD

—o-»
TO

AMPLIFIER

—0-»'

CALIBRATING
VOLTAGE

Fig. 3. Technique of introduction of calibrating voltage.

HARMONIC ANALYSIS AND FREQUENCY
MEASUREMENT

It is usual for specifications to require that the

fundamental of the pure tone signal from the audiometer

be at least 25 db above the sound pressure of any

harmonic. A harmonic analysis of the audiometer signal

is performed with a modification of the assembly de-

scribed above. The earphone is placed on the coupler,

and its acoustic output is picked up by the condenser

microphone, which is connected to an amplifier and a

wave analyzer. The amplitudes of the various harmonics

are measured by means of the wave analyzer.

The frequencies of the audiometer tones can be

checked in various ways. They may be checked by

audible beats against calibrated tuning forks,, or against

a calibrated beat frequency oscillator, using audible

beats or Lissajous' figures on an oscilloscope. They may
be compared with a standard timing frequency - by
means of electronic counters. The oscillator calibration

can be determined by making use of the frequency

broadcast from the National Bureau of Standards radio

station WWV at Beltsville, Maryland. The standard

frequency broadcast can also be used to provide the

timing signal for the counters. Audio frequencies of 440

c/sec. and 600 c/sec. are broadcast on several radio

carrier frequencies, including 2.5, 5, 10 and 15 Mc.

Information on the broadcast schedule and means of

making use of the standard frequencies may be secured

by writing to the Central Radio Propagation Labora-

tory, National Bureau of Standards, Washington

25, D. C.

BACKGROUND NOISE LEVEL

The background noise level in the receiver output is

evaluated by a weighted measurement of the sound level

produced by the audiometer receiver in Coupler No. 9A
when the audiometer is on, but the signal tone is inter-

rupted. The relative weighting is that of the zero

loudness level curve of intensity level vs. frequency.

This curve is shown in Fig. 4. The measurement is made
for all settings of the hearing loss dial and at all settings

of the frequency control, since it has been found that the

general noise level varies somewhat with these settings.

The characteristics of the power supply influence the



background noise in the audiometer. The noise back-

I ground introduced by the power supply depends upon

j

the voltage characteristics of the power line, which are

I

described in terms of TIF (telephone influence factor).

I The TIF of a power line is a numerical rating which

describes the loudness of noise which it is likely to

induce in telephone circuits. Methods for measuring

TIF are described by Barstow, Blye and Kent.^ The
characteristics of a frequency weighting network for

TIF measurements are shown in Fig. 5. An average for

the TIF of power lines throughout the country has been

found to be about 15 to 25 for a.c. lines and 80 to 120 for

d.c. lines. Of course, if the TIF for the particular power

i

lines on which the instrument is to be operated is known,

the noise level should be measured when the instrument

is operating on a line with that TIF, even though the

TIF values may fall outside the limits of the average

values given above.

EARPHONE RESPONSE

If an audiometer in service is suspected of giving in-

correct readings, the source of trouble may often be

located by making a measurement of the earphone's

response. Audiometers are adjusted as a unit, for a

particular earphone. If difficulty develops, and spurious

threshold measurements are being made, it may be that

the earphone has shifted in response, or that the output

voltage of the audiometer has changed.

By combining the measured response of the earphone

with the standard threshold pressures specified for that

type of earphone, the voltages which should be applied

to the terminals of the earphone to produce a given

sound level may be found, and compared with the actual

output voltages which the audiometer supplies across

the earphone terminals. A level of 60 db above threshold

might be chosen with advantage, so that the voltage to

be measured is in a convenient range for accurate

measurement. If the voltages put out by the audiometer

depart systematically from the requisite values at all

frequencies, or are low or high at only one particular

frequency, the difficulty is probably in the audiometer

circuit. Deviations due to drift in the earphone response

usually show a dependence upon frequency.

The earphone response may be measured without a

direct measurement of voltage, and this may prove to be

a convenience when only part of a calibration is to be

carried out on an audiometer. The method depends upon

the use of a substitution voltage in the microphone

circuit. The voltage is introduced across a resistor which

is in series between the microphone shell and ground.

Usually this is the terminal impedance of a low impe-

dance attenuator (500 ohms or less), since stray pickup

may give trouble if higher impedances are used. The
reading of the output meter when the microphone is

used as a sound detector is matched by applying a

voltage across the terminal resistor which will give the

same reading, and noting the attenuation which must be

applied to the initial voltage. Since both the signal from

Fig. 4. Pressure response-

frequency characteristic of

equipment for measurement
of noise in air-conduction

receiver. (This curve is

taken from that published
in the article by L. J. Sivian

and S. D. White), J. Acous.
Sec. Am. 4, 313 (1933), and
on page 124 of Hearing by
S. S. Stevens and H. Davis
(John Wiley and Sons, Inc.

New York, 1938).

SO 100 aoo soo 1000 2000 sooo
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10000 aoooo

Barstow, Blye, and Kent, Trans. A. I. E. E. 54, 1307 (1935).
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Fig. 5. Frequenc}' weighting networiv for TIF measurements.
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Fig. 6. Arrangement for earphone calibration.

the microphone and the signal from the attenuator are

amplified via the same channel, the voltage output of

the attenuator will be equal to the output voltage of the

microphone. The network for this arrangement is shown

in Fig. 4.

The value of resistor "r" (Fig. 4) should be made
small so that the voltage across it is not changed ap-

preciably when the earphone is shunted across it. A
correction may be made if the impedance of the

earphone is known. The value of "i?" is chosen so that

the attenuator readings are of convenient size. For low

impedance earphones a convenient set of values is

i?= 10 ohms and r=0.1 ohm.
The attenuator is set at a high value so that it con-

tributes no signal when the earphone is serving as a

source of sound, and the reading of the output meter is

observed. The earphone circuit is then opened, and the

attenuator is adjusted to give the same output meter

reading.

Let the voltage applied to the input of the attenuator

be If the impedance of the earphone can be neg-

lected, the voltage across the earphone is (EX^/i^+O-
Expressed in decibels, the voltage level across the

earphone is then

20 logio£+20 logior/(i?+r).

Calling the observed attenuator reading the sub-

stitute voltage is 20 logio£— ^, which is the e.m.f.

output of the microphone. The sound pressure level in

the coupler is 20 Xogx^E— A — where p is the response

of the microphone in decibels relative to 1 volt-

cm'/dyne.

The response of the earphone in decibels relative to

1 dyne/cm'^-volt is the difference between the pressure

level in the coupler and the voltage level across the

earphone, when the levels are expressed in decibels. The
response of the earphone represented by "P" is thus

given by

P= 20 log,o£- A-p~2Q log,o£- 20 logicr/(/?+r)

or,

P= -20 \o^wl{R+r)-A-p.

The computation of the threshold voltages from the

standard threshold pressures in Coupler No. 9A and the

earphone response is a simple subtraction. P, the

earphone response, is given in decibels above 1 dyne/

cm--volt. 5, the standard threshold pressure, is given in

decibels above 1 dyne/cm''^. The threshold voltage level,

r, of the earphone is then given, in decibels above 1

volt, by the relation

:

T=S-P.

The threshold voltage in volts can then be looked up as

the antilogarithm of T/20 in a table of logarithms.
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A Probe Tube Method for the Transfer of Threshold Standards
between Audiometer Earphones*

Edith L. R. Corliss and Mahlon D. Burkhakd
National Bureau of Standards, Washington, D. C.

(Received June 3, 1953)

To establish threshold standards for various types of earphones, from a set of threshold standards that

has been determined for one particular type of earphone by a hearing survey, an empirical relationship must
be found giving the sound pressures in the calibrating coupler corresponding to equal sound pressures in the

ear. This has previously been accomplished by means of loudness balancing between earphones. The method
described in this paper makes use of a direct probe measurement of the sound pressure developed by an
earphone at the entrance to the ear canal. The experimental process is described and the results of tests to

establish the equivalence of the probe method and loudness-balancing are given. In addition, several of the

conditions under which loudness-balancing is carried out were investigated by the probe method. Equal
loudness sensation was found to correspond to equal sound pressures at the ear, within the limits of experi-

mental error.

INTRODUCTION

THE observed response of an earphone as a sound

source is a function of the acoustic load with

which it is terminated. Thus, if they differ in internal

impedance, earphones that produce the same sound

pressure in a human ear usually will not produce equal

sound pressure in an ordinary calibrating coupler, f

Our present difficulties with the standards for auditory

threshold stem from the fact that we do not yet have

earphone calibrating equipment that duplicates the

physical conditions of measurements on the human ear.

The threshold voltage of an earphone at any fre-

quency is the voltage which must be applied across its

terminals to produce a sound pressure that is the

threshold value for normal hearing at that particular

frequency. Because earphones are calibrated on an

"artificial ear" coupler, threshold standards for audio-

metric purposes are maintained in terms of the sound

pressures produced by certain types of audiometer

earphones in N.B.S. Coupler No. 9A.

The sound pressure produced by an earphone on the

calibrating coupler is not in general the same as that

which it would produce on an average human ear,

because the coupler does not reproduce the acoustic

load presented to the earphone by the ear. Since

earphones of various types differ in their internal

impedances, each type of earphone will have a different

* This work supported in part by the Office of the Surgeon
General of the United States Army.
fA calibrating coupler, or "artificial ear," is a heavy-walled

chamber of appropriate dimensions such that when an earphone
is placed on it, the total enclosed volume is approximately the
same as would be enclosed by the earphone on a human ear. The
sound pressure in the coupler is measured with a pressure-sensitive

microphone which forms part of the enclosure. See American
Standard Z24.9-1949, American Standard Method for the Coupler
Calibration of Earphones and American Standard Z24.5-1951,
American Standard Specifications for Pure-Tone Audiometers for

Hearing Diagnostic Purposes, available from the American
Standards Association, 70 East 45 Street, New York, New York.
An abridged version of Z24.9-1949 appeared in J. Acoust. Soc.
Am. 22, 609 (1950).

See also E. L. R. Corliss and W. F. Snyder, J. Acoust. Soc. Am.
22, 837-842 (1950).

set of coupler pressures corresponding to the develop-

ment of normal auditory threshold sound pressures in

the ear. Therefore, once an auditory threshold survey

has been made with a particular type of earphone, the

results of this measurement cannot be applied directly

to establish standards of normal threshold for earphones

of any other type.

To obtain a set of threshold standards for a new type

of audiometer earphone, either a complete new auditory

threshold determination must be undertaken, or the

threshold standards must be derived from existing

threshold determinations on a standard type of ear-

phone. This is achieved by determining what relation-

ship of sound pressures in the calibrating coupler

corresponds to the generation of equal sound pressures

in the ear by both the new and the standard earphone.

With present methods, it is not practical to establish

for all types of earphones a relationship other than

empirical between the response data obtained with a

calibrating coupler and the actual response on the ear.

As newer designs of earphones are developed, we have

the problem of establishing normal threshold standards

for them, so that they may be used in audiometry.

The method at present most generally used for the

transfer of auditory threshold standards between

earphones is a subjective technique, called "loudness

balancing." In this process, the subject performing the

"loudness-balancing" measurement is located in a

sound-isolated room. He has at hand a signal generator,

serving two calibrated voltage-dividing networks, each

terminating in an earphone. The two earphones are

attached to a single handset. One earphone is the

standard earphone, for which threshold standards are

known. The other earphone is the earphone for which

threshold standards are to be determined by transfer

from the known values for the standard earphone. The
subject adjusts the signal applied to the standard

earphone to a voltage level ascertained (from the known
threshold standards and the calibration of the earphone)

to produce a sound pressure corresponding to 20 db

Reprinted from The Journal of the Acoustical Society of America, Vol. 25, No. 5, 990-993, September, 1953
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above normal auditory threshold. He then listens, in

rapid alternation, to each of the earphones in turn,

moving the handset rapidly back and forth so that first

one earphone and then the other is presented to the

same ear. While doing this, the subject adjusts the

electrical signal applied to the second earphone until

the sound it generates is equal in loudness to the sound

he hears from the standard earphone. He then records

the reading of the voltage divider on the second ear-

phone. From this information, and from the calibration

of this earphone on the calibrating coupler (NBS No.

9A or equivalent) the sound pressure in the coupler

corresponding to normal auditory threshold for the

secondary earphone can be computed. This determina-

tion usually is performed for at least six subjects having

normal auditory acuity. It has been customary to make
measurements for both ears of each subject.

It is possible, however, to use a probe inserted through

the earphone cap to measure the actual sound pressures

generated at the entrance to the ear canal,^ and thus to

determine the relative terminal voltages which must

be applied to two earphones to produce equal sound

pressures at the entrance to the canal. This objective

method has the advantage of being simpler to carry

out than loudness balancing, and it is much more rapid.

By experiment, we have been able to show that this

method gives substantially the same results as luodness-

balancing. The probe method also makes it possible to

investigate several of the assumptions upon which the

entire idea of transferring threshold standards from one

type of earphone to another is based.

ORIGIN OF PRESENT STANDARDS

The sound pressure standards for normal auditory

threshold maintained by the National Bureau of

Standards are derived from the National Health Survey

of 1935-1936. The original measurements were deter-

minations of voltages applied at the terminals of the

audiometer earphones used in the survey. These voltages

were averaged from the values that corresponded to

threshold sensation for the 5000 persons whose auditory

thresholds were being measured. The primary deter-

mination was thus given in terms of mean voltages

applied to a specific group of earphones of particular

design.

After completion of the survey, the threshold data

were transferred to a group of standard earphones

designed especially for stability in calibration. "Loud-
ness balancing," as described above, was used to effect

the transfer. The fixed voltages applied to the survey

earphones were chosen to produce levels of 0 db, 20 db,

and 40 db above average normal threshold. Although
all three comparison levels yielded essentially the same
results for the relative voltages to be applied to the

new standard earphones, the data obtained by compari-

son at the 20-db level showed the least scatter. Hence

» F. M, Wiener and D. A. Ross J. Acoust. Soc. Am. 18, 401-408
(1946).

the transfer process usually has been carried out at the

20 db level.

The loudness-balance measurement gave normal

threshold values in the form of voltages applied at the

terminals of standard earphones. Immediately after a

loudness balance, the earphones were placed on a

calibrating coupler and their response was measured.

From the loudness-balance data and the earphone

response, the sound pressures in the coupler that

corresponded to normal auditory threshold were

computed for the audiometric frequencies (octaves of

128 cps up to 8196 cps). These sound pressures consti-

tute the normal threshold standard. They are inde-

pendent of any subsequent aging of the earphone.

PHYSICAL FACTORS IN THE THRESHOLD
STANDARDS

The usual calibrating coupler is a hard-walled

cylindrical cavity closed at one end by a condenser

microphone. When it is closed off by an audiometer

earphone, the enclosed volume is approximately the

same as the volume enclosed by an earphone held

against a human ear. Comparison of the response of

earphones on the ear and on the calibrating coupler

shows that the coupler does not duplicate the acoustic

load presented to the earphone by the ear.^ For a given

voltage applied to the earphone the sound pressures

generated in the ear at low frequencies are significantly

lower than the sound pressures generated in the coupler.

Without phase measurements, it is not possible to

decide whether this is due to leakage or to additional

compliance.

At high frequencies there are sound patterns in both

the ear and the coupler. At any single frequency,

however, there is a fixed relationship between the round

pressure measured at the microphone in the coupler

and the sound pressure present at the eardrum for each

individual ear. The standard coupler 9A was designed

so as to minimize pattern effects at particular fixed

audiometric frequencies.

A set of threshold standards in terms of sound

pressures in a coupler is valid for all earphones of a

standard type provided that the high-frequency pat-

terns in both ear and coupler remain constant for all

earphones of the type. To maintain the pattern, all

earphones of a given type must produce like geometric

enclosures, although of course the enclosure on the

coupler will differ from that on the ear. Constancy of

pattern requires that all earphone cushions for a partic-

ular type of earphone be of controlled profile, thickness,

and compliance; and that the distance from the front

face of the moving diaphragm to the plane of the cushion

be held constant.

If, in addition to maintaining the geometry of the

2 See, for example, M. D. Burkhard and E.L.R. Corliss, "The
[

sound pressures developed by earphones in ears and couplers," I

National Bureau of Sta,nclards Report No. 1470 (Februrary 29, i

1952),
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Fig. 1. Comparison of the standard deviations of the measure-

ments on individual persons, arising from physical differences

among individuals taking part in the measurements by each

method. Six persons performed the loudness balance. Fourteen

subjects were used in the probe method.

enclosure, the earphone is held against the ear with a

constant coupling force, the acoustic leak at low

frequencies for any individual ear will be approximately

the same for all earphones of a particular type. However,

it is in general not easy to meet this condition when

subjective loudness balancing is being carried out,

because the comparison and standard earphones must

be interchanged rapidly. When threshold standards are

transferred by means of the probe technique to be

described here, the coupling force can be maintained

constant.

So far as we know now, it can be assumed that

auditory sensation for any normal individual is a func-

tion of the sound pressure presented at the eardrum.

As we shall see later, our experimental measurements

confirm this assumption. On this basis, the process of

loudness balance is justified as a method for establishing

a threshold standard for a new type of earphone. When
a number of subjects, having hearing adequate for the

task, determine what voltages applied to the earphone

terminals give the same loudness sensation for both

earphones, the sound pressures produced at the ear-

drum by the earphones are presumed to be equal.

I \ I

^—^—
1

i—i—n* " PERMOFLUX PDR-8 ' ,

NBS 3
NBS 4

1 1 1 1 1 1

WESTERN ELECTRIC 705-A

>Nas 2

3> NSS

50 loo 200 400 600 IK 2K 4K 6K IOk"

FREOUENCY -CYCLES PER SECOND

Fig. 2. A check on the basic assumption for transfer of coupler

pressure standards for threshold. Difference between average
sound level produced in ears and sound level produced in N.B.S.
Coupler 9A, with the voltage applied to the earphone held con-
stant. Each pair of curves was obtained with two earphones of

the same type.

The loudness-balancing process is slow and un-

pleasant. It is practical only if it is done at relatively

few frequencies and if the number of subjects in a jury

is small, although the jury must be kept large enough

to insure representative conditions. Because the deter-

mination is made at a rather low sound level, each

subject must concentrate his attention on the sound,

and can work only in especially quiet surroundings.

OBJECTIVE PRESSURE MEASUREMENT

Sound pressures developed by an earphone at the

entrance to the ear canal can be observed by means of

a probe microphone inserted through the earphone cap.

These observations can be used to determine when two

earphones, the comparison standard and the earphone

for which threshold standards are to be determined,

produce the same sound pressure at the entrance to the

ear canal.

The transfer of threshold is carried out as follows:

The response of each earphone is measured on the

calibrating coupler. By probe techniques, the response

Table I. Threshold transfer data. Sound pressures in N.B.S.
Coupler No. 9A corresponding to normal auditory threshold.

(Db re 1 dyne/cm')

Frequency
cps

Permoflu.x type PDR-1
Maico "doughnut" cushion

Subjective Probe

Permofiux type PDR-8
MX41/AR cushion

Subjective Probe

125 -20.4 db -25.2 db -21.6db -25.4db
250 -34.2 -34.5 -35.2 -34.7
500 -49.5 -48.7 -49.5 -49.0
1000 -59.4 -58.0 -57.5 -57.4
2000 -57.3 -56.4 -56.9 -58.8
4000 -53.0 -57.7 -59.5 -60.5
8000 -49.2 -52.4 -45.7 -48.1

is measured for each earphone when mounted on the

ears of a number of human subjects.

Let us denote the response, expressed in decibels, of

the standard earphone as measured on the coupler

by Cs. Let the mean response of the standard earphone

as measured on the group of human subjects be Hs.

Designate the corresponding quantities for the new
earphone by Cx and Hx, respectively. The coupler sound

pressures in decibels corresponding to the standards

of normal threshold for the new earphone are simply

obtained by adding the quantity D to the standard

pressures for the standard earphone corresponding to

normal threshold, where

D=iCx-Hx)-(C-H.).

D is the ratio of the sound pressures developed by each

of the earphones in the calibrating coupler for voltages

at which they produce equal sound pressures in the ear.

EQUIVALENCE OF RESULTS

If the probe method is equivalent to loudness

balancing, the results of the transfer of threshold by
both methods should be substantially the same. For
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two types of earphones on which the process of threshold

transfer had been carried out by loudness balancing,

the transfer of threshold was repeated by the probe

technique. The responses of the test earphones were

measured on both ears of 14 human subjects. The
differences between these responses and those measured

on the calibrating coupler (Coupler No. 9A) were com-

puted. The same measurements were made for the com-

parison standard earphone (W. E. Type 705-A). Table I

shows the threshold values for the two earphones as

determined by both the loudness-balancing and probe

techniques.

The group of persons used for the probe method was

essentially different from the group used for loudness

balancing. Only one person was common to both

groups. The threshold values obtained by loudness-

balancing are those determined originally when the

transfer of threshold standards to these particular

types of earphones was performed in our laboratory.

From a study of the statistical variations involved, we
conclude that the physical differences among individuals

cause a major part of the differences shown here be-

tween the threshold transfer data determined by each

of the methods.

The standard deviations for the two methods are

plotted in Fig. 1. The deviation is that arising primarily

from physical differences among individuals. The stand-

ard deviation for the loudness-balancing method also

inevitably includes variations in judgment. That part

of the deviation caused by variations among repeated

measurements, on a single individual was found to be

very small.

A measure for judging the difference between the

results of threshold transfer by the two methods is

is given by the factor \l\/n times the standard devia-

tion, where n is the number of persons involved in the

transfer measurements. This corresponds to a confi-

dence level of 0.68. The differences appearing in Table I

are significant in comparison to the uncertainties of the

measurement only at 125 cps. This difference can be

traced to the fact that the earphone is applied to the

ear with controlled force when the probe method is

used for transfer of threshold. In loudness balancing,

the coupling force is not controlled. The force coupling

the earphone to the ear has a strong influence upon the

effective response of the earphone at low frequencies.^

The rather close agreement between the results of

threshold transfer by the two methods indicates that

the sensation of equal loudness corresponds directly to

equal sound pressures at the entrance to the ear canal.

This is a fundamental assumption upon which threshold

transfer by loudness balancing is based.

Although the uncertainties of measurements are com-

' See reference 2, p. 14.

parable for the two techniques, the probe method makes
less demands on the subjects. In the probe technique,

the subject is passive, and merely provides a suitable

acoustic enclosure. Because no subjective judgment is

involved, measurements can be made at convenient

sound pressure levels. While the earphone is in place,

there is a fairly good seal to the ear, and external noise

is excluded to some extent. Measurements by the probe

technique can be made quickly, and can be made at a

much larger number of fixed frequencies than is feasible

when subjective comparison must be relied upon.

(Until further threshold determinations are made, how-
ever, threshold transfers are limited to the particular

fixed frequencies at which the present standards were

determined.) A large number of subjects can be used.

Since immediate interchange of earphones to deter-

mine instantaneous equality is not required, the

coupling force holding the earphone to the ear can be

controlled.

EXPERIMENTAL BASIS FOR TRANSFER OF
THRESHOLD STANDARDS

The idea that threshold standards are applicable to

all earphones of a given type implies that all earphones

of the given type will show the same consistent differ-

ence between their performance on the calibrating

coupler and their actual performance on the ear. This

assumption can be checked easily by the probe tech-

nique. Several pairs of audiometer earphones were

compared for this purpose. The results of the check

are shown in Fig. 2.

Within the limits of experimental uncertainty, ear-

phones of like type show the same ratio in response be-

tween their performance on the coupler and on the ear.

This shows that the principle of establishing threshold

standards in terms of sound pressure developed in a

calibrating coupler is experimentally valid.

The same group of fourteen individuals was used

throughout. It should be noted that the uncertainty

of measurement sets a lower limit to the tolerance on

sound-pressure outputs specified in audiometer adjust-

ment. If the tolerance limits are set substantially closer

than the experimental uncertainty in relating ear

measurements to coupler measurements, the result does

not contribute to the validity of audiometer readings.

Although the probe method for transfer of threshold

standards is easier to carry out than loudness balancing,

it is necessary with either method to make a transfer

for each new ly^t of earphone. Thus each time the

design of earphones is changed, a number of human
subjects must be assembled and a transfer of standards

must be made. If a coupler that terminates earphones

with the appropriate acoustic load can be made, it

will be possible to make direct comparisons of ear-

phones.
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The Response of Earphones in Ears and Couplers*

Mahlon D. Burkhard and Edith L. R. Corliss
National Bureau of Standards, Washington 25, D. C.

Applied voltage responses of seven earphones on both ears of fourteen people were obtained with the aid of

a probe tube microphone inserted into the volume enclosed by the earphone. Treatment of the response data

by the method of analysis of variance allowed separation of variance effects due to error in repeated meas-
urement, dissimilarity between a given person's ears, and differences among individuals. The latter are found
to be the most important effects to contend with in audiometric practice. Effects of application force on sound
pressure output of an earphone are examined. Comparisons between the average response on ears and on
three superficially different couplers are presented. Responses on ears were substantially different from re-

sponses on couplers over parts of the frequency range. Recommendations are given for improving the re-

liability of audiometric measurements by instrumental refinements.

I. INTRODUCTION

THE work reported in this paper results from a

program being carried out at the National Bureau
of Standards to improve the methods by vi^hich stand-

ards of auditory threshold are maintained. For audio-

metric purposes the threshold of hearing is defined as

the minimum sound pressure at the entrance to the

ear canal which produces a pitch sensation. A person's

threshold of hearing by air conduction is usually meas-

ured with a pure-tone audiometer which introduces

sounds at specific frequencies and controlled levels

into the patient's ear by means of an earphone held

over his ear.

The response of an earphone, i.e., its acoustic output

as a function of electrical signal, depends upon the

acoustic load with which it is terminated. The electrical

signal required to produce arbitrary sound pressure

levels is usually determined by means of an "artificial

ear" coupler. The coupler connects the earphone acous-

tically to a microphone through a volume approximately

the same as that enclosed by the earphone on an average

human ear.

Artificial-ear calibrating couplers used in this country

for calibration of audiometer earphones are of the hard-

walled cylindrical volume type. It is well known that

these couplers load an earphone with only volume reac-

tance. As far as can be judged from response measure-

ments, they simulate the ear's impedance over only a

small portion of the audio-frequency range. The most

satisfactory type of calibrating coupler for audiometry

would be one which duplicates closely the termination

presented by the average ear at all audiometric frequen-

cies. This would obviate the procedures of making

transfers of standard threshold pressure/ now needed

when new earphone types are developed for audiometric

use.

* Supported in part by the Office of the Surgeon General,

U. S. Army.
' For background see E. L. R. Corliss and M. D. Burkhard,

J. Acoust. Soc. Am. 25, 990 (1953), and E. L. R. Corliss and W.
Snyder, J. Acoust. Soc. Am. 22, 837 (1950); also, L. L. Beranek,
Acoustic Measurements Qohn Wiley and Sons, Inc., New York,

1949), p. 367.

Other investigators have found much variation in the

sound pressure under an earphone on an ear, both in

regard to the uncertainty of repeated measurement on

a person's ear and on the extreme range of pressures

occurring in measurements on a number of indivi-

duals.-'^ Thus it had seemed that development of cali-

brating couplers simulating the ear would not appre-

ciably improve the precision of clinical audiometry.

In the work described here the possible sources of the

large variations were investigated by observing ear-

phone responses under various conditions of application.

One particularly useful result of this study was the

finding that by controlling the force of application of

the earphone to the ear, the uncertainty of repeated

measurements on an ear could be materially reduced.

Control of this factor also facilitated study of the other

sources of variation.

Applied voltage"* responses of earphones were studied

on ears by means of a capillary probe tube microphone.

These measurements and their significance are dis-

cussed in part II. In part III comparisons of earphone

responses on three superficially different couplers are

made.

In the following discussion we shall frequently refer

to the sound pressure developed by an earphone in

various circumstances. The applied voltage response

of an earphone depends primarily on the conditions of

earphone use or measurement. Thus, when observed

responses differ, it is the result of production of dif-

ferent sound pressures for the same voltage at the ear-

phone terminals.

2 0SRD Report No. 3105, Response characteristics of inter-

phone equipment (Electro Acoustic Laboratory, Harvard Univer-

sity, Cambridge) (1944).
3 F. M. Wiener and D. A. Ross, J. Acoust. Soc. Am. 18, 401

(1946).
* The applied voltage response of an earphone is defined as 20

times the logarithm to the base 10 of the absolute value of the

ratio of the rms sound pressure generated to the
_
rms

_

voltage

applied at the terminals of the earphone. This calibration pro-

cedure is outUned in the American Standard Method for the Coupler

Calibration of Earphones Z24.9-1949 (American Standards Asso-

ciation Inc., 70 East Forty-fifth St., New York 17, New York).

Published in part in J. Acoust. Soc. Am. 22, 602 (1950).
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n. EFFECT OF LOAD IMPEDANCE
ON AN EARPHONE

Basically the system for which the response of an

earphone is defined and the system by which the re-

sponse is measured are similar in the measurements

under discussion. Let us represent the earphone as a

lossless generator of volume velocity shunted by an

internal impedance Z,-. The ear or coupler is then treated

as a load impedance Ze in parallel with Z,. In audio-

metric determinations it is desirable to produce the

same ratio of sound pressure to applied voltage with

a given eaiphone on all ears and in an appropriate

calibrating coupler. To maintain the generator pres-

sure output essentially independent of changes in its

load Zc, the internal impedance Z,- must be small

relative to Ze. The types of earphones we have tested

do not appear to have internal impedances small

enough over all the frequency range to keep the pres-

sure response of the earphone the same for all ears.

III. EARPHONE RESPONSE ON EARS

(A) Experimental Procedure

For measurements on ears, a special head mounting

was built to support an earphone and a probe micro-

phone with its preamplifier. This mounting incorporated

a calibrated sylphon bellows so that the force of the

earphone against the ear could be controlled. It is

shown in Fig. 1.

The probe microphone consisted of a capillary steel

tube connected to a face-plate that screwed onto the

front of a Western Electric 640AA condenser micro-

I . .
^ ^ — A 1

Fig. 1. Equipment for applying earphone to ear. Force is con-
trolled by compression of sylphon bellows a known amount. The
640AA microphone and probe thnt detect the sound pressure are
kept rigidly fixed relative to the earphone.

phone. A small air volume was enclosed between the

face-plate and the microphone diaphragm. Sound pres-

sures at the far end of the probe were transmitted to

the air volume and picked up by the microphone. The
probe was calibrated both in free field and in a cavity

against a standard condenser microphone. By inserting

the probe into the space between the earphone cap and

the ear, sound pressures there could be measured on

each of a number of individuals over the frequency

range from 75 to 8000 cycles per second.

(B) Average Response of Earphones

Let us now discuss in detail the results of earphone

response determinations on couplers and ears. Applied

voltage responses were measured for seven standard

earphones of four different types on the National

Bureau of Standards calibrating coupler No. 9A and

on both ears of fourteen individuals. The measurement

for all seven earphones was performed twice on three

of these subjects to evaluate the error of repeated meas-

Table I. Example of applied voltage response of earphones on
ears. Data at three frequencies are given for a Permoflux Type
PDR-8 earphone. Sequence of presentation has been arranged

so that responses observed at 100 cps descend in magnitude.

Application force on earphone is 1.5 kg.

Earphone response, db re

1 dyne/cmVvolt

Person Ear Frequency—-100 CP3 1000 cps 5000 cps

EJ L 39.2 40.7 32.8

BS L 38.7 40.7 41.2

FB R 38.5 40.7 32.8

AO L 37.3 40.3 37.5

SE L 37.0 40.5 35.6

RFB L 36.9 39.0 28.1

FB L 36.7 40.5 36.3

EC L 36.6 39.3 31.9

JW R 36.4 40.2 36.0

AO R 36.1 39.6 40.3

RFB R 35.7 37.4 24.6

EJ R 35.4 38.9 36.2

EC R 34.6 39.8 35.7

HL L 34.2 37.0 39.1

SE R 33.8 39.6 33.2

JW L 33.7 40.3 35.3

BS R 33.0 39.4 38.4

PB R 32.6 40.7 37.4

MB L 31.1 39.8 36.4

RDB R 24.9 40.2 33.1

PB L 24.5 40.4 3S.0

HL R 24.4 37.9 34.5

MB R 23.6 40.6 36.3

WK R 21.2 40.7 32.8

CR L 20.1 39.9 40.2

RDB L 19.7 41.7 35.8

WK L 12.9 39.5 40.6

CR R 11.7 42.7 29.1

Average response 30.7 39.9 35.4

Minimum response 11.7 37.0 24.6

Maximum response 39.2 42.7 41.2

Spread of observations 27.5 5.7 16.6
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ears of 14 individuals. Light line is response of earphone on

(c) Permoflux Type PDR-10 (MX41/AR cushion) coupler No. 9-A, included for reference. Sp, j„ 5, and So are statis-

tical indices indicating the variation among responses due to

individual physical differences among people, difference between
a person's two ears, variation in repeated response determina-
tions, and estimated standard deviation of the mean, respectively.

Fig. 2.

urement. No effort wa.s made to establish clinical control

of the people used but their ears were examined by Dr.

Glorig of Walter Reed Hospital with an otoscope to

note the absence of physical irregularities such as per-

forated drum membranes, and ear volumes were meas-

ured.

To illustrate the range of variation of sound pres-

sures encountered when applying a constant voltage

to an earphone on an ear, Table I presents typical

applied voltage response determinations. Data at three

frequencies are given for a Permoflux Type PDR-8 ear-

phone for both ears of the fourteen individuals used.

Noting that the sound pressures developed vary from

person to person, we consider that each individual

possesses his own particular value which can be found

as the average of the earphone response for left and

right ears. Also, there will be an average value of the

sound pressure response of a particular earphone for

a group of people. If an individual is chosen from the

group and a measurement made on one ear, the values

obtained, excluding measurement errors, differ in

general from the population average because: (1)

identical results may not be obtained on both ears of the

same individual, and (2) the individual's average

differs from the population average.

The variability of individual values about the average

for our fourteen subjects, and of the discrepancy be-

tween the two ears and the individuals' average may be

estimated. These estimates have been designated Sp',

the variance due to the variability of individual aver-

ages including measurement errors, and Se~, the variance

representing the variation between the ears of the same
person, also including measurement errors. The positive

square roots of these parameters have been plotted for

a number of frequencies in Fig. 2 along with that of

the estimate of the measurement error variance s"^.
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ON NBS COUPLER 9-«
• ON CABS WITH 2K0 APPLICATION
•

" " I.SKa

• • • I.OKO

100 200

FREOUENCY

400 600 IK 2K 4K tK

- CYOLKS PCS SECOND

Fig. 3. Applied voltage response of a Western Electric Type
70S-A earphone. Force used to hold the earphone on the ear is

the parameter yielding the separate curves. Response on National
Bureau of Standards Coupler No. 9-A is given for comparison.

Application of the F test^ to the parameter Se in-

dicates that it is not significantly different from s,

and hence shows that ears tend to occur in "matched
pairs" with respect to the sound pressures produced

in them by earphones. Using the same criteron, Sp has

been found to be significant with few exceptions. The
points which show no significance have not been con-

sidered important to the overall effect. Thus the dis-

similarity noted between both ears of an individual

probably results from the random measurement error

of this type of measurement, but the variations among
subjects result from individual differences which affect

the acoustic load of the earphone. The high degree of

repeatability of any observation, indicated by low

values of the index s, is attributable to the fact that the

earphone application force is closely controlled in all

cases.

The estimated standard deviation of the average

responses of these earphones is given by So computed
from analysis of variance results. On the basis of the

Student distribution* and a significance level of one in

OJIO OIAM WIRE

BAASS CAP-
CONTACT Pr4 <M0UH3 JMCU)

TO AMPLIFIER
ALL OMCNSONS [fozt^t

Fig. 4. National Bureau of Standards Calibrating Coupler
No. 9-A. Standard threshold pressures for audiometer calibration
are maintained in terms of sound pressures generated in this

coupler. Volume=5.7 cc.

' See any text on statistics, e.g., D. C. Villars, Slalislicd Design
and A nalysis of Experiments for Developmeni Research (William C.
Brown Company,*jDubuque, Iowa, 1951).

' See e.g., D. C. Villars (reference 5).

twenty, it is estimated that the true average response

of the earphone for the whole population has a value

within ±0.6 So of the average shown.

Over the small mid-frequency range of 500 to 1000

cps, the responses of the earphones we used are nearly

the same on ears as they are when measured in Coupler

No. 9A. Precision of measurement is best in this region,

thus precluding the occurrence of this agreement by
chance. At lower frequencies uncertainties of measure-

ment become much greater while the average response

on ears falls off. At higher frequencies the dissimilar

geometries of the ear and. coupler undoubtedly con-

tribute much to the differences between the coupler

and the ear. The same applies to the increase in un-

certainty, because the length of the ear canal and the

general shape and size of the external ear are peculiar

to each individual. This personal characteristic deter-

mines the impedance encountered by an earphone when
it is applied to the ear.

BRASS GAP

CONTACT PIN

GROUND SHIELD

TO AMPUFIER

DIAM SLIP FIT-
FOR MICROPHONE
STANDARD PRESSURE
MICROPHONE

Fig. 5. Joint Radio Board QRB) calibrating coupler. Earphone
was calibrated with cushion removed. Volume= 6.0 cc. This
differs only slightly in dimensions from the ASA Type I coupler.

We have obtained similar applied voltage response

and uncertainty index characteristics for all of the ear-

phones tested on ears by this method.

(C) Earphone Application Force Effect

on Earphone Response

It is reasonable to expect that the force with which

the earphone is applied to the ear affects the sound

pressure developed by it in the ear. Because of the

yielding properties of both the flesh and the rubber

earphone cap, an increase of application force tends to

reduce the volume enclosed under the earphone and at

the same time probably tends to close off any acoustic

leaks. Effects of earphone application force on earphone

response are indicated in Fig. 3 where we show the aver-

age of some applied voltage earphone response meas-

urements made on ears at forces of 1.0, 1.5, and 2.0 kg,

and on the National Bureau of Standards 9-A cali-

brating coupler. Although the averages shown result



from comparatively few observations (3 persons with

two repeats for 1.0 kg, 14 persons for 1.5 kg, 4 persons

for 2.0 kg), differences to be noted in the average re-

sponse curves shown are large enough to be statistically

significant by the Student t test in most cases.

Apparently the acoustic termination to the earphone

tends toward a volume reactance approximating a hard-

walled calibrating coupler as the application force is

increased. It still would not be practical to extrapolate

to the conclusion that the difficulty of relating coupler

pressures to ear pressures in calibration procedures can

be avoided in this way. We have found that forces in

excess of 2.0 kg become unbearably painful and that

even a 2.0-kg force can be tolerated only for short

periods.

IV. EARPHONE RESPONSE ON COUPLERS

Figures 4, 5, and 6 give cross-sectional drawings of

the three artificial ear calibrating couplers investigated.

National Bureau of Standards Coupler No. 9-A,^-^

Fig. 4, is the one for which auditory threshold stand-

ards maintained by the Bureau of Standards are speci-

fied. It has a volume of 5.7 cc and presents nearly pure

volume reactive acoustic load. The original Joint Radio

Board 6 cc coupler,^ Fig. 5, is essentially the same as

the Type I coupler specified for Coupler Calibration

of Earphones."* It, too, presents a load which is nearly

pure volume reactance. The design of this coupler is

such that the front cushion of the earphone must be

removed while it is being calibrated. These couplers are

intended to have an air volume approximating that

enclosed by an earphone on an ear.

The third coupler is a copy of one used at the Na-

tional Physical Laboratory, Teddington, England.^

This coupler, designated B-\, is shown in Fig. 6 as

modified to accommodate the type 640AA microphone.

It is made up of a cylinder with volume of 5.17 cc

having two tubes 14| feet long let into its side walls.

Graduated lengths of wool yarn were drawn into the

tubes in an attempt to make the tubes appear infinite

in length. The design in theory is intended to produce

impedance in accord with data reported by West,^°

and by Inglis, Gray, and Jenkins'^ for the acoustic

impedance of ears.

Although the couplers differ somewhat in physical

structure, an earphone's applied voltage response meas-

' American Standard Specification for Audiometers for General
Diagnostic Purposes, Specification Z24.5— 1951. Available from
American Standards Association, Inc., 70 East 45th St., New
York 17, New York. Price $.50.

^ American Standard Specification for Pure-tone Audiometers
for Screening Purposes, Specification Z24.12—1952. Available
from American Standards Association, Inc., 70 East 45th St.,

New York 17, New York. Price $.50.

'Hearing Aids and Audiometers, Special Report 261, Medical
Research Council, His Majesty's Stationery Office, London, Eng-
land (1947).

W. West, British P. 0. Elect. Engrs. J. 21, 293 (1929).

"Inglis, Gray, and Jenkins, Bell System Tech. J. 11, 293

(1932).
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Fig. 6. B-1 Coupler. An adaptation of a coupler employed at

the National Physical Laboratory, Teddington, England by R. S.

Dadson. It has been modified for use with Type 640AA condenser

microphone. Tubes at sides are partially filled with graduated

lengths of wool yarn. Volume of cyhnder=5.l7 cc.

ured on each is substantially the same. The response of

a 705-A type earphone, given in Fig. 7, showed greater

dependence on the coupler structure than both the

Type PDR-1 and Type PDR-8 earphones. Morrical

et al}"^ found much similarity between the responses of

an earphone measured on the 9-A and JRB couplers.

It is interesting to note that addition of the acoustic

leak in the B~\ coupler has not made it significantly

different from the 9-A and JRB couplers.

Comparing responses for the same earphone applied

to ears and these couplers, e.g., the data of Figs. 3 and

7, it is evident that the sound pressures produced in

ears differ significantly from those in the coupler below

500 cps and above 1000 cps. At higher frequencies

differences arise through wave motion effects. This

comes about in part because on the ear the pressure was

measured directly in front of the earphone but the

coupler pressure is measured with a microphone at the

coupler bottom. Differences between responses on ears

100 200 400 600 IK 2K 4K 6K lOK

FREQUENCY - CYCLES PER SECOND

Fig. 7. Applied voltage response of a Western Electric Type
705-A earphone on three superficially different calibrating couplers

:

o—o on NBS coupler No. 9-A; A on B-1 coupler; # on JRB
coupler.

Morrical, Glaser, and Benson, J. Acoust. Soc. Am. 21, 183

(1949).
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and couplers at lower frequencies cannot arise from

wave effects. The average of the volumes enclosed under

an earphone cap with contour typical of audiometer

earphones on ears of 12 of our 14 subjects is 5.3 cc.

Reducing coupler volumes to tliis amount would serve

to make the sound pressure in the coupler even higher

at low frequencies than it is on the ears.

One obvious source of difference is the mounting of

the earphone on the ears and couplers. The coupler

terminates in a circular aperture which forms a uniform

seal either with the earphone cap or with the front face

of the earphone mechanism. Irregularities in the con-

tour of the side of the face prevent a uniform seal by

the earphone on the ear. Simple computations show that

there is at least one additional component in the

acoustic load presented by the ear that is not provided

in hard wall volume couplers. Although the acoustic

leak in the B-1 coupler is designed to introduce a

resistive element in the load, the output of the ear-

phones at low frequencies is considerably lower on

the ear than on this coupler. The agreement in the

range 500 to 1000 cps suggests either that both ear and

coupler impedance magnitudes are sufficiently larger

than the mechanical impedance of the earphone so

that they render the measured response independent

of the load used, or that the effective impedances are

alike. The former mechanism seems more likely since

it would allow for the deviations between responses

on the ear and on the coupler observed at frequencies

outside this range.

The results indicate that the mechanical impedance

of audiometer earphones may be too high relative to

the load impedances which are encountered in practice.

Because audiometric measurements require that the

sound pressure at any frequency be maintained con-

stant for all ears, it is evidently preferable to avoid

impedance matching. Instead, earphones chosen for

audiometry should exhibit low internal impedance.

VI. CONCLUSIONS

Normal threshold of audibility at a given frequency

is the minimum sound pressure at the entrance to the

external auditory canal which at that frequency pro-

duces an auditory sensation in ears. It is necessary

therefore that an audiometer earphone produce the

same sound pressure in all of the ears to which it may
be applied, otherwise considerable inaccuracy in the

threshold measurement may result.

Earphone calibration under prescribed and repre-

sentative conditions is basic to the maintenance of the

standards of auditory threshold. The calibrating coupler

now specified for earphone calibrations does not dupli-

cate the acoustic load of the human ear as closely as

desired for audiometric work. As a result, the standards

of auditory threshold apply only for the earphone with

which the threshold determination was made. If a

different earphone type is to be used for audiometry,

either new threshold determinations must be made for

this type of earphone or transfer of the threshold must
be made from one earphone to the other. This may be

accomplished either by loudness balancing between the

earphones or by measuring the pressure under each ear-

phone when it is held on an ear. If, however, the couplers

were more representative of the average ear, all of the

necessary information about any earphone which was

proposed for audiometric measurements could im-

mediately be obtained from the coupler calibration

of the earphone. Therefore, a new artificial ear cali-

brating coupler that will more nearly duplicate the

measured impedance of ears is needed. It is evident

from sound pressure observations that there are re-

sistive and reactive components in the impedance of an

average human ear. At present the standard calibrating

couplers in this country are of the hard-wall type,

presenting chiefly volume reactive impedances.

Considerable reduction in the variability in sound

pressure generated by.an earphone on a particular ear

has been made by controlling the application force of

the earphone. The precision of all audiometric practices

could be improved by control of the headband force

so that it is the same for all subjects. A force of 1.5 kg

has been found advantageous in this investigation.

Most headbands now in use give a smaller variable force

that depends on head size.

Variations in earphone response on the ears of a group

of people will not be eliminated by specifying the appli-

cation force, however, since the differences are due

almost wholly to the physical characteristic of the

particular ear on which the measurements were made.

Because of this, for a given acuity of the ears of several

individuals, observed thresholds will appear to be dif-

ferent to the extent that the responses of the earphone

on these ears differ. Thus hearing losses apparently

observed audiometrically may not actually exist. It

follows directly from the measurements described here,

that some cases of hearing loss of the order of 20 db

to 30 db may only be due to a decrease in sound pres-

sure at the entrance to the ear because of the acoustical

termination which that particular ear presents to the

earphone.

Earphones are usually designed empirically for

maximum sound energy transfer, thus probably the

magnitude of the impedance of the earphone matches

the impedance of the ear. For audiometry, however,

an earphone should be chosen or designed that has an

acoustic pressure output substantially unaffected by

acoustic load over the range of impedances encountered

on ears. This requires an impedance mismatch, i.e., an

earphone with a low driving impedance acting effec-

tively as a constant pressure source.
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International Standard Reference Zero for Audiometers

Pkarl Ci. Wkissi,er

Adliondl Biii ciiu oj Slavdaids, ]\'(isln?i!;l(in, I). C. i(l234

This is a ik'tailc<l rt'|)ort on llu' Icchnical aclivilics of ISO's Technical Coniniitloc on Acoustics \'o. 4.^,

Working ('iroii|) on I'hrcshold of Hearing, which led lo the ISO Recommendation R,?S<>, "Standard Refer-

ence Zero for the ("alihration of I'lirc-Fonc Aiidiomcters," Xovcmlicr l')64. i'lie activities described are the

determinations of the transfer factors from loudness haiancing experiments lietwecn the live earphone-

coupler comhinations in R.^Sy, the incorporation of the transfer data into the computation of the reference

e(iuivalent threshold sound-pressure levels (KETSI'L) in R389, and the details of the weiuhtin^ of the

original threshold determinations. A statistical analysis estimates the average standard deviation of the

Rl/rSPL in R.S89 to he 2 dH due in iarf,T part to the variance in the transfer factors. 'I he present USASf
standards are definitely outside the ISO uncertainty limits at all frequencies. The standard deviation of the

(hlferences between adjacent columns in K,S89 (or the ef|uivalence of the RI'.TSi'L for the dilTerent eaq)hone-

coupler combinations) was estimated to be 2.5 dB. To im[)rove accuracy in audiometry, it is su^Rested that

the variance due to the transfer factors be eliminated by agreement on one standard eaq)hone t> |)e.

Foreword

The workinj; t iroup No. I on Thresliold of Hearing, of ISO/'l'( '4.^ on .Xcou^t ics, Clln^tituted itself a~ .i liod\

of technical experts in ]9,S.S |o arrive at a best value for an international threshold reference le\rl for tlir

measurement of hearing;. The six members, all associaterl with laboratories carrv in^ on researches into

audiometrs and Ihe measurement of hearing threshold, were from luirope and ihe l iiileil Slates of .\meric.i

The\ agreed early in tiieir deliberations (1) to examine carefullx' all available jiubiished data from variou>

lai)oral()ries on threshold levels expressed in ])hysical terms, (2) to make additional threshold measuremeiu>

lo resolve anx' outslandinj; differences between laboratories, and to carry on an\- measurements needed

to ])lace all the data on a common basis, such measurements lo be made in the members' resjiective labora-

tories. Com|)letion of these monumental tasks culminated in ISO Recommendation R.iS9.

The details of their efforts are recorded in Mrs. VVeissler's jiaper. Each of the several members, ^.ome now

retired, had an op|)ortunity to comment on (he i)a|)er in draft form. Chairman Liischer a[)tl)' remarkeil:

"Ks gehl daraus die grosse (Iriindlichkeit der ISO-L'ntersuchung hervor, so dass an der Richtigkeit des

vorgeschlagenen Standards nicht zu zwcifeln ist."

Ricii.XKD K. ("odK, Mcmhcr
ISO/TC43-\\Gl
December 1967

INTRODUCTION

I\
the I'liiiLcl Stales, we arc in tlic awkard [xysition of

hcinjj; on a double standard in aiidionit'tr\-. One
standard is l)ased on the pioneer \vori< of the U. S.

I'lihiic Health Service in the National Health Survey

(1935-1*^6). It is embodied in the United Stales of

America Standards institute (USASI) "Specification for

Audiometers for General Diagnostic Purposes, Z24.5

—

1951."' The other, newer, staiulard is based on 15 deier-

minalions of threshold of hearing by air-condticiion

perfonned in five coimtries from 1952 to 1960 and is

embodied in the International Organization for Stan-

dardization (ISO) Recommendation R.<S9, "Standard

' Available from the U. S. American Standards Institute.

10 K. 40 St., New York, N. Y. 10016.



• K'Kriiux- Zero lOi' \\\v
( 'aliltralion of I'uiT-Tone Audi-

M iiiU'i's," Xox'cJiilicr l''f)4.'

'l"hc laiur sUindaril lias Ixx-ii approvt'd li\ Amcri-

,,(11 Ai aduiiu ni ( )plu lialinolo.Lry and Otolaryngology

.unl llie Anicriian Speech and lleariniLj; Association. In

iIk- Tnited Stales of America Standards Institute, a

,lr,ifi nf a revisi(;n of the aiidionietor specifications was

pruixised l)v a writing group. In this draft (not yet ap-

proved), the zero reference level conforms to ISO

However, adoption of the proposed coniprehensive

iiidioiiuter specification has l)een delayed mainly be-

, ,iusL of dissatisfaction witli the ISO zero reference level.

Thu^ l)oth L'SASI 1951 and ISO R.^8<) zero reference

liM-ls lor audiometers are in effect at the present time

in the I'nited States.

R.^SU was prei)ared by a working group of ISO's

Tcdiiiiial ("ommittee Xo. 4.^ on .Acoustics, its Working

(,ioup No. 1 on the Tiireshold of Hearing consisted of

.M\ nKiiihers, and was chaired b\" i'rofessor E. Liischer,

ilu- working (irouj) Ijegan its efforts about 1<>55, and

li\ l'K)2 had arrived at a I'irst draft. .\s I'lnally drafted,

ilu- main part of the Recommendation consists of a

Table that gives the recommended reference e(|uivalenL

iliroliold sound-])iessurc levels (RKTSI'L) for five

liirplione coupler combinations, standard ef|uipment in

five dilTerent countries. It is pointed out in its Appendix

A thai till' refereiu e levels sliown in the various columns

111 ilu- Table all refer to the same auditory threshold

hvrls. an average of 15 determinations, and that the

relations between the values in the various columns of

ilie 'liable have been deterjiiined by a cooperative in-

voiigation. At one point, it was suggested that some

ili^i ussion of the derivation of the reference levels could

lii added as an a])pendi\ to tlie draft. However, it was

ildided that it would be l)etter for a full report to

.iiil)ear sepaiately in one or more of the audiological

iiiurnals as a permanent record of tiie working group's

;niiie\emeni.

Since iJie publication of ISO R,^89 in November 1<)()4,

ilure have i)een a number of articles published (Davis

and Kianz, 1964 a, b; Davis, 1%5, a, b, c, 1%6;
liiischorii, 1%7; Weissler, 1%5) that describe the ISO

kit ommeiidalion R,^89, giving attention to the history

111 the Recoiumendation and its signiiicaiice in the

imasurement of hearing. In view of this historical back-

.zround, publication of a full report on ISO R,^89, includ-

M'j, a statistical analysis of the linal result was felt to be

"I interest.

We therefore describe the evaluation of the relations

Utween the columns of the Table, or of the "transfer

i.uiors" between the five standard earphone -coupler

"mihinations, and the details of the computation of the

HMiiinon auditory reference levels from the original

"klerminations. The statistical uncertainty of the

results is discussed.

I. DETERMINATION OF TRANSFER FACTORS

The Reference Zero published in ISO \<.W> is based

on 15 delerniinations of threshold of hearing performed

in five co\intries from 1952 to I960. Tiie results of these

studies were expressed in terms of the sound pressure

produced bv an eaiphone in an artificial ear or coupler.

The general procedure followed was to place an ear-

phone with a pure-lone signal on a person's ear. The

intensitv of the signal was varied until the sensation of

threshold of hearing was reached, and the voltage

exciting the earphone was noted. The threshold informa-

tion was stored by placing the earphone on an artificial

ear or coupler with the voltage corresponding to thresh-

old a{)plied to the ean)hone terminals and noting the

sound-pressure level (SPL) produced. This cotipler SI'L

is called the eriuivalent threshold SI'L. It is dependent

upon the elect roacoustical properties of the earphone

type and the acoustic load the coupler presents to the

earphone. Thus, two different earphone types will

generally produce different equivalent threshold Sf'L's

in the same coupler. .Also, the same earphone will

produce different equivalent threshold Sl'L's in two

different couplers.

llach of the five countries had its own national

standai-d earphone coupler combination, and (with

some exceptions) each of these threshold studies utilized

one of the five standard earphone coupler combinations.

Thus, it was necessar\ to determine factors among these

earphone -coupler combinations so that a threshold

determined in terms of one earphone-co\ipler combina-

tion could be expressed in terms of any one of the other

combinations. This would have to be done before all the

dilTerent threshold studies could be combined into a

common average.

Thus, under the sponsorship of the Working (iroup

on Threshold of Hearing, five countries undertook to

exchange earphones and perform loudness balancing

experiments for transfer of threshold. The laboratories

in these countries were: (1) the Centre National

d'luudes des Telecommunications in I'rance, (2)

the Ph\ sikalisch-Technische Hundesanslalt in West

OermanN-, (,^) the National Physical Laboratory in the

United Kingdom, (4) the National Bureau of Standards

in the Lnited States of America, and (5) the .\ll Union

Scientihc Research Institute of Metrology in the USSR.
For convenience, the five countries and their standard

eaiphone -coupler combinations, hereinafter referred to

as "ecjuipments," are described in Table I.

In elTect, these hve countries formed a sort of

measurements ring, and transfers were [)erformeil in

steps around the ring.- Each country exchanged ear-

phones with each of its neighbors and performed a

transfer of threshold between its own standard earphone

and each of its two neighbors' earphones. l"or example,

Uounlry (1) (I'~rance) exchanged earphones with

Country (5) (USSR) and Country (2) (West Cermanx )

;

Country (2) exchanged earphones with Countr\- (1)
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Tm i.f. I. National standard earphone-coupler combinations for storing reference equivalent threshold SPL's.

I'.iinrii of cirphotic Audio 1.S lk'ycrI)T48 STC 4n25-A \VF. 7().SA 11)6
with ll.U cushion

•|>pe of ariiiKiai ear or CM:!' X liS type y-A coupler BS 2f)42 [I'ij;. 1 (a), 2(1))] M^S type 'V-A ir-.Uy|ic
coupler artilkial ear (with I'TH adapter) arlilkial car coupler artificial car

Coiuitry- I raiice \\ est (ierniany United Kingdom l^SA USSR
l':arphonc -coupler (1) (2)

'

(5) {4) (5j

conihinalion designation

aiul Coiinlry (.1) (tiic United Kini^cloni), etc. Thus there

were two transfers ]>erforined between the efitiipments

of each adjacent i)air of countries. Tliere was one

deviation from this plan. Transfer between earphones

for (.^) and (4) was deiertiiined at XF'1> in En^^land and
at two different places in the L"S.\. One I'S.A deter-

mination was performed at the .\iidiolouy and Speech

Center of the \\ alter Reed .Arm} Medical Center, and
the other was done by the Suljcomniittce on Noise

of tlie American Academy of ( )phlhahiU)lof^y and Oto-

larynnoloi^x'. The restilts of these experiments are con-

tained in abcnit 14 committee reports and eight private

( omnninicat ions between laboratories from 1*XS2 to

ICath laboratory devised its own exjierimental pro-

cedure, btii the basic principles were the same. In each

( ase bill one, a subjective loudness balance, or threshold

com])arison of two earphones was coml)ined with the

objective' measurements of the response of each ear-

[)lione OI1 its own coupler. One exception to this pro-

cedure was the transfer between the Russian T.I). 6

ear])hone and the W. t\pe 70.SA earphone, instead

ol a subjei tix'e Jiieasiirement, a probe-1iil)e transfer was
l)erforjned at tlie National iliireaii of Standards follow-

ing the ])rocediire described b\ Corliss and Htirkhard

The siibjectixe com])arison or loudness Ijalancing

consisted in adjtisling the voltages on ihe I wo earphones

at the same fre(jiiency until the sotmd coming from both

earphones a])peared tcj be ecjiially loud as judged by a

jury of i)eo]ile with normal hearing. By then placing the

earphones on their respective cou])lers, SI'L's for tlie

Vwo earphone coupler combinations that corresponded

to ecjual loudness in the ear at the SIM. of the measure-

ments could Ijc determined. Assuming linearit\ in the

eciuipnient and the ear from the acoustical levels of the

lotidness i)alancing down to threshold, the same relative

SI'L's in the earphone-coupler combinations would
have been obtained if the loudness balancing had been

performed at a lower SPL or at threshold.

.\nother assumption made is that the juries in differ-

ent laboratories wcnild make the same equal-loudness

judgments. However, a necessar\- condition for this

assumption to be strictly true is that each jury be a

random samjile of the norjiial population, which was
not the case.

For the ])robe-tube transfer, similar assimiptions of

linearity of e(|\iipment and that the jury be a random
sample arc necessary conditions for measureinents made

in two different laboratories to be strictly comparable.

Some systematic differences between the measurements

made in two different laboratories can be expected

owing to differences in the juries.

The residts of loudness balancing, that is, the

relative SPL's produced by the two earphone-ccnipler

combinations, are the recjuired transfer factors. Hy
means of these factors, an ecjiiivalenl threshold SPL
found for one earphone -coupler combination can be

expressed in terms of another combination. Mathe-

matical details are discussed in the next Sec t ion.

In the various transfers, the number of subjects

ranged from eight to 25, all with normal hearing. \o
static coupling force was reported b\' the CXKT. .A

force of 0.5 kg was used by the L'nitecl Kingdom.

Cermany, and WRAMC. The Subcommittee on .\oise

used 1 kg fcjrce, and NHS used 1.5 kg force. .\t the

CNKT, the subjective measurement was done at about

60 dH abcn'e threshold, with the loudness of the two

earphcKies matched to each other on the same ear. .At

the PTB, the transfers were accomplished at about

40 (\H above threshold with a signal duration of 1 sec

and with a 1-sec interval between signals. The lotidness

of the signal from each of the test earphones placed in

turn on the same ear, was matched to the signal from

an intermediary earphone placed on the opposite ear. At

NPL, three methods of lotidness balancing were

employed: (1) a "reversal method," in which loudness

balance was achieved first with the two earphones under

test placed one on the left ear and the other on the right

ear, and second with the positions of the earphones

3 _inl_ 1 ; . 1 .—I I 1 I 1 1 1 1 1—I I . I

100 2 3 4 5 6 8 1000 2 3 4 5 6 8 KX)OC

FREQUENCY, Hi

I'"ic;. 1. I'ncorrecled transfer factor /U- tl) Transfer perl'nrnied

at the C'NIC r. t rance. (2l I ransfcr performed at tlir I' 1 11

("lermany.
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reversed; (2) a "iransfcr iiK'lhod" that employed an

intermediary earplionc and was the same as used at

ibe I'TH; and (3) a tlircshold balance was obtained.

Methods (1) and (2) were performed at a loudness of

al)oul 50 phons with a sij^nal duration of 1.2 sec on and

0.5 sec off. The three methods appeared to Ijc statis-

titallx- ef|iiivalent. In the US at XHS and the W'RAMC,
the transfer from the W.E. 705A earphone to the STC
4()26.\ was performed at threshold, while at NBS the

transfer to the Russian T.T). 6 earphone was a probe

transfer fas mentioned above). At the Subcommittee on

Noise, the transfer was at threshold. In the USSR,
loudness balancing was achieved at threshold and at

some level above threshold. Signal duration was 0.8 sec

with a ().2-sec interv-al.

Figures 1-5 show the tmcorrccted transfer factors as

a fiuK lion of frerjuency. The data points are arbitrarily

connected by straight lines. It is quite evident for all

transfer factors but 7"i-j that there are SN Stettialic differ-

ences between the laboratories. Also, at 1.500 and

.^000 H/, no data had been reported for some of the

transfer factors. Interpolated values were used in the

com])ulat ions as described below.

II. INCORPORATION OF THE TRANSFER DATA
INTO ISO RECOMMENDATION R389

'l"he following jirocedure, devised by R. K. Cook, then

at the National Bureau of Standards and a member of

tile Working (iroup, incorporated the accumulated

transfer data into the cotnputalion of the linal values

for ISO Reconunendation R.589.

The data compiled by the Working drcjup were of

two ty{)es, original-threshold determinations and trans-

fer-of-lhreshold determinations, in the original-thresh-

old studies, voltage on an earphone that produces

threshold sensation in the ear was determined. Then the

SI'L's produced in the associated coupler when the ear-

phone is excited with the threshold voltage was mea-

sured. This can be called a "primary determination,"

^100 2 34568 1000 2 3 4 5 6 8 10000

FREQUENCY, Hz

l-'ic. 2. Uncorri'cicd transfer factor Ti^. (2) TransfiT ])i.TrornH'i

al llic I'TH, Cicrniaiiy. (3) Iransfcr ])('rf(irnitil al llic

United Kingdom.

o

' ' 1
'

'
' ' ' •

\

.3X

-

=•100 2 3 4 6 8 1000 2 3 4 6 10000

FREQUENCY. Hz

Fig. 3. Uncorrected transfer factor 7",,i. (3) Transfer performed
at the NI'L, United KinRdom. (4) Transfer performed at

VVR.\MC, USA. (4) Transfer iierformcd at Subcommittee on

Noise, USA.

and the SPL's denoted by d. Primary threshold pressure

levels determined on the five earphone-coupler combi-

nations are denoted by for earphone-coupler Combi-

nation No. 1, 62 for Combination No. 2, etc.

In addition, loudness-balancing and probe-lube mea-

surements are available for pairs of earphone couplers.

These data can be represented by the pertinent pressu^'c

level differences r,j, where

Tvi= (I'RESSUR?: i.i:vEL FOR Earphonk Coupler no. 1)

— (pressure level for Earpho.n'e-Coupler

NO. 2),

both earphones being excited by voltages that produce

the same loudness in the ear. Assuming linearit\- from

threshold to the level of measurement di— d> should be

- Ti2,d-,— 6:i should be= T^.^, etc., but might not experi-

mentally. There were five T's determined for five pairs

of earphone-coupler combinations, Tio, Z^.s, T.i,, Ti:„

5 6 8 1000

FREQUENCY.
8 10000

Img. 4. llnc<irrecti'ii transfer factor 7 .,.. (-1) Transfer perforined

at iNlJS, US.'\. (5) Transfer performed al llie All Union Scienliiic

Research Institute of Metrology in the USSR.
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100 2 3 4 5 6 8 1000 2 3 4 5 6 8 10000

i ll.. .S. Uticorrcctcd iraiisfcr laclor 7'.m. (,S) Transfer performed

al the .Ml l"niiiii Scientific Research Institulc nf Metrology in the

rsSR. (1) 'I'ransfcr performed at the CM'/r, Trance.

and 7".-,], wlurc t'acli T,, is ihc mean of al least two

indqxncicnt dcicniiinal ions. I'irst of ail, 7"io+r2.i+

T-u-\-Ti:,-\-T:,i slioiild be zero, if all delerniinalions were

acduale.

l.et the siini of I lie nieastired T's be

'/..+ 7 :,.,+ '/'..•,+ 7^.-,, = A. (1)

A re])resenls llie eimnilalive errors of iiieasiirenient.

'I'liis is distributed niakinjf uniform adjiisttnents of

eat h of the live 7" vakies. Replace each T by

7'-A/5=r,

thus

7V/= 7',,-A/5, 7\.;,'=r.:,-A/5, etc. (2)

I'-dih T' is called a c(jrrected transfer factor. I'rimary

threshold data obtained in terms of one ear])hone-

coii])ler combination can be e\])ressed in terms of

another ear])hone coupler combination b\' means of the

corrected transfer factors. For example, if is the SPL
determined for eaiphone coupler Combination Xo. 1

corresponding to a priinary delemiinalion of the thresh-

old voltage for Earphone No. 1, then di—Tu is the

Sl'J. for eaiphone-coiipler Combination No. 2 corre-

T.AHLF, II. Corrected transfer factors.

Ire(|uencv Tv' 7-.,,'

(ll/.i (dH) (dl5} (dH) (dH) (dH)

12.=i +0..5 + 1..S - y.5 + 10.5
2.M) -1.0 +0..S +3..S - 8.5 + 5.5
.MM) - .s.o +3.0 +0.5 - 3.5 + 3.0
KKIO -2.,=; + 2.-5 -1.0 - 2.0 + 3.0
l.MM) -.vo + 1.0 0.0 - 2.0 + 4.0
2(HH) - 1.0 +0,5 - 0.5 + 4.5
,>(HH) (1.0 -2.0 +0.5 - 3.0 + 4.5
.)(HMI -4.0 + 0.5 - 2.5 + 3.5
(>(HKI

; ''.0 0.0 0.0 10 5 -1 1.5
MXMI II II 1-4,.=; + 0.5 II 1) - 5.0

spending to threshold voltage exciting Earphone Xo. 1,

and 01- (7^12'+ 7^2./) is the SPE for Combination No. 3

corresponding to threshold voltage exciting Earphone

No. \. Also,

Tn'+ 7^2/4- T,,'+ T,,'+ n,' = 0. (3)

'J'hiis, the reference SPE obtained by transferring

threshold data from one earphone coui)ler combination

to another is independent of the direction taken around

the ring. Table II shows the corrected transfer

factors T'.

III. COMPUTATION OF REFERENCE EQUIVALENT
THRESHOLD SOUND-PRESSURE LEVELS

Upon the completion of the threshold determinations

used in ISO R389, the task of comjnMing the mean value

confronted the Working Croup. As staled aljove, ihere

were ES threshold determinations performed with either

(a) one of the five standard earphone-coupler combina-

tions or (b) with an earphone whose transfer character-

istics to one of these standard ef|uipments had been

measured. With the known 7'' transfer factors fjelweeii

the live standard e(|i.ii[)ments, all the threshold deler-

minations could be put on the same basis, or evjiressed

in terms of any one of the siandard earphone coupler

combinations. f)nce that was done, how would one

weight the various delerminat ions!-' ll seemed 10 the

Working (irotip that a s\slem of weighting based on a

statistical analysis of the individual determinat ion-;

(i.e., according to the number of subjects) might ucil

be incorrect . ll was felt that the differences bet ween the

(let enni nations appeared to be due more to "e(|uipmenl
"

or "experimenter" error than to variance in the impula-

tion. 'I'hat is, if the error was due only to instrumenta-

tion, the live e(|uipments should be weighted equal!} :

while if the ern)r was dvie only to the experimenter, all

the investigations should be weighleil e(|uall\. .\c-

cordingly at a meeting in Helsinki in PH>1, the Working

Croup decided upon a "s(|uare-ro()t " method of weight-

ing, designed to balance these two major types of bias.

'I'he details of the weighting procedure were devised

b\ R. S. Dadson of 'I'he .National Physical l.aboratory.

He was then Secretar\- of the Working (iroup. The
monumental and painstaking task of assembling all the

relevant data, the C()nii)ulalions, and actual writing of

the Recommendation were his responsibility. The

following is the procedure he used for computation.

I'irst, the corrected transfer factors were computed
as described above. Then all the original data were

tabulated as in '['able 111. in most of these threshold

determinations, data were obtained directly with one of

the live siandard equij^nents. In some cases, ilueshold

was measured with other earphone l>pes necessitating

transferring the data to one of the standard eari>hones

using known transfer faciors. I'lu'-e factors, of course,

are dilferenl from those included in Table II, li was

decided to consider the delermin.it ions in ilu latter
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• Tai.i.k III. OriKinal data with references and jireliminary weighting. Where the original data were not obtained with one of the five

;-i;inilard i.'ar|)honc-cou|iler combinations, the reported values were adjusted by known transfer factors.

I'lar|)hone coupler

combination (1)

l-'re(|iicncv

fil/j

(2) (3) (3) (3) (3) (3)

Equivalent threshold SPL's from
dB re 2X10-'* N/m2

(4) (4)

original data
(4) (4) (4) (5)

41.5 43.0 44.5 48.0 43.0 44.0 45.3 45.5 49.2 67.0

2.=;() 21. ,S 21.0 2'^.5 29.5 22.5 26.0 31.5 29.0 24.3 23.5 25.1 26.3 24.4 49.0

5(KI 8.0 10.0 12.0 12.6 7.5 9.5 11.0 13.0 11.1 10.0 15.2 7.4 9.7 25.5

KKK) .?.5 5.0 6.0 6 3 3.0 5.0 6.5 5.0 6.9 6.5 8.3 7.2 6.2 14.0

15(K) 3.0 4.5 7.5 8.2 5.0 5.6 5.5 7.2 14.5

2000 2.5 6.0 9.0 9.5 9.5 7.5 8.5 10.0 7.9 8.5 10.6 8.6 7.2 14.0

Mm 1.5 4.0 6.0 12.5 14.0 7.5 6.5 11.5 13.0 8.5 6.4 13.0

1000 2.0 5.0 9.0 13.5 10.0 12.5 10.0 10.5 12.4 12.0 12.9 9.0 9.0 14.5

5.0 11.0 9.0 15.5 12.5 9.5 14.0 12.9 12.5 10.7 18.3

,S(KK) 8.0 14.5 9.0 16.0 12.5 12.5 6.5 12.7 13.5 14,3 10.6 14.8

DeliTminalion
<lesignalion a b c d e f g h i j

k 1 m n

I'rcliminary

weighting 2.5 1 2 or 1 1 0.5 0.5 0.5 0.5 1 0.5 0.5 0.5 0.5 I

•< lwv;.«.- I.olim.irin (l').S7) aiul CTO-.J (1960).
I- Mi.iss and Ijji vtcl ( I').";')).

I).it|-c.ii ;,uil Kmc (l'»,S2) U lici-lrr and Dickson (1052).
I Alliriti- tl nl. (1958).
' C. 1 .H. (19.S8) .\.P.L. (19.S9).
I fdoriR I \'>S')).

" IhiK licliffo (1959).

•> Knight and Coles (1960).
' Albrite rl nl. (1958) and Wcissler el at. (1960).
' Glorig (19.S9).

y Harris (19.S4).

1 Glorig ft nl. (1956).
" Corse) (1958).
" Siieuviekhman c/ a/. (1955).

<;r(nij) as C(|iiivaknl to one half a dclcmiination each,

wliilc the (Ictcmiinalions in ihc ;^r()iip iisin^ ihc standard

(.<|Vii])nicnt were considered whole delerniinal ions. In

addition, two minor determinations iisinj; standard

c(|iiipment hut invoivin<r only a small niiml^er of snl)-

jects weie also considered e( jiii\'alent to one-half a

(lelerminat ion.

The succeedin;^ steps in the calctilalions were as

follows

:

1. l'"or each equipment, (1)- (5), the average threshold

levels for the whole ^roiip of determinations relating to

the particular combinaticjn were calculated. These re-

sults, together with the total number of determinations

used for each efjuijwiient, are shown in Table TV.

2. .A final weighing factor was allocated to each of the

live ecjuipments at the Helsinki meeting in 1961. It had

Table IV. Average of original threshold levels for each ear-

jjhone cou])ler combination. The number of investigations follow-

ing the ])reliminar.\' weighting in Table HI is shown in parentheses.

Earphone-
coupler

combination (1) (3) (4) (5)

I' reqiiencv

(H/,) iC(|uivalent thresholrl SPL's IH , c 2X10-

12.=; 41.5(2.5) 43.0(1) 45.3(3) 46.3(2) 67.0(1)
2.M) 21.5(2.5) 21.0(1) 28.6(5) 24.6(3) 49.0(1)
.^00 8.0(2.5) 10.0(1) 11.4(5) 10.8(3) 25.5(1)

1(K)() 3.5(2.5) 5.0(1) 5.6(5) 7.0(3) 14.0(1)
1,5(K) 3.0(2.5) 4.5(1) 7.3(2.5) 6.0(2) 14.5(1)
2(K1() 2.5(2.5) 6.0(1) ').0(5) 8.5(3) 14.0(1)
.<(HK) 1.5(2.5) 4.0(1) 8.6(4.5) 10.2(2.5) 13.0(1)
4(KM) 2.0(2.5) 5.0(1) 10.6(5) 11,3(3) 14.5(1)
«KM) 5.0(2.5) 11.0(1) 12.1 (3.5) 13,5(2,5)
^SO(X) S.O(2.5) 14.5(1) 11.1(4.5) 13 1(3)

been decided that an e(|uipment (^rediled with

determinations should be allocated a weighting factor

e(|ual to n^.

?<. The average of the original threshold levels for

K(|uipnients (1), (2), (4), and in Table I\' were eath

transferred to er|uipment {?>) b\ application of the

corrected transfer factors in Table II. These are shown

in Table V.

4. The weighted average of the threshold levels for the

live e(|uipments all transferred to E(|uipment (?>) was

evaluated. This is shown in the last colunm of Table \'.

5. The evaluation of the weighlcfl averages for the re-

maining four e(|uipments was then carried out b\ direct

application of the transfer factors of Table II to the

last colunm of Table \'. The final results appear in

Table V'l, which is the same as the ISO Recommenda-
tion R,-i89. Note that the values in Table \'I are inde-

pendent of the particular equipment chosen in Step ^

for evaluation of the final average.

IV. COMPARISON WITH OTHER
WEIGHTING PROCEDURES

It is interesting to speculate about how the final value

for the reference cfjuivalent threshold wotild be affected

if different weighting procedures were used. Accordingly,

the final average was recomputed giving each determi-

nation a weight of 1. It was also recomputed by finding

live e(|uipment averages, weighting determinations

made with the same e(|uipment e(|ually. Then each of

the five e(|uipments were weighted once and a fmal

average taken. Table \'1I (ompares ihese results. .All of

the compulations were ]H'rformed in terms of 1 In-

standard eqtiipmenl for the I'SA or Counlry (4). The



Tablk V. I'Aaluation of final average for eari)hone-coupler Combination 3. Weighting factors are shown in [jarcntheses.

f'.arphone-coupler

combination (1) (2) (3) (4) (5)

Final weighted aver-

age for earphone-
l rcf|ucncy lv|iii\aknt threshold SPL's for Combinations 1-5 referred to Combination 3 by coupler Combina-

(H/.) application of the corrected transfer factors (Table II) dB rc 2X10"^ N/m- tion 3

1 '>s
1

,11/1/1 ^ y \ 4Z.,'i( 1) HcJ.K* \ 1 . / .> J 4/ .?S ( 1 .'+1 J
^ci r\fi\yj.yfy I

)

,17 1

250 22.0(1,58) 20.5(1) 28.6(2.24) 28.1(1.73) 44.0(1) 28.1

500 8,0(1.58) 7.0(1) 11.4(2.24) 11.3(1.73) 22.5(1) 11.5

KMK) 3.5(1,58) 2.5(1) 5.6(2.24) 6.0(1.73) 11.0(1) 5.6

1 500 5.0(1.58) 3.5(1) 7.3(1.58) 6.0(1.41) 12.5(1) 6.7

2(MK) 7.0(1.58) 7.0(1) 9.0(2.24) 9.0(1.73) 13.8(1) 9.0
.•i(KH) 3.5(1.58) 6.0(1) 8.6(2.12) 10.7(1.58) 10.5(1) 7.8

4000 3.5(1.58) 9.0(1) 10.6(2.24) 11.8(1.73) 12.5(1) 9.4

60(H( -4.0(1.58) 11.0(1) 12.1(1.87) 13.5(1.58) 8.1

8000 3.5(1.58) 10.0(1) 11.0(2.12) 13.6(1.73) 9.8

final averaj^cs ol)lainccl by using each of these three

weighting procedures agree within 1 dH at near!)- all

frecjuencies. The exceptions are at 6000 Hz, where the

average threshold computed by giving eqtial weight to

each determination is greater than threshold compxited

b\ the other two weighting procedures bv 3 dB; and at

8()()0 Hz, the threshold computed giving ecjual weights

to each determination is 1.5-2.0 dB greater than the

threshold coniptited b\ using the other weighting

procedures.

'r\i;i.i VI, keciinimended reference ci|ui\aleiU threshold SPL's
from ISO Recommendation K389.

M.irplii inc-
Ctiii[llrr

cnibtii.ilioii*

I'^rcf] m-ticy
(1)

RcforciK (

(J)

e(|iiiv.ilcnt tl.rl•^llol(l SPL'

14)

s (IB n

(5)

2X1116 N,'ni

12,S 44.

S

47.5 47 45.5 55
2.'i0 2 7..S 2X.5 2X 24.5

500 1 l,.S 14.5 1 1.5 1

1

14,5

lOUU .S..S S 5.5 6.5 8 5

1500 4 .S 7.5 6.5 6.5 8.5

2000 4.5 X ') H.5 1)

3000 fi 6 H 7.5 10.5

4000 X 5.5 •>.s y 1 1.5

6000 17 8 8 8 18.5

8000 14.5 14.5 10 9.5 9.5

Country Fraiiti.'

Unitrii
Germany Kingiloni USA USSR

• S<>e I'able I.

V. STATISTICAL ANALYSIS^

Jf this entire set of threshold and transfer determi-

nations were to be repeated, how closely would the new
set of reference threshold values agree with the present

set? The linal values of the recoimnended reference

equivalent threshold SPL's in Table VI are a ftinction

of both the original threshold determination and the

transfer factors. 'I'hiis, llie uncerlainly of the reference

-This Seciion is basiil on \\(>rk done in collaboration wilh

J. Rosenblatt, Statist. i;ng. Sec, Mall. Hur. Sid., Washington,
D. C. 20234.

threshold sotind prcsstires is a ftinction of the un-

certainty of both the original threshold determinations

and the transfer factors.

Let us look at the details of the threshold computa-

tion analytically. Let Zr denote the value for earphone-

coupler (,'ombination (c) that appears in Table I\'

(for each frequenc) ). This was obtained from Table III

using the weights given at the bottom of that Table.

Therefore

m m

;=1 /=1

where Z^j is the original threshold determination by the

7th laborator}- using equipment Combination (c) and

Vc, is the weight for that laboratory.

From Table V, let II' denote the final weighted

average for earphone -coupler Combination ,^ (lor each

freijuency). Then

c= l

where the weights 'av are shown in parentheses in

Table V and Tc'/ is the corrected transfer factor

Tadle VII. Comparison of different weighting procedures for

calculating the reference e(|iiivalent threshold SI'L.

RETSPL in tcrnts.of Country (4)

equipment dti rc 2X 10^' \ m-
IC(|ual E<iual weight

weight to to each
l''rei|uency each deter- country's

(H/,) ISO R389 ruination e(|uipnicnt

125 45.5 45.4 46.3

250 24.5 25.0 25.2

5(M) 11.0 11.1 11.5

1(1(10 6.5 6.8 6.8

15(K) 6.5 6.8 6.8
2(M)() 8.5 8.7 S.8

,^(HMI 7.5 8.3 7 4

40(HI >).() 10.1 <).()

WHK) 8.0 10.'» S 0
8(HM) ''.5 110 "1
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I aiu 1 \ Sianilard (lc\ iation of the cnseml)lc of measurements for each original threshold rletermination.

i .,; ]
inoiic-

ci )in 1 '1 1 lal ion

Irniiirncy

(H/J

Ml ('>,) H\ Id) (A) (4)

Standard deviation of threshold determinations (dB)

(4) (5)

.

125

'

6.,S 4,2 7.0 4.0 7.4 5.3 9.75 6,1

250 3.S 7.3 4.2 6.2 4.9 3.6 5.5 6.1 4.5 8.25 5.4

500 3.9 6.5 4.4 5.4 4,9 5.5 4.8 6.0 5.4 6.75 5.3

1000 3.S 5.7 4.4 5.9 3.7 5.4 5.9 6.2 4.15 3.00 4.8

150(1 4.6 6.1 5.7 4.8 3.75 5.0

2(KM) 4.7 6.1 3.8 5.8 4.1 5.9 7.4 5.5 4.95 5.25 5.3

3(MM) .S,5 5.9 6.6 6.4 4.6 7,2 6.5 4.85 4 50 5.8

mM) 5.7 6.9 6.3 6.2 5.6 6.4 10.9 7.2 5.7 7.5 6.8

WKIO 6.2 9.1 7.9 9.2 8.0 7.0 8.3 6.75 7.8

8000 7.3 8.7 8.3 13.3 7.8 7.6 16.4 8.4 7.15 9.4

Deicrniinalion

<k'si.i(nation" 1) c (1 h i k 1 m n

\(). of people 70 99 25 75 15 33 50 122 75 20(K)

• .^.T T;,l,l,- III.

lor juilling Zc on the Country (^) basis. Also, E<|s.

i express Tr/ in terms of the orij^inal transfer

(let enninal ions.

Thus with standard slalistical techniques (Ku, 1966)

and K(|s. 1-5, ihe variance of II' can be computed as a

function of the variances of the original threshold

delerniinalions and the variance of the uncorrected

transfer factors.

Let ) denote the value given in Table VI for

Count r_\ (c)

:

r,= ii-+r.:/. (6)

The variance of ]'r can siinilarl\- be .shown to be a func-

tion of the variance of IT and the variance of a transfer

detennination.

Estimates of the variance of Zcj and T,, were made
in the following tuanner.

In order to estimate the inicertainty in the original

threshold detertninalions their standard deviations were

tabulated (Table From the 14 determinations,

10 sets of standard deviations were obtained
;
eight from

Table IX. Estimated standard deviation of the reported

threshold values for an original threshold determination.

TrequencN' Standard
(H/.) deviation

(dIJ)

125 2.2
2.S0 2.4

500 2.4

1000 1.1

1.^00 1.4

2000 1.0

3000 3.3

4000 1.8

6000 3.0

8000 2.7

Average = 2.1

published papers and two comptited at XliS from the

WRAMC-XHS data.

The mean standard deviation computed at each

frequency was- considered as t\pical of a threshold

determination.

The standard fleviations given in Table reflect

within-laboratory variabilil > ,
presumably for individual

threshold determinations. However, each of the num-
bers given in Table 111 is alfecled ijy not only within-

laboratory variabilil V, btit in addition, Ity systematic or

other between-laboratories differences. In order to make
an estimate of the between laboratories variabilit\ , the

original data in Table III were examined. There, are six

determinations whose residls are expressed in terms of

earphone-coupler Combination ,^ and five determi-

nations in terms of Combination 4. .Assinning all the

determinations to be e(|iially precise, the standard

deviations of the tabtdated entries (assumed lo be

e(|ually weighted elements of a measurements popula-

tion) for \os. 3 and 4 were each computed and tiie

results pooled. See Table IX.

The average of the pooled standard dex'iations for all

freijuencies is 2.1 dli. The average within-laboratory

standard deviation for all fre( |iiencies is 6.2 dH. The
pooled value of 2.1 (IB is what whould be expected from

wilhin-laboratof}- variability alone if each laborator\

had reported the average of only nine individual tleter-

minalions (6.2/95 = 2.1). Since the number of subjects

was larger than that in most cases, we ma\- conclude

that there is sotne between-laboratories variabilil \ in

addition lo the within-laboratory variability. .Accord-

ingly, the standard deviations in Table IX were con-

sidered lo be reasonable estimates of the over-all im-

cerlainty of the reported threshold values incorporating

bolh within- and between-laboratories variability, but

still within one country's standard ecjuipment. These

values were asstmied to be typical of a threshold deter-

mination and were applied to each original determina-
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I'm. IV .\. I iHHTi.umv (if transfer fnctors.

1 n ' |iu iic\ .\\cr,mc III ['.sliin;ili-(l i'.sl i mated staiularfl

.11/,) rr|iiirlc(l slaiidard crriir of a correctcil

slaiiilard t-rror of a 1 ransfcr factor

errors IriinsfcT factor

(<1B) determination (11 o

)

ttir>;

((ili)

1 -)

1 .4 I.,S 1.9

n wW.o 1 9
1 -Z 0.8 0.9

i\ u
\ '.O l.,S 1.8

1 Oi K

)

1 o 2.,S 3.0

1 ^/ U 1
1 M n 1

A Ac 2.6" 3.2"

J. 7 2.7 3.3

? Of- 2.,S<: 3.0"

WMK) 1.1 3.0 1 .9 2.3

()( K H) 1.0
A 2 2.7 3.3

,S( K H

)

1.7 3.7 2.3 2.9

" I- -liln.iti 'l '-liuni.iril cin ir of tlic (liffiTcncr between two adjacent
colliding III i .il lie VI.

l';siiiiiativl stand. tril (.'rrnr of tiif (iifferoiici hrtween nunadjacent
C'lliniins. iir rollulling that art' two .ip.irt in l ahlo VI.

llltlTpol.lll- .1 V.lllM-:.

1 ion in Tal:lie III in 111II' tojTipulal ions of the imcerlainl}-

of the final rftonimcndLti reference vakies. It is interest-

inji to noie al this point that most of the delerniinations

were made with well over nine {)eople, from 25 to 2()()()

])eople. It apjiears as though it would be more prohtable

to invesli;;ate and reduce systematic differences between

jueasurements made in different laboratories rather than

devf)le time and eneroy makint^ measiu'ements on hu^e

numbers of ])eo])le. 'I'hese data also stii^jxtrt the validity

of Dadson's wei,<j;htin^ j)ro(edt,n"e com]mrefl with a

statistical wei^htin^f j)rocedure based solely on the

number of subjects in eac h delerminal ion.

The untertaints' in the transfer fat tors was estimated

as follows: Data on the standard errors (standard

deviations of the reported mean transfer factors) were

im hided in the committee documents for seven of the

11 transfer factor determinations. The second coltimn of

Table X shows the average of standard errors reported

lor the transfer factor determinat ions at each fre(|uency.

Since each of the five transfer factors was deterjiiined

l)\ \\\o loiintries, the pairs of determinations jirovide

additional evidence on the standarti errors of the re-

ported \alues. Since the sum of all the transfer factors

should ei|iial zero, the dilTereiitf between their sum and
zero should also provide additional evidence on the

standard errors of the reported values. An analysis

based on these factors yielded an estimate of the

^landard error of a transfer factor determination sum-
nari/.etl in ihe third column of Table X. Since the dit'fer-

ei.tes between determinations in two countries may
also involve a systematic error component, it is not

^til-prising that the estimated standard errors in Column
3 --hovild be larger than in Column 2. The value of the

^laiidarti errors in Column 3 al each frecjuenc}' was
t onsidcred ttt be the same for each country and each
iranster-lacior determination and used in the computa-
tion of I lit- uncertainty of the hnal recommended

reference C(|uivalenl threshold Sl'L's. Ft was also used

in the calculation of the standard eriv)r of the (f)rre( led

transfer factors. 'I"he values al 1000 and 2000 Hz are due

in large part to the differente })etween the Ivvo tleter-

minations of T:,i. Since at two fre(|uencies, 1500 and

3000 Hz, data for the transfer factors were incomplete

the values of the estimated variances were supplied by

interpolation.

Next, the standard deviation of the recommendetl

reference e(|uivalenl threshold Sl'L's were comptilcfi.

The results are contained in Table Xf.

From Table XI, il is apparent that the standard

deviation varies somewhal from ef|uipment lo etjuip-

nient. This is due to the weighting procedure and the

transfer factors. If each country's e(|uipment had been

weighted e((uall\', there would have been no (htTerence

in the variances of their reference SPL's. In the calcula-

tions for Table XF, it was evident that, in general, the

uncertainty of the transfer factors makes a larger con-

tribution to the final variance than docs the uncertain l\-

of the threshold determinations. If we assume the

variance in the transfer factors to be zero, that is, a

perfect measurement , the standard deviation of the t'lnal

RETSPL would be the same for each countr\ and would

be smaller than those in Table XI. Such a calculation

was made yielding an estimated standard deviation of

0.7 dH averaged over the frer|uenc_\- range. Somewhat
unexpectedly, the values in Table XI in the middle

fretjucncies are higher than in the low fretjuencies. This

may be ascribed to' the fortuittnis good agreemeni

between countries for 7':,i at low fretjuencies, as shown

in I'"ig. 5.

From the average of the standard deviations for

1000 XOm Hz for all five e(|uipments, the over-all

average standard deviation of the RETSFM> in IS( ) R.W)
is 2 dH.

TAiiLK, XI. Kslimated standard deviation of the reconinieiided

reference e(|uivalent threshold SPL's tabtilaled in ISO keconi-

niendation K389.

l''.ar|iiione

cotipler

coniliinalion (1) (2) (3) (4) (rt

Fre(|iiencv

(II/) I '.stinialed stanilard deviation (dH)

12,^ 1.3 1.4 1.3 1.3 1.4

2M) 1.0 1.0 O.M 1.0 1.0

,=.()() 1.3 1.3 1.2 1.3 1.4

101 10 1.9 1.9 1.6 1.7 i.y

l.SOO l.<) 1.9 1.8 1.9 2.0

201)0 2.0 2.0 1.7 1.8 2.1

3000 2.2 2.2 1.9 2.0 2.2

4000 1.6 1.6 1.3 1.4 1.6

6(HK) 2.4 2.3 2.0 2.2 2 7

80(K) 2.0 1.9 1.6 1.8 2.3

1000 8000- H/.

average 2.0 2.0 1.7 1.8 2,1
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Another important question is whether the RETSPL
for the dilTcrenl equipments are truly equivalent. Or, in

quantitative terms, what are the variances of the

clilTerenccs between tlie columns of R389? These differ-

ences arc the corrected transfer factors 7\/, and their

variances are functions of the variances of the original

transfer-factor determinations. Thus, the estimated

standard errors of Ti,i+i (the corrected transfer factor

between adjacent columns) and ^,,,+2' (the corrected

transfer factor between two nonadjacent colujiins, found

by taking the sum of two adjacent transfer factors),

were computed and the results tabulated in Columns
4 and 5 of Table X.

The "over-all uncertainty" of the difference between

determinations by two equipments, defined as three

times the average standard deviation of the difference

for 1000-8000 Hz (not including interpolated values)

was calculated. It is ±7.4 and ±9.0 dB for adjacent and
nonadjacent equipments respectively. Statistically the

over-all uncertainty corresponds approximately to a

98% confidence level. In other words, if a person's

hearing is measured by two equipments, the resulting

measurements could differ by as much as 9 dB (or

more if one includes the uncertainties of the hearing

measurements).

In their recent paper, Delany and Whittle (1967)

have experimentally measured the equivalence of equip-

ments (2), (3), and (4) by measuring the hearing level

of the same group of people with the three equipments.

They found statistically significant ditTerences at most
frequencies. These differences are all within the over-all

uncertainty of ±7.4 bB for r..,+i', except at 8000 Hz.

From Fig. 1 in their paper, the difference between
Equipments (2) and (3), at 8000 Hz, appears to be

9.4 dB, which is consideirably larger than 7.4 dB. The
uncertainty of Delany and Whittle's measurements
would have to be combined with the uncertainty for

Ti,i+i in order to make a proper comparison.

' Let Xi, X2, X3 denote the three mean thresholds

,
shown in their Fig. 1 at various frequencies. The Figure

also gives 95% confidence limits, presumably for the

means. Now each Xi was derived from an experi-

mentally determined mean <7, corrected by subtraction

of the appropriate RETSPL F.,

Xi=^Ui-Yi.

The confidence limits shown refer to the uncertainty in

Ui. Consider

(Z-X,)=(£/.-F,)-(t/~Fy),

(X~Xj)=iU~Uj)-iTi/). (7)

Thus, from Eq. 7 and standard statistical techniques

(Ku, 1966), the uncertainty in (Xi—Xj) can be calcu-

lated from the uncertainty in (Ui—Uj) and the un-

certainty in {Ti/).

Accordingly, at 8000 Hz, the difference between

hearing levels measured with Equipments (2) and (3)

by Delany and Whittle is 9.4 dB with over-all un-

certainty limits of approximately ±9.1 dB at the 98%
confidence level. The difference of 9.4 dfi is then slightly

larger than one would expect considering both the un-

certainty in the hearing-level measurements made by
Delany and Whittle and the estimated uncertainty in

the difference between equipments in ISO R389.

VI. DISCUSSION OF RESULTS

Considering the variety of conditions under which the

threshold determinations were made, the results show

surprisingly good agreement. Although most of the

threshold determinations have already been published

(see footnotes to Table III), it is interesting to sum-

marize briefly some of the conditions under which these

measurements have been made. In most of the studies,

the age ranged from 18-25 yr, although in one it was as

low as 17 and another as high as 40. People tested were

from five different countries. They were students,

sophisticated laboratory personnel, naval recruits,

volunteers at a State Fair, and inhabitants of a rural

area. Ten different earphone types were used. In a

number of determinations, threshold was considered the

lowest level for which two out of three signals were

heard, while for two of the determinations, three out of

three signals had to be heard. The means of ascending

and descending thresholds were used in many studies,

while in one, only the decreasing threshold was used.

Testing time ranged from several different sittings for

one subject to about 30 min per person. Although back-

ground noise was carefully measured in some cases, in

others the test was reported to have been made in a

"quiet" environment. With all these variations, the

average standard deviation of 2 dB seems reasonable

—

especially when one considers that a large part of the

uncertainty is due not to the threshold measurements

themselves but to the transfer factors.

Figure 6 shows the deviations of the original threshold

determinations from ISO R389. There appears to be a

systematic difference between Russia's original thresh-

old determination and the others, particularly at fre-

quencies below 1000 Hz where their values fall well

above the uncertainty limit of the 6 dB corresponding

approximately to a 98% confidence level. The earcaps

on the T.D. 6 earphones are large and soft, making it

very difficult to position an earphone on an ear without

leakage. Earphone output at 125 Hz can vary by as

much as 20 dB with a small change in position. Leakage
due to incorrect positioning of the earphone on the ear

could cause higher values for threshold voltage than if

the earphones had been carefully positioned. This, in

turn, results in correspondingly higher values of sound
pressure in the coupler.

There! also appears to be a systematic difference

between the present USASI reference values and the
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ISO i<.^8'>. As shown in Fiui;. 6, the (hlTcrcncc is ap-

jiKLTiablx' larger llian the average standard deviation of

2 dii at all fre(Hieneies.

The vuuertaint}' of the transfer taetors obtained by

hnidness-balancing experijiicnts, between dilTerent ear-

jihone t\pes, eonlribiites sribstantiall\' to the iineer-

taint_\- of the Imal RETSPL and to the nneertaint\ of

the e(juivalenee of the dilTerent e(juipnienls. One wa\" to

improve the accvn^acy of oiir threshold standards would

be to agree upon one standard earphone. This eon Id be

specilied by an careap with a prescribed size and sha]H'

and by a standard acoustic impedance looking into the

grille. L'nfortvmately, it is not possible to eliminate all

transfers of threshold between dilTerent earphone t\pes

b\' agreeing upon one standard coupler designed to

api)roNimate the ear very closel}' without also agreeing

upon a standard earphone. The geometry of a new ear-

phone type may preclude its calibration on any existing

coupler. For example, none of the standard arlilK iai ears

nor the one described by SJelany, Whittle, Cook, and

Scott (l')67) are suitable for the calibration of cir-

cumaural earphones sometimes used in audiometr\ .

It should be pointed out that in the 'I'able in ISO

R.^S*) the designation, "("oimlrv of origin of data" is

somewhat misleading. It should be clear from ihispa])er

that each figure in the Table is a weighted average of

data obtained in each of the live countries listed. The
figures in each cohmm pertain to the corresponding

earphone -coupler combination used as national stan-

dards in the designated countries.
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The Determination of Reverberant Sound Absorption Coefficients from
Acoustic Impedance Measurements

Albert London
National Bureau of Standards, Washington, D. C.

(Received November 1, 1949)

A method is described for utilizing normal absorption coeffi-

cient or acoustic impedance measurements to predict reverberant

sound absorption coefficients. The average of coefficients for the

six standard frequencies determined from acoustic impedance

measurements agrees closely with the average reverberant coeffi-

cient, for cases where the material may be said to obey the normal

impedance assumption. The normal absorption coefficients of

some 26 different acoustic materials were measured at 512 c.p.s.

Using the method given in the paper, the predicted reverberant

coefficient deviated from the measured reverberant coefficient by
0.05 or less for 18 materials, while in only 3 cases were the devia-

tions greater than 0.10. The method should be particularly appli-

cable to the problem of acceptance testing of installed acoustic

materials.

In the theoretical development, best agreement with experiment

was obtained by introducing a new kind of reverberant statistics

which associates with each wave packet in a random field a scalar

quantity equal to the square of the absolute value of the sound
pressure in each packet, instead of the customary energy flow

treatment. Also, it was found necessary to carry out the analysis

using a concept of equivalent real impedance to replace the usual

complex impedance.

I. INTRODUCTION

TT would be of considerable technological importance

if it were possible to determine from laboratory

measurements on small samples the sound absorption

coefficient one might expect to measure on large samples

placed in a reverberant test chamber. A similar problem

is that of the field measurement of an acoustic material

already applied to the walls of a room. In particular,

difficulty is often experienced with acoustic plasters

whose acoustic properties may be ruined by improper

application. In this case it is of prime importance to be

able to measure the coefficient in the field in order to

check compliance with purchase specifications which

are based on reverberation room coefficients.

In large rooms or auditoriums it may be possible to

obtain an approximate idea of the field absorption

coefficient by measuring the reverberation time. How-
ever, in small rooms, corridors, or other open spaces, it is

not possible to use the reverberation time technique.

Measurement of the acoustical impedance of the ma-
terial using tube methods, or short tube methods as

developed by Cook' and Mawardi^ seems to be a prac-

tical procedure readily applicable to use in the field on
those materials for which the absorption is due to the

surface and not to mounting effects.

In any acoustic impedance tube measurement, what
is in reality measured is the absorption coefficient for

-normal incidence. Accordingly, the problem reduces to

one of relating the reverberant, or random incidence

absorption coefficient to the normal incidence coeffi-

cient. In the following, we deduce such a relationship

which apparently agrees on the average with data
obtained for a considerable number of materials. There
are certain difficulties associated with the treatment
which will be discussed in detail.

' R. K. Cook, J. Acous. Soc. Am. 19, 922 (1947).
= O. K. Mawardi, J. Acous. Soc. Am. 21, 84 (1949).

II. RELATION BETWEEN ACOUSTIC IMPEDANCE
AND NORMAL AND RANDOM
INCIDENCE COEFFICIENTS

Paris^ first derived an expression (Eq. (1)) for the

sound absorption coefficient, as, for a wave incident at

angle 6 on an acoustic material which has an acoustic

impedance Z :

I

(Z/pc) cos^- 1
2

as= 1—
(Z/pc) cos^-l-1

where pc is the acoustic impedance of air.

Let

Z/pc—z=r-\-jx.

Then Eq. (1) may be written

4r cosQ

ae--

(r cosd+iy+x^ cos^fl

From (3) the normal incidence coefficient ao, is

4r

ao--

(1)

(2)

(3)

(4)

Using the customary reverberant sound field statistics,

the random incidence coefficient 5, is defined by

T/2

ae cosd sinddd (5)

and substituting (3) into (5) results in

8r

ap= -

r'^—x'^ / X \
tan-if

)

xix^+r^) Vl+r/

ln[(l-f r)2-}-:e^] (6)

' E. T. Paris, Proc. Roy. Soc. 115, 407 (1927).
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Equation (6) was first derived by Paris'* in terms of the

acoustic admittance while similar formulations are given

by Morse, Bolt, and Brown* and by Morse.®

In the paper by Morse, Bolt, and Brown,* ap was

compared with the reverberant sound absorption coeffi-

cient QfA.M.A. given by the Acoustic Materials Associa-

tion for four different commercial acoustic materials.

The acoustic impedance measurements were those of

Beranek.'' Their conclusions were

:

(1) Above 2000 c.p.s., aA.M.A. corresponds to ap,

indicating adequate diffusion in the sound chamber

such that the conditions of random incidence and uni-

i
form energy distribution are satisfied.

(2) Below about 500 c.p.s., aA.M.A. usually approxi-

mates what Morse, Bolt, and Brown call a„, the normal

ij
absorption coefficient, which is the coefficient for normal

i incidence for a large number of normal modes and

which has the approximate value of

a„~8r/(r2+x2). (7)

In the cases where cca.m.a. is larger than a„ at low fre-

I

quencies, they attribute this discrepancy to mounting

conditions and sample size. At low frequencies, then,

there is presumed to be incomplete diffusion in the

reverberant chamber.

(3) The region between 500 to 2000 c.p.s. is inter-

mediate in the diffusion between that corresponding to

Fig. 1. View showing vanes in the reverberation room of the

National Bureau of Standards.

a„ and that corresponding to the completely random
coefficient ap.

* E. T. Paris, PhO. Mag. 5, 489 (1928).
' Morse, Bolt, and Brown, J. Acous. Soc. Am. 12, 217 (1940).
^ P. M. Morse, Vibration and Sound (McGraw-Hill Book Com-

pany, Inc., New York, 1948), 2nd edition, p. 388.
' L. L. Beranek, J. Acous. Soc. Am. 12, 14 (1940).

(4) For low frequencies the decay curve will be a

broken line, the slope of the initial straight portion,

covering approximately the first 30 db of decay, corre-

sponding to a„.

In discussing the above conclusions relative to the

experimental technique utilized in the reverberant test

chamber of the National Bureau of Standards, one

must raise the following points

:

(1) It is difficult to see how a very close approxima-

tion to complete diffusion cannot help but be assured by

the use of two vanes some 8 feet by 8 feet in size

(Fig. 1).

(2) Even at low frequencies linear decay curves are

obtained over a range of at least 50 db at 128 c.p.s.

and up to 70 db at 256 c.p.s.

(3) Linear decay curves can be obtained by restrict-

ing the amount of material introduced into the chamber

to 72 sq. ft. in accordance with the results obtained by

Chrisler.^ This material is placed on the floor which

has a total area of 750 sq. ft.

In what follows, we shall consider a somewhat differ-

ent method of deriving a reverberant sound absorption

coefficient, one which on the average is in better agree-

ment with experiment than ap. In addition a somewhat

simplified and hence semi-empirical method will be de-

scribed which enables one to predict the reverberant

coefficient from a measurement of r and x, to within

an accuracy of 0.05 in the average absorption coefficient

for the range of 128 to^4096 c.p.s.

It will be convenient to discuss the latter method

first.

Davis^ in his book Modern Acoustics discusses the

relationship between the reverberant coefficient and

the coefficient obtained from a tube measurement which

he calls the stationary-wave coefficient but which in

reality corresponds to the coefficient ao. Figure 2 is a

reproduction of Fig. 80 in his book in which is shown a

graph of the relationship between the ratio of rever-

berant to stationary-wave coefficient as a function of

stationary-wave coefficient at a frequency of about 500

c.p.s. The best smooth curve was drawn through 11

experimental values. It should be noted that the experi-

mental points were deduced from published values of

reverberation coefficients obtained at different times

and, in different countries while ao was measured by

Davis and Evans.^"

The curve of Fig. 2 can be almost fitted exactly by

the following procedure

:

(1) It is assumed that for a given value of ao, deter-

mined from r and x by Eq. (4), one can define an

equivalent impedance Ze, which is real, and which

8 V. L. Chrisler, J. Research Nat. Bur. of Stand. 13, 169 (1934),
RP 700.

' A. H. Davis, Modern Acoustics (G. Bell and Sons, London,
1934), p. 216.

i» A. H. Davis and E. J. Evans, Proc. Roy. Soc. 117, 89 (1930).



therefore may be obtained from Eq. (1) by writing or substituting (9) into (14), we have

/2e-iy 42,

\2,+ l/ (2e+l)'^'

(8)

Equation (8) thus results in two solutions for 2<,. How-

ever only the solution,

l+(l-ao)-5

l-(l-ao)'
(9)

is compatible with experimental results.

(2) The random incidence coefficient, a/, corre-

sponding to ao is then defined by

I
7r/2

1 - [ {ze cosd- 1 )/ (2e cose+ 1)^] smOdd

i
77/2

(10)

sinddd

Here we note two departures from the definition of

random incidence coefficient a as given in Eq. (5).

First, we make use of a different type of reverberant

statistic?, or averaging with respect to 6, as evidenced

by the fact that the cos^-factor does not appear in the

integral. A discussion of this type of statistics appears

below. The * superscript will be used to refer to this

type of averaging. Second, in ae, Eq. (1), we have

introduced the equivalent impedance Ze and use the

resulting expression in Eq. (10). The subscript e will

be used to indicate the introduction of 2,.

Carrying out the integration (10) results in the

following equation

:

ln(l+2,)--
1+ 2.

(11)

or substituting (9) into (11), we have

rl-(l-ao)4-
= 4^
Ll-h(l-ao)'

Xjln2-i-ln[l-(l-ao)^]-

It will also be of interest to evaluate

r r(z,cOS0_l)-,2

(1-ao)^
(12)

Jo I .(z,cos9+l)J
cosd sin6

ir/2
(13)

cosd sinddd

which turns out to be

1+z.
Ze^L 1+ Z.

21n(l+ Ze) (14)

l-(l-ao)^

l+ (l-ao)U ll-(l-ao)-

l-(l-ao)i— 2 In

l-(l-ao)l-
(15)

0 10 20 30 .40 .50 .60 .70

STATIONARY WAVE COEFFICIENT

Fig. 2. Plot showing the relationship between the ratio of

reverberant to stationary-wave coefficient as a function of sta-

tionary wave coefficient at a frequency of about 500 c.p.s. as

given by Davis and Evans.

Figure 3 is a comparison betwee'. ae*/ao vs. ao as

computed from Eq. (12), ae/ao vs. ao as computed from

Eq. (15) and arev/cto vs. ao as given by Davis where

curev is the absorption coefficient measured in a rever-

berant test chamber. It will be seen, that for ao below

0.40, the ae*/ao curve is in much better agreement with

the experimental values than the ae/ao curve. For

ao>0.40, both aZ/ao and de/ao are in close agreement.

Experimental values of ao, however, do not exceed 0.60

so that it is not possible to check the extent to which

ae* or de agrees with experiment for the larger values

of ao.

Figure 4 is a plot which gives directly a/ and de as

a function of ao.

We are thus led to the tentative conclusion that the

star-type statistics as defined by Eq. (10) appears to

be in better agreement with experiment than the bar-

type statistics, as defined by Eq. (14). Further cor-

roboration of this tentative conclusion will be given

below in connection with the four commercial materials

previously mentioned, for which we will compare

arev, oce*, de, a*, and dp, where in the latter two coeffi-

cients we drop the equivalent treatment and work

directly with the real and imaginary component of the

impedance. That is, a* is defined by analogy with
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Eq. (10) as

.ir/2

•'n

{
1-

I
(2 cose- 1)/(2 cosd+ 1) 1 2} sindde

?r/2

sinddd

or
4r fl

(16)

(17)

Fig. 3. Comparison between the Davis and Evans curve (Fig. 2),

ae*/ao vs. ao, and ac/ao. See text.

It is advantageous at this point to discuss the assump-

tions inherent in the star-type statistics. We consider

(Fig. 5) a point 0 of the elementary area dS located at

the origin of a spherical coordinate system. We assume

that wave packets strike point 0 uniformly from all

directions. The number of packets striking 0 from a

solid angle d^ will thus be proportional to d^l. We
assume that each wave packet carries with it a scalar

quantity \pi\'^ which does not vary with angle of in-

cidence and which is the square of the acoustic pressure

in the wave. Thus, if P,^ is the sum of the individual

\Pi\'^ wave packets incident at 0, then

-2t «7r/2

Pi'' = B\pi{e)\^ I d(t,
j

sinddd, (18)

where 5 is a constant of proportionality, while the total

amount which is absorbed is given by

aba

wl2

ae\pi{d)\^sinddd (19)

since ae is in reality given by''

prie)
'

a0= 1—
pi(e)

(20)

where priO) is the reflected pressure amplitude of a wave

incident at angle 6 while pi(d) is similarly the incident

pressure amplitude. Thus

X abs

Pi'

jr/2

ae sinddd

ir/2

(21;

s'mddd

since
|
Pi(d) \'^=\pi\'^, independent of angle of incidence.

It is to be noted that had we used energy as the scalar

quantity associated with each wave packet, it would

have been necessary to define the intensity as the

amount of energy transmitted through unit area per

unit time. This would immediately have required the

amount of energy striking dS to be proportional to

dS cosd and to the solid angle dil, thus giving rise to

the usual bar-type statistics. It seems more reasonable

to associate the quantity \p\'^ with each wave packet

for two reasons:

(1) The absorption coefficient as a function of angle

of incidence, ae, is given by Eq. (20) directly in termr

of the ratio of squares of the absolute values of

pressures.

(2) In any reverberant test chamber setup, it is

customary to use pressure microphones, so that the

quantity is what is actually measured.

While it is still necessary that the sound field be com-

pletely random in phase in order to sum the
|
/> |

^ of the

individual packets, it is not necessary to assume that

\p\'^ is proportional to total energy. In many cases,

especially at the lower frequencies, this may not be

true at all.

The extent to which the star-type statistics is superior

to the bar-type statistics is indicated in Table I. Here

we list the four commercial materials discussed by

" See reference 6, p. 367. Fig. 4. Plot of ote and a* vs. ao. See text.
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Morse, Bolt, and Brown. ^ The impedance terms r and x

were read directly from the curves given by Beranek.'

The coefficients the A.M.A. coefficients as read

from the graphs,^ while ap, the reverberant coefficient

of Paris, Eq. (6), were also read from the graphs. The

coefficients a^*, a* have been previously defined.

In Table II, the difference in average coefficient

(average for all frequencies) relative to the experi-

mental ttrev is listed.

In practically every case the star-type coefficient is

equal to or better than the corresponding bar-type

coefficient. Whereas, die is usually a close approximation

to oip, ae* is usually much closer to arev than a*. The
coefficient a* in each case gives the closest approxi-

mation to arev, and with the exception of Acoustex is

within 0.05 of arev. In the case of Acoustex, there is

5ome indication that the reverberant coefficient is too

high at the three lowest frequencies relative to other

results obtained on the same material. The results on

ttrev given in Table I were apparently obtained from

Bulletin VII of the Acoustic Material Association

published in April, 1940. Bulletin No. VIII published

June, 1941 lists Acoustex mounted on 1X2 furring

strips, which custorharily gives higher results at the

lowest frequencies than the rigid mounting coefficients

reported in Table I, with coefficients of 0.09 and 0.25 at

128 and 256 c.p.s. respectively, while some data ob-

tained and published in Letter Circular LC-506, Oc-

tober, 1937, at the National Bureau of Standards, lists

coefficients of 0.19 and 0.41 at 256, and 512 c.p.s.,

which are in close agreement with ae*. It is not known
to what extent the acoustic impedance samples were

selected from the same batch or samples which were

used in the reverberation tests. In fact, it would appear

that this was not done, the reverberant coefficients

apparently being taken from published data of the

A.M.A. The only reliable procedure would be to carry

out the acoustic impedance measurements and rever-

beration measurements on the same batch. In any

event, it still appears that, technologically speaking,

a* is a close approximation on the average to arev

and hence may be a useful tool in field measurements.

It will be of interest to apply this type of analysis to

an absorbent material which, on the basis of previous

experiments, apparently does not have a normal acoustic

impedance; that is, the ratio of pressure to normal

component of velocity is not independent of angle of

incidence. In this event, ae is not given by Eq. (1) and
the variation of a with 6 must be determined if an

integration of a over 6 is to be carried out. Cook and

Chrzanowski,^^ in an investigation at the National

Bureau of Standards of the absorption of sound by
spheres having a hair-felt surface, concluded that the

normal impedance assumption apparently was not

valid for hair-felt. Inasmuch as they give both acoustic

impedance measurements and reverberation room coeffi-

R. K. Cook and P. Chrzanowski, J. Acous. Soc. Am. 21, 167

(1949).

Fig. 5. Representation of solid angle used in star-type statistics.

cients made on the same bath of hair-felt, uncertainty

on this score will be eliminated.

In Figs. 6 and 7 we compare arev, a^*, and dp for

Table I.

Acoustex, \"

/(c.p.s.) r X orrev ae* Qfe a* ap

128 2.6 -21.0 0.023 0.24 0.09 0.04 0.07 0.09

256 1.9 -11.2 0.057 0.29 0.19 0.10 0.13 0.12

512 1.5 - 5.2 0.180 0.60 0.42 0.30 0.28 0J7
1024 1.5 - 1.6 0.681 0.95 0.83 0.82 0.69 0.74

2048 2.2 + 1.3 0.738 0.83 0.85 0.86 0.79 0.85

4096 4.3 - 0.6 0.605 0.75 0.79 0.76 0.79 0.77

Av. (128-4096) 0.61 0.53 0.48 0.46 0.47

Celotex C-4. \ \"

128 2.6 -12.0 0.066 0.27 U. la

256 2.5 - 6.2 0.197 0.46 0.44 0.32 0.34 0.32

512 2.6 - 1.8 0.642 0.98 0.81 0.79 0.75 0.86

1024 2.8 -f 2.0 0.607 0.79 0.79 0.76 0.74 0.72

2048 5.4 + 5.0 0.327 0.55 0.59 0.48 0.55 0.48

4096 10.0 + 0.5 0.330 0.51 0.60 0.49 0.60 0.48

Av. (128-4096) 0.60 0.58 0.49 0.52 0.50

Permacoustic, 1'

128 3.2 -13.7 0.062 0.21 0.20 0.10 0.15 0.14

256 3.6 - 6.6 0.222 0.48 0.48 0.36 0.40 0.36

512 4.0 - 3.3 0.446 0.76 0.69 0.62 0.64 0.58

1024 5.0 - 1.8 0.510 0.72 0.74 0.68 0.73 0.68

2048 4.0 - 1.6 0.580 0.75 0.78 0.74 0.76 0.73

4096 3.0 - 1.6 0.646 0.74 0.81 0.80 0.78 0.78

Av. (128-4096) 0.61 0.62 0.55 0.58 0.55

Temcoustic. \"

128 13.5 -30.4 0.048 0.16 0.16 0.08 0.15 0.11

256 14.5 -17.0 0.110 0.28 0.31 0.18 0.28 0.16

512 13.5 -11.0 0.163 0.43 0.39 0.27 0.37 0.28

1024 12.0 - 6.5 0.227 0.49 0.48 0.36 0.47 0.38

2048 12.2 0 0.280 0.44 0.54 0.43 0.54 0.44

4096 9.8 -i- 2.5 0.318 0.58

Av. (128-2048) 0.36 0.37 0.30 0.36 0.27

Table II. Difference in average coefficient relative to arev.

a* ap

Acoustex
111
5 -0.08 -0.13 -0.15 -0.14

Celotex C-4, U' -0.02 -0.11 -0.08 -0.10

Permacoustic, 1 +0.01 -0.06 -0.03 -0.06

Temcoustic, ^" +0.01 -0.06 +0.00 -0.09
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Fig. 6. Comparison between measured reverberant coefficient

and predicted reverberant coefficient ae* for a single layer of

hair-felt, ap is the reverberant coefficient first derived by Paris.

Hair-felt is presumed to violate the normal impedance assumption.

Fig. 7. Comparison between measured reverberant coefficient

and predicted reverberant-coefficient ae* for two layers of hair-

felt, ap is the reverberant coefficient first derived by Paris

Hair-felt is presumed to violate the normal impedance assumption.

Table IH. Hair felt coefficients.

Frequency Single layer Double layer

c.p.s. "rev ap «rev <Xe* ap

128 0.10 0.06 0.02 0.20 0.19 0.10

256 0.34 0.17 0.08 0.66 0.44 0.26

512 0.62 0.38 0.21 0.88 0.75 0.57

1024 0.72 0.66 0.43 0.92 0.86 0.86

2048 0.75 0.86 0.75 0.87 0.85 0.96

4096 0.80 0.86 0.91 0.85 0.85 0.92

Av. (128-

4096) 0.55 0.50 0.40 0.73 0.66 0.61

a single and double layer of hair-felt. It will be seen

that in each case a/ is a much closer approximation to

Orev than dp. In Table III we consider the average

values of the various coefficients for the six standard

frequencies.

The lack of very close agreement between a* and

Orev niay in part be attributed to the failure of the

normal impedance assumption.

A further test of the extent of agreement between ae*

and ttrev was made in our laboratory at 512 c.p.s. by

measuring^^ the ao of samples which had been measured

in the reverberation room. A tube having a 9| inch

diameter was used and ao was obtained directly by

measuring the ratio, p, of a pressure maximum to the

adjacent pressure minimum. The absorption coefficient,

ao, is given by^

«o=4p/(l+p)2. (22)

Table IV lists the results obtained on twenty-six differ-

ent materials. Measurements were made on several

different pieces of tile (usually 3) of the 72 sq. ft. used

in the reverberation room test. In most cases, as

measured had a maximum deviation of about 0.04 for

different pieces of the same material. The coefficient

listed in the table is the average for the several pieces

used in the measurements. In cases where a/ varied

" These measurements were made by Seymour Edelman and
Earle Jones.

excessively between different tiles, the individual meas-

urements are listed.

Of the 26 materials listed in Table IV, 18 values of

a/ deviate from ccrev by 0.05 or less, 5 deviations fall in

the range of 0.06 to 0.10, while only three have devia-

tions greater than 0.10. It is interesting to observe that

entries 1, 2, and 5, which are Acousti-Celotex tiles, all

deviate by 0.10 or more, indicating that possibly the

mechanism of sound absorption is such as to violate

the normal impedance assumption. Inasmuch as it is

impossible to get an a/ greater than 0.86, one would

expect 1 and 2 to deviate. In the case of 1, the ao which

Table IV. Tabulation of ae*— "rev vs. a^ew at 512 c.p.s.

Material "rev ore*— arev

1. U" C-4 Celotex R.I. finish 0.97 -0.11
2. Ij" C-4 Celotex slow burning 0.94 -0.10
3. 1" Certile 0.83 -0.07
4. 1" Fiberglas tile perforated

f" C-9 Celotex

0.79 -0.05
5. 0.78 -0.10
6. xs" Travacoustic fissured 0.78 -0.05
7. 1" Certile 0.75 -0.03
8. 1" Travacoustic fissured 0.72 -0.04
9. j" Fiberglas tile perforated 0.71 -1-0.04

10. f" Firtex, perforated 0.71 -0.01

11. yI" Kelly Island tile, per-

forated 0.69 -0.02
12. \" Fiberglas tile fissured 0.68 -f0.03
13. 1" Quietone, perforated

1" Firtex, perforated

0.68 -f0.04
14. 0.68 -0.04

-0.16*

15. W" Insulite acoustilite 0.66 -0.06 -0.12
-0.15

16. xt" Dantore fissured 0.66 -0.02

17. f" Fiberglas tile plain 0.65 +Q.Q1
18. tI" Dantore fissured 0.65 -0.03

19. y Hansonite perforated 0.62 -0.05
20. 1" Travacoustic fissured 0.62 -0.01

21. 5" Firtex perforated 0.55
-0.04''

-0.15

-0.02

22. 1" Softone 0.53 -0.10

23. Sabinite No. 1 Plaster 0.48 -fO.03

24. Sabinite No. 2 Plaster 0.48 -1-0.04

25. J" Softone 0.41 -0.05

26. 1" Acoustex, type 40 R 0.37 -1-0.19

• Individual differences for 3 pieces of tile.

>> Individual differences for 2 pieces of tile.
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Table V.

a,* — orrev ac* — "rev
1 9" V 1

9" 91 diameter
Material «rev tile flush sample in tube

5. 1" C-9 Celotex 0.78 -0.12 — 0.14

9. 1" Fiberglas perforated 0.71 +0.01 -0.24
14. 1" Firtex, perforated 0.06 — U.U/ — u.oy

26. v" Acoustex, type 40 R 0.37 +0.19 -0.01

was observed gave exactly the maximum value of «<.*,

i.e., 0.86.

One other feature of these tube measurements should

be clarified. All of the measurements listed in Table IV

were made using a 12 in.Xl2 in. tile which was placed

in flush contact with a rubber gasket mounted on the

end of the tube. In the case of acoustic plasters, a sample

having the approximate dimensions of 30 in.X30 in.

was used. The reasons for not cutting the samples to

fit inside the tube were twofold. First, in any field

measurement using the tube, it would not be possible

to deface the surface of the installed material, and

second, the materials were not expendable, since only

at most three pieces had been saved from the rever-

beration room tests, for identification purposes.

However, some of the materials were cut to fit inside

of the tube. The results are listed in Table V for an

individual tile before and after cutting to fit inside of

the tube.

The results in the table show that Celotex and Firtex

have no appreciable absorption due to propagation of

the sound wave in the material outside of the geo-

metrical area intercepted by the tube, whereas, both

the Fiberglas and Acoustex materials do.

In summary, then, it would appear that the proper

procedure for utilizing a^* to check field coefiicients for

agreement with laboratory coefficients is as follows

:

(1) Determine ao or the acoustic impedance and arev

in the laboratory.

(2) Compute ae* from ao or from the acoustic im-

pedance measurements.

(3) If the average a* agrees closely with the average

arev, then a field measurement of ao or of the acoustic

impedance should be sufficient to determine the extent

of compliance with the reverberation coefficient.

(4) If the average a/ as determined in the laboratory

does not agree with the average arev, it would still be

possible, however, to find an average a^* in the field

from the ao or acoustic impedance measurements and
the extent of compliance of the field ae* with the

laboratory a* could then be used as a criterion for

acceptability.

III. CONCLUSIONS

A procedure has been outlined whereby normal ab-

sorption coefiicient or acoustic impedance measure-

ments may be utilized to predict reverberant sound

absorption coefficients. The average of coefficients for

the six standard frequencies determined from acoustic

impedance measurements agrees closely with the aver-

age reverberant coefficient, for cases where the material

may be said to obey the normal impedance assumption.

In the case of normal absorption coefficient measure-

ments, for a large number of materials, good agreement

was obtained between the predicted and measured

reverberant coefficient. A method of utilizing field

measurements of the normal absorption coefficient or

of the acoustic impedance for acceptance testing has

been indicated which should be applicable even in

cases where the normal impedance assumption is

violated.

On the theoretical side, we have found best agreement

with experiment by utilizing a new kind of statistics

which associates with each wave packet in a random
field a scalar quantity equal to the square of the absolute

value of the sound pressure in each packet, instead of

the customary energy flow treatment. On the other

hand, it has been necessary to utilize a semi-empirical

concept of equivalent impedance as distinguished from

the usual complex impedance treatment. The best which

can be said for the introduction of this bit of empiricism

is that it works, although no reasons for its success are

deduced here.

Reprinted from The Journal of the Acoustical Society of America, Vol. 22, No. 2, 263-269, March, 1950
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I

Introduction

This recommended practice is one of a series for evaluating the sound

insulating properties of building elements. It is designed to measure the

performance of an isolated partition element, in a controlled laboratory

environment Others in the series will deal with airborne sound transmission

loss of partitions installed in buildings, and the laboratory and field measure-

ment of impact sound transmission through floors.

1. Scope

1.1 This recommended practice covers

the laboratory measurement of airborne

sound transmission loss of building parti-

tions such as walls of all kinds, floor-ceil-

ing assemblies, doors, and other space-

dividing elements.

Note 1-—The values stated in U.S. customary

units are to be regarded as the standard. The
metric equivalents of U.S. customary units

given in the body of the standard and in the

appendix may be approximate.

2. Significance

2.1 The sound transmission loss is de-

^ Under the standardization procedure of the

Society, this recommended practice is under the

joint jurisdiction of ASTM Committee E-6 on
Performance of Building Constructions and
Committee C-20 on Acoustical Materials. A list

of members may be found in the ASTM Year-
book.

Current edition accepted Sept. 8, 1966.

Originally issued 1950. Replaces E 90 - 61 T.

fined in terms of a diffuse incident sound

field, and this is intrinsic to the test pro-

^edure. The results are most directly

applicable to similar sound fields, but

provide a useful general measure of per-

formance for the variety of sound fields to

which a partition may typically be ex-

posed.

2.2 This procedure is not appropriate

for determining the sound insulation per-

formance of a partition exposed to a

sound field that contains only a small

range of angles of incidence nor is it ap-

pKcable to sounds produced by direct

mechanical contact or impact with the

partition,

3. Summary of Method

3.1 The sound insulating property of a

partition element is expressed in terms of

the sound transmission loss (Note 2). The
procedure for determining this quantity



(1,2)2 jg mount the test specimen as a

partition between two reverberation

rooms, one of which, the source room

(Room 1), contains one or more sound

sources. The rooms are so arranged and

constructed that (apart from the Umita-

tions discussed in 5.1 and 6.3) the only

significant sound transmission between

them is through the test specimen. Then

the transmission loss is given by:

TL = NR+ 10 log 5 - 10 log ^2. . . (1)

where

:

log = logarithm to the base 10,

TL = transmission loss,

NR = noise reduction between the two

reverberation rooms,

S = area of sound transmitting sur-

face of the test specimen, and

A 2 = total absorption of the receiving

room (Room 2), expressed in

units consistent with S.

Since 10 log 6" is easily determined, the

problems of measurement are associated

with the noise reduction and 10 log A2

.

Note 2—In general, the transmission loss is

a function of frequency, and measurements are

made in a series of frequency bands.

4. Definitions

4.1 The acoustical terminology used in

this standard is consistent with Ref. 3

and 4. A few definitions of special rele-

vance are repeated here and interpreted

with reference to this recommended
practice.

4.2 Airborne Sound Transmission Loss

(TL) of a Partition—The ratio, expressed

in decibels, of sound power incident on

the partition to the sound power trans-

mitted through and radiated by the

partition. The unqualified term denotes

that the incident field is diffuse.

Note 3—The sound transmission coefficient

and sound transmission loss are related through

the equation,

* The boldface numbers in parentheses refer

to the references Hated at the end of this recom-
mended practice.

TL -= lOlog (1/t) (2)

4.3 Sound Transmission Coefficient (t)

of a Partition—The fraction of incident

sound power transmitted through and
radiated by the partition. The unquali-

fied term denotes that the incident sound

field is diffuse (Note 3).

4.4 Noise Reduction (A^R) (Between

Two Rooms)—The difference between

the rms time-space-average sound pres-

sure levels produced in the two rooms by
a sound source in one of them.

4.5 Diffuse Sound Field—A sound

field composed of many randomly

oriented waves, with equal probability of

energy flow in every direction. It follows

that there is no correlation between in-

stantaneous sound pressures at widely

separated points.

4.6 Reverberation Room—A reverber-

ant room specially designed to faciUtate

the production therein of a diffuse sound

field fsee 5.2, 5.3, 5.4).

4.7 Sound Absorption of an Enclosure

(^)—A measure of the property of an

enclosure of absorbing sound power from

the sound field it contains. For purposes

of this recommended practice, the ab-

sorption of the receiving room is deter-

mined by means of the Sabine formula

for the decay of sound in a room (Note

4). If, following the discontinuance of a

sound source in the room, the rate of

decay of sound is d (db/sec) in a room of

volume V, then the absorption of the

room may be determined from the Sabine

equation:

where c is the speed of sound in the me-
dium. If V is in cubic feet and c is in ft/

sec, then A is given in sabins; if V is in

cubic meters and c is in m/sec, then A is

in metric sabins (Note 5). This relation is

derived on the assumption that the sound

field is reverberant and diffuse, as in a

reverberation room.
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Note 4—This is the only method currently

available for the absolute determination of room
absorption. It should be noted that this deriva-

tion of room absorption is different from that

which leads to the absorption term in Eq 1; the

latter arises from the relation between steady-

state sound power level and sound pressure level

in a room. It is believed, however, that, in cir-

cumstances for which Eq 1 is valid, the rever-

beration method yields appropriate values of

10 log Aj

.

A more detailed discussion of the relation be-

tween the two derivations of room absorption

appears in "Steady State Method of Determin-

ing Changes in Sound Absorption of a Room
(RM 14-3)"' and in Ref. 8. A complete descrip-

tion of the reverberation method appears in

ASTM Method C 423, Sound Absorption of

Acoustical Materials in Reverberation Rooms.*

Note 5—-In some contexts the room absorp-

tion in metric sabins is defined as the "equiva-

lent absorption area in square meters."

4.8 Sound Transmission Class—The
sound transmission class is a single-tigure

rating derived in a prescribed manner
from sound transmission loss values. The
rating provides an estimate of the per-

formance of a partition in certain com-

mon sound insulation problems. Its scope

and the method of derivation are de-

scribed in "Determination of Sound
Transmission Class (RM 14-2)." '

5. Test Rooms

5.1 Flanking Transmission—The test

rooms shall be so constructed and ar-

ranged that the test specimen constitutes

the only important sound transmission

path between them. The sound power

transmitted through the test structure

shall be at least 10 db greater than the

power transmitted into the receiving

room by all other paths. The extent to

which the above condition is met can be

ascertained as follows:

5.1.1 Build into the test opening a wall

with a substantially higher transmission

loss than any that will normally be

tested. The apparent transmission loss

measured on such a wall, which may be

2 Appears in Related Muterial section of

the 1969Book of ASTM St(mdctrdSj Part 14.

4 1969 Book of ASTM Stdudards, Part 14.

affected by flanking transmission or other

extraneous noise, is a guide to the upper

limit of the measuring facility. Measure-

ments may be made to within about 10

db of the values obtained on such a wall.

5.1.2 If the specimen is rigidly con-

nected to the source-room structure

there is the possibiHty that, in addition

to the incident airborne sound, extra

energy may be imparted to the specimen

at the edges because of vibration in the

source-room structure. A discontinuity

is therefore recommended between the

source-room walls and the structure in

which the test specimen is moiinted.

5.2 Size and Shape—The achievement

of an adequate approximation to a diffuse

sound field in a frequency band requires

that there be a sufficient number of room
resonances (normal modes) within the

test band, that these modes be dis-

tributed as uniformly as possible over

the band, and that the directions of

propagation corresponding to these modes
be distributed as uniformly as possible.

The extent to which the requirement is

met is dependent on the size and shape

of the rooms and also on the bandwidth
of the test signal and on the nature of

diffusing surfaces in the room.

5.2.1 It is recommended that there be

at least 20 room modes in the lowest fre-

quency band. To achieve this under the

conditions of this recommended practice

the room volume should be no less than

F = 4X3 (4)

where X is the wavelength corresponding

to the middle frequency of the lowest

band, and V and are in the same units.

Thus, for a band centered on 125 Hz
(cycles per second) the recommended
minimum volume is 2900 ft^ (83 m^) ; for

100 Hz the recommended vohime is 5800
ft^ (163 m^). Room volumes down to half

the value given by Eq 4 will be accepta-

ble, but are not recommended for new
installations.
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5.2.2 To ensure a uniform distribution

of modes, with respect to frequency and

to angle, no two dimensions of either

room should be equal or in the ratio of

small integers. The ratio of largest to

smallest dimensions of either room shall

be less than two. One of the recom-

mended proportions is 1:1.3:1.6.

5.3 Difusion

5.3.1 Difusing Means—In a bare rec-

tangular room the sound field tends to

take the form of orthogonal sets of modes,

with little coupling between them. To
approach a diffuse distribution of sound,

it is desirable to modify the system so

that there is substantial interchange of

energy between modes. This objective

may be met by introducing a random ar-

rangement of obliquely oriented diffusing

surfaces, either on the boundaries of the

room or suspended in the room space.

To be effective, the width of a diffusor

should be at least a quarter wavelength

at the lowest test band (about 3 ft (1 m)
for bands centered on 100 or 125 Hz).

The total area (one side) of a stationary

diffusing system should be about three

quarters of the area of the largest single

boundary surface.

5.3.2 A particularly effective device

is a rotating reflector, set at an oblique

angle, which continuously varies the

coupling between room modes during the

detennination of the average sound pres-

sure level. If one or more rotating re-

flectors are used, an area equivalent to

one third to one half the area of the

smallest boundary surface appears to be

appropriate; stationary diffusors may be

used to supplement a smaller rotating

vane. Both source and recei\'ing rooms

should be fitted with diffusors in accord-

ance with the above recommendations.

5.4 The interior surfaces of the rooms

should have at each test frequency an

average sound absorption coefficient less

than 0.06 (for example, each of the terms

A i/Si and A 2/S2 where Si and St are the

sums of areas of all exposed surfaces, in-

cluding diffusors, in Room* 1 and 2,

should be less than 0.06), except that in

the lowest test band a maximum of 0.15

is permissible if the absorptive surfaces

are well distributed in the room (4).

Note 6—An exception is permitted when
substantial absorption is introduced by the test

specimen itself. The exceptional circumstance
should be reported.

5.5 Ambient Noise Level—Ambient
noise in the receiving room must be sub-

stantially lower than the level produced
by transmission of the test signal through

the test specimen (see 8.5).

5.6 Construe!ion—The requirements of

5.1, 5.4 and 5.5 may readily be met if the

rooms are constructed of heavy masonry
or concrete with the minimum of struc-

tural connection to the main building, to

the ground and to each other.

6. Test Specimens

6.1 Size and Mounting—The test

specimen that is to typify a wall or floor

shall be large enough to include all the

essential constructional elements in their

normal size, and in a proportion typical

of actual use. The smallest dimension

(excluding thickness) should preferably

be not less than 8 ft, and shall in any case

be not less than 6 ft, except that speci-

mens of doors and other smaller building

elements shall be their customary size.

Preformed panel structures should in-

clude at least two complete modules

(panels plus edge mounting elements).

In all cases the test specimen shall be in-

stalled in a manner as similar as possi})le

to actual construction, with a careful

simulation of normal constraint and seal-

ing conditions at the perimeter and at

joints within the specimen. Detailed

procedures for particular types of build-

ing separation elements are recommended
in Appendix Al.

6.2 Aging of Specimens—Test speci-
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mens that incorporate materials for

which there is a curing process (for

example, adhesives, plasters, concrete,

mortar, damping compound) should age

for a sufficient interval before testing.

Aging periods for certain common mate-

rials are recommended in Appendix Al.

In the case of materials whose aging

characteristics are not known, repeat

tests over a reasonable time shall be

made on at least one specimen to deter-

mine an appropriate aging period.

Note 7—A suggested procedure is to make
tests at intervals in the series 1, 2, 4, 7, 14, and

28 days from date of construction, until no

change is observ-ed, to the precision of the meas-

urement, between successive tests. A sufficient

number of measurements should be made to

achieve somewhat greater precision than is

otherwise specified in this recommended practice.

The minimum aging period should be the inter-

val beyond which no change greater than the

precision values of 8.7 is observed.

6.3 Testing of Specimens Smaller than

Test Opening—When the test opening is

reduced by means of a filler wall to

accommodate a small test specimen, it is

necessary to consider whether a signifi-

cant portion of the sound is transmitted

by way of the filler wall. Frequently it

will be necessary to measure the trans-

mission loss of the filler wall (fiUing the

entire test opening with a wall construc-

tion similar to the filler wall) . The follow-

ing derivation may be made when the

transmission losses of the complete filler

wall and of the composite wall formed by

the test specimen and filler wall are

known.

6.3.1 The transmission coefiicients Tc

and Tf , for composite and filler walls,

respectively, can be calculated from the

corresponding transmission losses by

means of Eq 2. These may be substi-

tuted in the following expression for the

sound transmission through the com-

posite wall:

TcSc = T,S, + TfSf (5)

or

where:

Sc , S, and S; = areas of the composite

wall, test specimen, and

filler wall, respectively,

and

Tg = transmission coefficient

of the test specimen.

Then the transmission loss of the test

specimen may be calculated from Eq 2.

6.3.2 It is assumed in the above deri-

vation that the two parts of the com-

posite wall react to the sound field in-

dependently of each other, and that the

transmission coefficient of a complete

filler wall is the same as that of the por-

tion surrounding the test specimen.

These simplifications are acceptable as

long as TfSf is small compared to TcSc .

Another obvious limitation of the ac-

curacy of the calculation is the accuracy

of the measurements from which the

difference (tcSc — t/S/) is derived;

again the calculation is most reliable if

TfSf is much smaller than TcSc •

7. Test Signal

7.1 Signal Spectrum—The sound sig-

nals used for these tests shall form a

series of bands of random (Gaussian)

noise containing an essentially continu-

ous distribution of frequencies over each

test band. "Pink" noise, comprising

random noise of equal power per frac-

tional bandwidth, is recommended.

7.2 Bandwidth—The bandwidth of

each test signal shall be one-third octave.

Specifically, the overall frequency re-

sponse of the electrical system, including

the filter or filters in the source and

microphone sections, shall for each test

band conform to the specifications given

in Ref. 6 for a Class II filter or better.

7.2.1 Filtering may be done in the
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source or microphone system or partly

in both, provided that the required

overall characteristic is achieved. Apart

from defining the third-octave bands of

test signals, a filter in the microphone

system serves to filter out extraneous

noise lying outside the test band, includ-

ing possible distortion products in the

source system; a filter in the source sys-

tem serves to concentrate the available

power in the test band.

7.3 Standard Test Frequencies—The
minimum range of measurements shall

be a series of contiguous third-octave

bands with center frequencies from 125

to 4000 Hz. If desired, the range may be

extended in further third-octave steps

downward or upward. Note that extend-

ing to lower frequencies will require

larger room volumes (see 5.2.2).

7.4 Continuous Frequency Sweeps—

A

continuous frequency sweep may be used

if the signal spectrum and bandwidth

meet the requirements of 7.1 and 7.2

throughout the frequency range, and if

the sweeping speed is slow enough that

the same results are observed at the

standard frequencies as are obtained

with a fixed-band system. If a rotating-

vane diffusor is used (5.3.2), the sweep-

ing speed should be slow enough that a

full rotation of the vane is completed

during a third-octave traverse.

7.5 Sound Sources—Preferably more
than one sound source should be used in

order to achieve an energy distribution

as uniform as possible throughout the

room. Corner locations are usually de-

sirable since this provides best excitation

of the greatest number of room modes.

It is recommended that optimum posi-

tions be determined by experiment, hav-

ing in mind the requirements of 8.4.

No source shall be closer than 5 ft to the

test specimen.

7.5.1 Sound Power of Sources—Tht
sound power requirement is dependent

on the room absorptions, the nature of

the test specimen, and the background

noise in the receiving room; the power
must be sufl&cient to meet the require-

ments of 8.5.

8. Measurement of Noise Reduction

(NR)

8.1 The objective is to measure the

difference between the time-space-aver-

age sound pressure levels in source and

receiving rooms. Since only a level differ-

ence is required, it is necessary only to

determine levels relative to a common
reference pressure whose value need not

be known. The term "level" is used in

this sense throughout this section.

8.2 Averaging Time—For each sam-

pling position, the averaging time shall

be sufficient to permit an accurate esti-

mate, from observations of a level meter

or a level record, of the time-average

level. If a rotating vane is used, the

average level shall be determined over a

sufficient time to take account of varia-

tions with vane position.

8.3 Location of Microphones—Micro-

phones shall be located so as to sample

adequately the sound field in each room
space, subject to the following restric-

tions:

8.3.1 No microphone shall be closer

than a half-wavelength (for the center

frequency of the lowest band) to an

extended boundary or diffusing surface

in either room (5),

8.3.2 In" the source room no micro-

phone shall be in the direct field of the

source.

8.3.3 In the receiving room no micro-

phone shall be closer to the test speci-

men than a half-wavelength (for the

center frequency of the lowest band).

8.3.4 For rooms and test signals that

conform to this recommended practice it

will generally be found that the sound

pressure level tends to be the same at all

positions within the restricted space de-

Hneated above. The number and location
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of microphone positions required to ob-

tain a space average to a given precision

(see 8.7) should be determined initially

by a detailed survey of the spaces, espe-

cially at the lower test frequencies. From
such a survey a reduced number of loca-

tions, which yield the same average

result, may be selected for day-to-day

measurements.

8.4 Combining of Level Measurements—
Following the procedures of 8.2 and 8.3,

two sets of sound pressure levels, cor-

responding to the sampHng positions in

the two rooms, will be obtained. If the

spread in a set of readings is no more

than 6 db, the rms space-average sound

pressure level for the room will be given

to adequate precision by taking the

arithmetic mean of the set of levels. For

greater spreads, it is necessary to convert

the levels to pressures-squared, take the

square root of the mean of the pressures-

squared, and convert this back to sound

pressure level. If the averaging is done

by combining microphone outputs elec-

trically, the following precaution must be

taken: squared outputs, rather than

linear outputs, must be combined; the

microphones must be matched in sensi-

tivity within 1 db over the frequency

range of interest.

8.5 Background Noise—Measurements

of background noise should regularly be

made to ensure that the observations are

not affected by noise due to flanking

transmission or other extraneous sound

or to electrical noise in the receiving

system. The background level must be

at least 5 db below the total level due to

signal plus background, and corrections

must be made unless the background

level is more than 10 db below the total

level.

8.6 Microphone Systems and Measur-

ing Procedures—Measurements at the

selected positions in each room may be

made with one or more microphone sys-

tems (Note 8), When several microphone

systems are used, it is necessary to take

account of possible differences in system

sensitivity. Four possible procedures are

given in 8.6.1 to 8.6.4.

Note 8—If several microphones are used,

the term "microphone system" denotes an in-

dividual microphone plus any amplifier and

coupling system associated with it, up to the

common point at which microphone signals are

combined or compared.

8.6.1 Use a single microphone system

to make measurements at each position

in turn; then the principal problem is to

maintain the same source level during

both sets of measurements. The observa-

tions may be processed directly as speci-

fied in 8.4 and 8.7.

8.6.2 Use calibrated microphone sys-

tems in the two rooms and correct each

observed level according to the individual

calibration. In this case, it is desirable

to check the relative calibrations of the

microphone systems frequently enough

to ensure reliable performance. The cal-

ibration should occasionally be done at

all test frequencies.

8.6.3 A procedure that guards against

small errors in system sensitivity is to

repeat the measurement procedure of

8.6.2 with microphone systems inter-

changed between rooms (Note 9). The
two level readings thus obtained for each

position are averaged; these average

values (for each position) form the basic

data for processing as specified in 8.4

and 8.7.

Note 9—It is still necessary that microphone

system sensitivities match closely (within ap-

proximately 1 db) in order that the 6-db crite-

rion of 8.4 may be applied; however, the inter-

changing process tends to cancel out small errors

and also reveals the presence of large errors such

as might result from faulty equipment.

8.6.4 A further modification of 8.6.3

is to interchange the fimctions of source

and receiving rooms, leaving the micro-

phones in the same rooms. This elimi-
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nates the shifting of microphones re-

quired in 8.6.3, but requires a knowledge

of the absorptions of both rooms since

each is in turn the receiving room. In

addition, it may be necessary to modify
the source-room absorption for one or

both directions of measurement in order

to obtain meaningful measurements of

receiving-room absorptions (see 9.1.2).

Each pair may be averaged and added
to 10 log 5 to yield TL.

8.7 Number and Precision of Measure-
ments—A sufficient number of measure-
ments shall be taken to ensure that the

mean value of the Noise Reduction (NR)
is known to within ±1 db (90 per cent

confidence) except for the lowest band,

for which the limit shall be ±2 db.

5 10 15 20

Number of Observations, n

1/2

Note—Standard deviation j^Z (x.- - x)Vn

where Xi are the n observations and i is their mean value.

Fig. 1—Number and Precision of Measurements.

For each direction of test, the levels

for each room are combined (as speci-

fied in 8.4) and the level difiference

may be determined. The two level differ-

ences thus obtained may differ because

of differences between sets of micro-

phones or differences in the two receiv-

ing-room absorptions. By subtracting the

appropriate value of 10 log .42 in each

case, a pair of "normalized" level differ-

ences is obtained that should agree apart

from variations in system sensitivity.

Note 10—For a small number of observa-

tions, Fig. 1 derived from Table II, p. 43 of

ASTM Manual on Quality Control of Materials

(STP 15-C, 1951) gives the standard deviations

required to achieve 90 per cent confidence limits

in the range 0.7 to 3 db. If the basic data are

average levels for the two rooms, the standard

deviation for the noise reduction will be (5i^ -\-

d2^)\ where 5i and ^2 are standard deviations

associated with the two sets of level measure-

ments. Note that variations in microphone
sensitivity should be substantially eliminated

from the observations before the precision cal-

culation is made. The procedure of 8.6.4 does not

conveniently permit this.



9. Detennination of 10 log A2

9.1 The value of 10 log ^2 is obtained

by measuring the rate of decay of sound

(see 4.7) in Room 2, the receiving room,

employing a sound source in Room 2;

then A 2 is determined by means of

Eq 3 (Note 11).

9.1.1 Room Condition—The determi-

nation of 10 log A2 shall be made with

Room 2 in the same condition and micro-

phones in the same positions as for the

measurement of noise reduction (8.

Microphone Systems and Measuring

Procedures). Specifically: the trans-

mitting specimen shall remain in place

so that its effective absorption (which

includes transmission back to Room 1) is

included; the loud speakers needed for

measuring A 2 shall be present during

the measurement of noise reduction, so

that their absorption is included.

Note 11—This is the only absolute method
for determining 10 log A2 For determining

changes in 10 log A2 an alternative method, based

on steady-state sound power considerations, is

presented in "Steady-State Method of Measur-

ing Changes in Sound Absorption of a Room
(RM 14-3)." 3

9.1.2 Room Coupling—Because Room
2 is coupled by the test panel to Room
1, it is possible that the reverberation

measurements in Room 2 will be in-

fluenced by energy transmitted into

Room 1 and then back again during the

decay process (7). The importance of this

feedback process will vary with the ratio

of instantaneous sound levels in the two

rooms. The effect will be small if tS is

small compared to A 1 and A2, or if

Ti/T2 , the ratio of reverberation times

in Rooms 1 and 2, is sufficiently small.

A simple test is to deteiTnine whether

adding more absorption to Room 1

affects the values of T2 ; if not, then the

error is negUgible.

9.2 Number and Precision of Measure-

ments—A sufficient nmnber of deter-

minations of 10 log A 2 shall be taken to

ensure that the mean vjtlue is known to

the same precision as specified in 8.7, for

level difference measurements.

10. Report

10.1 The report shall include the

following :

10.1.1 A statement, if true in every

respect, that the tests were conducted

in accordance with the provisions of

this ASTM recommended practice. Con-

formance with the relevant sections of

Appendix Al shall also be reported

when applicable.

10.1.2 A description of the test speci-

men; it is desirable that the description

be sufficiently detailed to identify the

specimen, at least in terms of the ele-

ments that may affect its sound insula-

tion performance. The specimen size,

including thickness, and the average

weight per square foot shall always be

reported. Wherever possible, the testing

laboratory should observe and report the

materials, dimensions, weight, and other

relevant physical properties of the major

components and the manner in which

they are combined, including a descrip-

tion of fastening elements. A designation

and description furnished by the sponsor

of the test may be included in the report

provided that they are attributed to the

sponsor. The curing period, if any, and

the final condition of the sample, (shrink-

age cracks, etc.) shall be reported.

10.1.3 The method of installation of

the specimen in the test opening, in-

cluding the location of framing or stud

members relative to the edges, and the

treatment of the junction with the test

opening. The use of caulking, gaskets,

tape, or other sealant on perimeter or

interior joints shall be carefully de-

scribed. Clearances around movable
elements such as doors shall be reported.

10.1.4 Sound transmission losses to the

nearest decibel for the individual test

bands as detailed in 7.3. In addition, if a
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frequency sweep is used, a plot of the

continuous TL curve so obtained shall

be included.

Note 12—If results are presented in graphi-

cal form, it is recommended that the ordinate

scale be 2 mm/db and the abscissa scale be 50
mm/decade. If it is necessary to use a larger or

smaller scale, the same aspect ratio as above

should be used. Whenever possible, the ordinate

scale should start at 0 db.

10.1.5 Temperature and relative hu-

midity in the test rooms at time of test.

10.1.6 A statement regarding the pre-

cision of the TL data, as inferred from
the precisions of the two main measure-

ments.

Note 13—Assuming that the precisions

given in 8.6 and 9.2 are just met, and assuming
randomly distributed errors, the 90 per cent

confidence limits for TL determination would
be 1.4 db (2.8 db for the lowest test band).

10.1.7 If a single-figure rating is given,

it shall be the sound transmission class,

as described in "Determination of Sound
Transmission Class (RM 14-2)." ^
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APPENDIX

Al. Preparation and Description of Test Specimens

Al.l Scope

Al.1.1 This appendix constitutes an inter-

pretation and elaboration, for certain generic

types of construction, of the general require-

ments given in 6.1, 6.2, 10.1.2, and 10.1.3. The
types of construction are dealt with in separate

sections, largely independent of each other but

not independent of the main recommended prac-

tice; thus the appropriate sections should be

considered as a supplement to the main rec-

ommended practice. Special details are spelled

out relating to the preparation, installation and

aging of test specimens and the reporting of

such matters.

Al.1.2 The following generic types of parti-

tion are considered:

Masonry Walls (A. 1.3),

Plaster Partitions (A. 1.4),

Wall-Board Partitions (A. 1.5),

Demountable Modular Wall Panel Systems

(A.1.6),

Operable (Folding or Sliding) Walls and

Doors (A. 1.7), and
Swinging Doors (A. 1.8).

A1.2 Composite Construction—If a partition in-

cludes components corresponding to more than

one of the listed types, the appropriate require-

ments of each type shall apply. For example, a

block wall to which plaster is applied shall meet

the relevant requirements of Masonry Walls for

the basic wall and Plaster Partitions for the

plaster layer.

A 1.3 Masonry Walls

Al.3.1 Materials—The material, dimensions

and average weight of an individual masonry

unit, and the material, thickness and average

area of coverage of mortar shall be determined

and reported. The weight per square foot of the-

completed wall shall be determined by weighing

a representative portion of the wall after test.

Al.3.2 Construction—The wall shall be built

in accordance with usual construction practice

except that extra control procedures may be

desirable to ensure maintenance of the specified

dimensions. The construction procedures should

be reported in detail (see also 10.1.2 and 10.1.3).

Al.3.3 Aging—Following construction the

specimen shall be allowed to age a minimum of

28 days before testing. A temperature of 65 to

75 F and 30 to 55 per cent relative humidity are

recommended. For 24 hr immediately prior to

a test, the specimen should be conditioned at a

temperature of 70 to 75 F. and 45 to 55 per cent

relative humidity.

A 1.4 Plaster Partitions

Al.4.1 Materials—The following information

shall be reported:

Al.4.1.1 Studs—Material (state species,

grade and moisture content if wood), true dimen-

sions, spacing in test opening, end fastening con-

ditions, and weight per lineal foot,

Al.4.1. 2 Fillers—Materials, weight per

square foot of wall, location and method
of fastening, and

Al.4.1.3 Lathing—-Material, dimensions of

individual sections and orientation in test speci-

men, weight per unit area of wall, number and
location of fasteners (Note Al), and treatment

of edges of specimen.

Note Al—If a resilient fastening device is

used, an accurate description of its dimensions

and material, preferably in the form of a draw-

ing, shall be reported.

Al.4.1.4 Plaster—Materials, thickness of

each layer, and the method of application. The
weight per square foot of the completed wall

(including studs, other framing members and
filler materials) should be determined by weigh-

ing representative sections after test.

Al.4.2 Construction—The test specimen may
either be built into a suitable frame, which is

then inserted in the test opening, or built into

the opening itself. The type of installation and
the steps in constructing the specimen (for exam-
ple, plastering techniques) should be reported in

detail. The actual thickness of plaster layers

should be determined, for example, by inspection

of representative sections after test (see also

10.1.2 and 10.1.3).

Al.4.3 Aging—Thick coats (greater than

I in.) of gypsum plaster shall age at least 28 days

before testing; superficial coats (| in. thick or

less) shall age at least three days. A temperature

of 65 to 75 F and a relative humidity of 30 to 55

per cent are recommended.

A 1.5 Wall-Board Partitions

Al.5.1 Materials:

Al.5.1.1 Stu<]s—Material (state species,

grade and moisture content if wood), true dimen-
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sions, spacing in test opening, end fastening con-

ditions, and weiglit per lineal foot,

Al.5.1.2 Fillers—Materials, weight per

square foot of wall location, and method of

fastening,

Al.5.1.3 Wallboard—Materials, weight per

square foot of material, number of layers and

thickness of each, orientation of individual

panels in test specimen, location and treatment

of joints, and number and type of fasteners

(Note Al), and

Al.5.1.4 Laminaling Adhesives—Method of

application and thickness.

Al.5.2 Conslrnction—See 10.1.2 and 10.1.3.

Al.5.3 Aging—If laminating adhesives are

used the specimen shall age before testing a

minimum of 14 days for water-base adhesives,

and three days for non-water-base adhesives.

If no laminating adhesives are used, but joints

are finished with typical joint and finishing com-

pounds, the minimum aging period shall be 12 hr.

A1.6 Demoimtable Modular Wall Panel Systems

Al.6.1 Materials and Construction—The test-

ing laboratory shall report as much physical in-

formation as can be determined about the mate-

rials and method of assembly of all components

of the partition including weights and dimensions

of the component parts and the average weight

per square foot of the completed partition (see

10.1.2).

Al.6.2 Installation—Installation of the test

specimen shall be carried out or observed by the

testing laboratory and reported in detail (see

also 10.1.3).

Al.6.3 Aging—If significant quantities of

caulking or adhesive materials are required,

appropriate aging procedures shall be used (see,

for example, 6.2, Al.5.3).

A1.7 Operable {Folding or Sliding) Walls and

Doors

Al.7.1 Materials and Construction—The test-

ing laboratory shall report as much physical

information as can be determined about the

materials and method of assembly of all com-

ponents of the partition including weights and

dimensions of the component parts and the

average weight per square foot of the completed

partition. If the specimen consists of an assembly

of panels, the number and dimensions of panels

comprising the specimen shall be reported. If the

specimen is an accordion-type partition, the

number of volutes, their spacing and width when

c:^tended, shall be reported. Header construction

and dimensions shall be reported. Weights of

header and the hanging portion of the door shall

be given. Latching and sealing devices shall be
fully described.

Al.7.2 Installation—Installation of the test

specimen shall be carried out or observed by the

testing laboratory and reported in detail (see

also 10.1.3). Clearances at the perimeter between
nondeformable portions of door and frame shall

be measured and reported. In particular, any
features of the installation that require dimen-
sional control closer than | in. on height or

width of test specimen shall be reported.

Al.7.3 Operation—The specimen shall not

be designated an operable wall unless it opens
and closes in a normal manner. It shall be fully

opened and closed al least ten times after instal-

lation is completed, and tested without further

adjustments.

Al.7.4 Agiftg—If significant quantities of

caulking or cementing materials are required,

appropriate aging procedures shall be used (see

for example 6.2, Al.5.3).

Al.7.5 The specimen area should include the

header and other framing elements if these con-

stitute a portion of the separating partition in a

typical installation.

A 1.8 Swinging Doors

Al.8.1 Materials and Construction—The test-

ing laboratory shall report as much physical in-

formation as can be determined about the mate-
rials and method of assembly of all components
of the partition including weights and dimen-

sions of the component parts and the average

weight per square foot of the completed parti-

tion. Latching and sealing devices shall be fully

described. The standard size for a single door

specimen shall be 3 ft by 7 ft (inside frame);

departures from this, and the reasons, shall be

noted.

Al.8.2 Installation—lnsta.\\a.tion of the test

specimen shall be carried out or observed by the

testing laboratory and reported in detail (see

also 10.1.3). Clearances at the perimeter between
non-deformable portions of door and frame shall

be measured and reported. Less than j-in. clear-

ance on over-all height and f in. on over-all

width shall be regarded as special.

A 1.8.3 Operation—The specimen shall not be

designated a door unless it opens and closes in a

normal manner. It shall be fully opened and
closed at least 10 times after installation is com-
pleted, and tested without further adjustments.
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Output of a Sound Source in a Reverberation Chamber and Other
Reflecting Environments*

Richard V. Wat'erhouse
National Bureau of Standards, Washington, D. C.

(Received October 21, 1957)

It is important to know the output of a source as a function of position in a reverberation chamber.
Expressions are given for the sound power output of simple monopole and dipole sources as functions of

source position in various reflecting environments. They are obtained by the use of the method of images
and a general formula due to Rayleigh for the output of a number of simple sources. The cases of a dipole

source near a reflecting plane and a simple source near a reflecting edge and corner are treated, and the
effect of the band width of the source is considered. The results apply when the reflectors enclose the source,

as in a reverberation chamber, unless the distance in wavelengths between parallel walls is small and the
absorption in the enclosure is low. Some experimental data are given, and the reverberation chamber method
of measuring the power output of sources is discussed. In the general case of an extended source emitting
nonspherical waves near reflecting surfaces, it may be more convenient to find the variation of power output
with position by experiment than by calculation.

INTRODUCTION

AN important property of sound sources is that their

sound power output and directional patterns in

general vary when they are placed in different positions

near reflecting surfaces.

The effect is caused by the sound reflected from the

reflectors reacting back on the source. This reaction can
be considered as an impedance reflected onto the source.

The reflected impedance varies with the environment,
and thus in general the sound power output of the

source varies with the environment.

The effect is discussed in the literature,^"' and
Fischer^ has given expressions for the dependence on
source-reflector separation for a simple source near a

plane. In this paper expressions are given for various

source-reflector systems that are of interest in architec-
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Fig. 1. Coordinate axes used in derivations in text. cosa = cos^,
cos0= sinfl cos<^, and cos7 = sin^ sin<^. Element of area on a sphere
of radius d with center 0 is smed8d(j>.

* A lecture on this topic was given at a meeting of the Acoustical
Society of America on December 15, 1955.
'Lord Rayleigh, Theory of Sound (Dover Publications, New

York, 1945), Vol. 2, pp. 108-112.
^ H. Lamb, Dynamical Theory of Sound (Edward Arnold and

Company, London, 1931), second edition, pp. 229 and 233.
'L. L. Beranek, Acoustics (McGraw-Hill Book Company, Inc.,

1954), pp. 319-320.
* F. A. Fischer, Elek. Nachr.-Tech. 10, 19 (1933).

tural acoustics, including the case of a dipole source

near a reflecting plane, and a simple source near a

reflecting edge and corner.

These expressions follow from the use of the method
of images and a formula due to Rayleigh for the output

of a number of simple sources. It is shown that, in

general, the power output of the source differs signifi-

cantly from the free-field value if the distance of the

source from the reflector is less than the wavelength of

the sound emitted.

These results are of practical importance in several

ways. For example, they show where a source must be

located in a reverberation chamber if the free-field

value of the power output of the source is to be

measured. They also enable one to estimate to what

extent noise can be reduced or increased by manipu-

lating reflectors near a source^ Such manipulation of

reflectors could also be used to match a source into a

medium.

We first obtain expressions for the power output

variations of some simple types of source and reflector,

and then consider their application to the more compli-

cated source-reflector systems met in practice.

OUTPUT OF SOURCE NEAR PLANE REFLECTOR

Rayleigh's formula^* for the directional pattern DP
of a number of simple sound sources of uniform strength

and frequency, placed at arbitrary positions in space,

can be written

Z)P<x£^ cos (1)
m n

where jfe = co/co, u^lirf, Co is the sound velocity, and /
is the frequency of the sound sources.

^ Rayligh, Collected Papers (Cambridge University Press,

London, 1912), Vol. 5, p. 137.

« H. Stenzel, Elek. Nachr.-Tech. 6, 165 (1929).
' H. Stenzel, Leitfaden zur Berechnung von Schallvorgaengen

(Berlin, 1939) (EngUsh translation by A. R. Stickley, published
by Naval Research Laboratory, Washington, D. C).

8 E. Rhian, J. Acoust. Soc. Am. 26, 704 (1954).
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The path difference of rays from sources m and n

in the direction with direction cosines cosa, cos/S, C0S7

(see Fig. 1) is i.e.,

dmn= {Xrn— Xn) COSa+ — COS,8+ (2„— 2„) COS7, (2)

where (xm,ym,s„) are the position coordinates of the

wth source. is the phase difference between sources

m and n. The term "directional pattern" is defined here

as the part varying with direction in the expression for

the mean squared pressure in the far field of a source.

The sound output W of all the N sources is obtainable

by integrating (1) over a sphere, and can be written

W/Wf= N+2Y. (cos€„.)io(r.„'), (3)

where the sum is taken over every pair of sources. If

only one source is real, the rhs of (3) is divided by N.

Wf=27rk-poCo is the free-field power output of one

source. The spherical Bessel function is jo(rmn)

= {smr,nri')/rmn', aud r„„'= 47r/-m„/A, i.e., Att times the

distance in wavelengths between sources m and n.

rmn=L{x^-Xnr'+ (y™-yn)^+ (s^-Sn)^]*. (4)

From these formulas we can obtain comparable ex-

pressions for the output of a single source near certain

reflecting surfaces, by the use of the method of images.^'^

In this method, sound reflected by the reflector is con-

sidered to emanate from one or more image sources.

These image sources are placed so that their radiation

combines with that of the object source to satisfy the

boundary conditions of the problem.

We consider that the reflectors are rigid and 100%
reflecting, so the boundary condition is that on the

reflecting plane the normal component of particle

velocity is zero. The strength, i.e., peak volume velocity,

of the source is fixed, and independent of the environ-

ment of the source.

For the case of a simple source near a plane reflecting

surface, as shown in Fig. 2(a), one image source is

enough to satisfy this boundary condition, the image

source being equal in strength and phase to the object

source.

The directional pattern of the source plus reflector is

then, from (1)

DPoccos^a, (5)

' 0

4

(a) (b) (c)

Fig. 2. 9 Point source. O Image source. Acoustic images at

one-wall, two-wall, and three-wall reflectors when one point source
is present. The black lines represent the profiles of the reflectors.

' H. Lamb, Hydrodynamics (Dover Publications, New York,
1945), p. 129.

Fig. 3. Theoretical curves
for the relative power out-

put W/Wf of a simple
source as a function of posi-

tion near one-, two- and
three-plane reflectors at

right angles, p and r are

the distances of the source

from the origin along the

lines of symmetry, and
^ = co/co is the wave number.
When the source is many
wavelengths away from the

reflectors, its power output
W approaches the free field

value Wf asymptotically.

The dashed lines are the

asymptotes. See Table II

for the expressions plotted

here.

where a= kx cosa; the reflecting plane is the yz plane of

Fig. 1, and the source is a distance x from it.

The power output W of the source plus reflector^ is

found from (3) to be

W/W,= l+ jo{x'). (6)

PF/ is the output of the source in a free field, for

example, suspended on a string in an anechoic chamber.

The spherical Bessel function j(i{x')= {sinx')/ {%'), and

x'= 47ra;A, i-C, 47r times the distance in wavelengths

from source to reflector.

The power output of the source-reflector combination

can also be obtained by calculating the impedance seen

by the source, as shown in Appendix II.

Expression (6) is plotted in Fig. 3(a). It can be

written in terms of the other variables /, the frequency,

or k, the wave number, as

W/Wj = l+ jo{2kx)

= l+io(47r/a;/co).

(7)

(8)

The form (6) is used here since it is compact and helps

to underline the fact that the position in space of the

source, measured in wavelengths, is the important

variable here.

SOURCE OF ARBITRARY DIRECTIONAL PATTERN

For a sound source of arbitrary directional pattern

Ai= A {6,<j)), the method of images can still be used, but

the image sources must now have particular directional

patterns. If the source is distant x from an infinite

rigid reflecting plane, an image source with directional

pattern A2= A{ir—6,4)) is needed to satisfy the boundary

condition.
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From (1) we then obtain for the directional pattern

DP of source and reflector

DP °^Ai^+A2^+2A 1A2 cos2a. (9)

The power output of the combination is then propor-

tional to

f'f (Ai^+A2^+2AiA2 cos2a) sinddddtj), (10)

using the coordinate system of Fig. 1. The constant of

proportionality is determined by normalization. This

expression can be calculated if the functions ^1= J
and A2= A{Tr—d,<p) are given.

As an example, we take A 1= cosd, using the coordinate

system of Fig. 1, yz being the reflecting plane. This gives

the source a figure-of-eight directional pattern like that

of a dipole source in a free field with the dipole axis

parallel to the x axis. When the source is distant x from

the plane reflector, the directional pattern of the com-

bination is found from (9) to be

DP cos^a sin^a, (11)

and the power output from (10) is given by

W/Wf=l-jo{x')+2Mx'), (12)

where Wf is the free-field value of the power output of

the source, x'^Attx/X, jo{x') = {sinx')/x', ji{x') = \^jo(x'}

— cosx'']/x', and j2(x')= {3/x')ji{x')— jo(x').

Equation (12), which is the same as Eq. (21) given

later in this paper, is plotted in Fig. 4.

EFFECT OF BAND WIDTH

The foregoing results apply to sources emitting sound

at one frequency only. For sources emitting sound at a

few discrete frequencies, i.e., a line spectrum, the re-

sultant effects are obtained by summing arithmetically

x/x

Fig. 4. Theoretical curves for the relative power output W/W/
of a dipole source versus distance x/\ in wavelengths from a plane
reflector. Two cases are shown, with the dipole axis normal and
parallel to the reflector. See Eqs. (21) and (19). The dashed line

is the asymptote.

the effects at the various single frequencies. For sources

emitting continuous bands of noise, analogous results

can be found by an integration, as follows.

For a point source emitting noise with a continuous

band width fi to /2, (5) becomes

£>P-[l/(/2
•'/I

cos^a df, (13)

cx l+ [(sin5/2-sin5/0/5(/2- /i)], (14)

where B= ('iirx cosd)/co.

The relative power output of the source, from (6) and

(8) is

W/W;=l+ [l/(f2 {^fx/c,)dj. (15)

The integral is the sine integral, which is tabulated.

Graphs of (15) for band widths of ±10%, one octave,

and 5 octaves are 'given in Fig. 5. It is apparent that

even with the wide band of 5 octaves the main feature

of the curve remains.

Dipole Source

Expressions for the directional pattern and power

output of a dipole source as functions of distance from a

plane rigid reflector are obtainable from the general

formulas (1) and (3).

When the dipole is in the xy plane of Fig. 1, and its

axis makes an angle with the reflector {yz plane), its

directional pattern is

Z)P « sin^T; cos^a sin^a+cos^Tj cos^;8 cos^a, (16)

and its power output W in terms of W/, the free-field

output of the dipole, is

{w/w,) = \Mi/x')jM
+ism'hi\_{\/x')jr{x')-j,{x')-}, (17)

where j\{x') — \_jQ{x') — cosx'~\/x'

.

When the dipole axis is parallel to the plane, 7/= 0 and

DP oc cos2/8 cos^a (18)

(W/Wf) = l+ Mx')+ j2(x'), (19)

where j2ix')= i3/x')ji(x')- joix').

When the dipole axis is normal to the plane reflector,

77=90° and
DP cc cos^a sin^a (20)

{W/Wf) = l-jo{x')+2j2{x'). (21)

The foregoing expressionsf are tabulated in Table I,

and graphs of (19) and (21) are given in Fig. 4.

These results are of some practical interest. For

t Results (18) to (21) were given in a lecture on this topic to

the Acoustical Society of America on December 15, 1955. More
recently, they were given by U. Ingard and G. L. Lamb, Jr.,

J. Acoust. Soc. Am. 29, 743 (1957).
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Table I. Expressions for the directional pattern and relative power output of a dipole source as

functions of distance x from a plane reflecting wall."

Dipole makes angle n with wall Dipole axis parallel to wall Dipole axis normal to wall

Directional pattern, DP sin^r; cos^a sin^a+cos^?; cos^/3 cos'a cos^i8 cos^a cos^a sin%

Relative power output W/Wf l+ (3/.v')ii(x')+3 sin^[(l/x')ii(.t')-io(^')] ^+ j<>{x')+ ji{x') \- jo{x')+2j2{x')

<^ a =kx cosa; x' =4t.i;/X ; jn(x') = (sinx' ) /x' ;
ji(x') =[io(x') —cosx'^/x'; j-i(x') = {3/x')ji(x') —jo(x'). In Fig. 1, the yz plane is reflecting, and the dipole is

in the xy plane. See Fig. 4 for graphs of some of the expressions here for the relative power output.

example, at low frequencies a loudspeaker with no

cabinet radiates like a dipole, as experimental results

given later show.

OUTPUT OF SOURCE NEAR REFLECTING
EDGE AND CORNER

When a point source is near 2 reflectors at right

angles, 3 image sources are needed to satisfy the

boundary conditions, as shown in Fig. 2(b).

The normal velocity components of the sound from

sources 1 and 2, 3 and 4, cancel on the xz plane, and
similarly for sources 1 and 4, 2 and 3, on the yz plane.

Analogous arguments hold for the case of 3 reflectors

at right angles. Fig. 2(c), where 7 image sources are

needed.

Thus when the source is at {x,y,z) the images in the

three reflector case lieat the points {
— x, y, z), (x, —y, z),

(x,y,-z), (-x,-y,z), ix,-y,-z), (~x,y,-z),

(
— x, —y, — z), and analogously for the two-plane case.

Inserting these image positions in (1) and (3) we
obtain the directional pattern and power output of a

simple source near two-, and three-plane reflectors.

The directional pattern for a simple source at position

xy near a reflecting edge \^xz and yz planes reflecting,

see Figs. 1 and 2(h)'] is

DP cc (cosa cos6)2, (22)

where a= ^.rcosQ:, b=kycosl3, and the coordinate

system and symbols of Fig. 1 are used.

The relative power output is

W/Wj= l+ io(x')+ io(y')+ io(p'), (23)

where x' = 4:Trx/X, y' = 47ry/X, and p'= 47r(x"-f y^) V^.

If the source is confined to the line of symmetry
from the origin, bisecting the angle xoy, its relative

power output is

W/Wj=l+ 2joip'/^)+ joip') (24)

[see Figs. 3(b) and 9].

When the source is at position (x,y,z) near a reflecting

corner the directional pattern is

DP a: (cosa cosb coscy, (25)

where a and b are as in (22) and c= kz cosy, (see Fig. 1).

The relative power output of the source is

W/W,== i+yo(x')+io(y')+io(2')

+ io(pi')+ io(p2')+ io(p3')+ io(0, (26)

Fig. 5. Theoretical curves for the relative power output W/Wf
of a simple source as a function of distance x/\ in wavelengths
from a plane reiiector, when the source vibrates with various band
widths. In the abcissae X= (Xi-|-X2)/2 where Xi and X2 are the

wavelengths at the extremes of the bands. The dashed lines are

asymptotes.

where pi'=2k{x''+f-y^, etc., and r' = 2k{x''+y^+z'')K

When the source is confined to the line of symmetry

from the corner, its relative power output is

W/W,= l+3io(r'M)+3io(r'Vf)+io(r'), (27)

[see Fig. 3(c)].

The above results are tabulated in Table II, and some

graphs are given in Figs. 3 and 6. The results were

obtained by a difi'erent technique in a previous paper.""

Contour maps of Eqs. (17) and (20) are being prepared

with the aid of an electronic computer, and it is hoped

to publish them in a later paper.

The curves in Fig. 3 are caused by interference, and

depend only on the distance in wavelengths between

source and reflector.

The power output variation can be considered to

result from the source seeing a difi'erent radiation re-

sistance R at different positions near the reflector, while

the strength or volume velocity of the source remains

the same. The ordinates in Fig. 3 can all be labeled

R/poCo, as in Fig. 3(b).

The curves can also be considered from the stand-

point of the method of images. For example in Fig. 2(a),

when the source touches the reflector, it concides with

its image; its strength is thus doubled, and its power

R. V. Waterhouse, J. Acoust. Soc. Am. 27, 247, 256 (1950).
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Table II. Expressions for the directional pattern and relative power output of a simple source as functions of

position {x,y,z) near 1-plane, 2-plane, and 3-plane reflectors at right angles."

l-plane reflector (yz plane) 2-plane reflector {xz, yz planes) 3-plane reflector {xy, xz, yz planes)

' ---i\'>
(cosa cos6 cosc)^Directional pattern, DP

Relative power output, W/W/

cos% (cosa cosi)^

1 +jo{x')+ jo(y') +jo(p') l+Mx') +jo (y') +jo (2')

+yo(pi') +jo (P2') +Mp3') +jo {r')

Along line of symmetry l+2jo{p'/^)+Mp') l+ijoir7^)+3Mr'^li)+joir')

« a =/!rx cosa, b =kv cosff, c=kz cosy, cosa =cos9, cos/3 =sin9 cosi^i, and cosy =sin9 sin<^. pi' =2k{x'+y^)^ etc. r' =2k{x'+y'-{-z')^. jis{x') = {sinx')/x'. See
Fig. 1 and Fig. 3 for graphs of the relative power-output functions above.

output integrated over a whole sphere would be

quadrupled. However, only the radiation over | a

sphere can exist, i.e., in front of the plane wall, and the

power output is thus double, not quadruple, the free-

field value.J

For similar reasons, the power output of a simple

source goes up to 4 times the free-field value when the

source is near a reflecting edge and up to 8 times near

a reflecting corner.

Figure 7 shows the interference of the sound-pressure

waves from two point sources. The lower part of the

figure shows the mean pressure distribution for each

source along the line joining the two sources.

When the distance between the sources is less than

one wavelength, the high intensity parts of the fields

interact, and the total energy present is strongly

dependent on the source sepa.ation. When the distance

between the sources is a few wavelengths, the high-

intensity central part of the field of each source is little

affected by the interference of the weak outer field of

the other source. As the separation of the sources

increases, the effect of interference becomes negligible,

and the power output of each source approaches the

free-field value, as shown in Fig. 3(a).

One feature of the curves in Fig. 3 is that for certain

source positions the power output is less than the free-

(o)i.(b){>(c)I

Fig. 6. Decibel plot of curves in Fig. 3.

t See reference 2. Lamb's Hydrodynamics contains an error on
this point (see reference 9, p. 498, lines 5 and 6).

" H. F. Olson, Elements of Acoustical Engineering (D. Van
Nostrand Company, Inc., Princeton, 1947), p. 28.

field value. This occurs in all the regions of the graphs in

Fig. 3 where the curve is below the dashed lines. In such

regions the interference is predominantly destructive,

and the power output of the simple source is not in-

creased but diminished.

For example, m Fig. 2 (c) the output is less than the

free-field output when the source distance r from the

corner is in the region 0.36X<r<0.78X. If the source is

fixed at a distance r= 1 ft from the corner, the corre-

sponding frequency range over which the output is

diminished is approximately the octave 400-800 cps.

Figure 3(c) shows the interesting fact that the destruc-

tive interference of spherical waves near a reflecting

corner can be almost complete. This is perhaps sur-

prising at first sight, in view of the different geometry

of the systems formed by the spherical waves and the

rectangular reflectors.

When the simple source is moved out from the apex

of the corner along the line of symmetry with respect

to the three walls forming the corner, the power output

reaches a minimum of about 7% of the free-field value

at r=0.49X. Thus the destructive interference is about

93% complete.

As this source is moved out from the corner, its output

starts at 9 db above the free-field value, and then falls

to 11.5 db below it in a distance of about X/2. Thus at

this point the drop in sound power output is 20 db from

the initial value, a considerable reduction.

APPLICATION TO ENCLOSURES

The above results for the power output of a source as

a function of position near reflectors were derived under

the assumption that the reflecting surfaces were of

infinite extent, and the question arises as to whether the

results are valid when the surfaces form part of an

enclosure, such as a reverberation chamber or an

ordinary room. When a source radiates in an enclosure,

the sound can be reflected back and forth repeatedly,

and evidently the impedance reflected back onto the

source may differ substantially from the amounts
computed above for nonenclosing reflectors.

In the next section of this paper, experimental evi-

dence is given which shows that the results are valid in

a large reverberation chamber. Here we will mention

physical considerations which indicate that the results
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0 0

Fig. 7. Interference between the wave systems of two point

sources. In the lower part of the figure the rras pressure {p) for

each source is plotted along the line joining the two sources. Along
this line {p) falls off according to an inverse first power law. X is

the wavelength.

are approximately true for any enclosure under two

restrictions.

These restrictions are (a) that the surfaces of the

enclosure other than those being considered as the

reflectors must be distant at least a wavelength from

the source, and (b) that the absorption in the enclosure

must not be too small. Of course, the original limitations

imposed on the reflecting surfaces associated with the

source still hold, i.e., that these surfaces (c) must be

rigid, and perfect or nearly perfect reflectors, and (d)

must be large compared to the wavelength.

Under conditions (a) and (b), the reflected energy

from the far walls of the enclosure (i.e., those walls not

already considered to be associated with the source)

will contribute little reflected impedance to the source.

As an example of the effect of a partial enclosure, we
can consider the case of a simple point source equidistant

from two plane parallel walls. The walls have a pressure

reflection coefficient i? < 1 which is independent of the

angle of incidence of plane waves.

An analysis of this case is given in Appendix I. The
power output of the source depends on the absorption

of the walls, and the distance in wavelength separating

the walls, as shown in Fig. 8. When the distance between

the source and each wall exceeds the wavelength, the

power output of the source differs from the free-field

value by less than 1 db even when the wall absorption

is low.

The image theory of the action of a reflecting environ-

ment on a source can be applied to a rectangular

reverberation chamber, where the impedance reflected

onto the source by the environment will vary with the

distance of the source from the reflecting surfaces and

the dissipation present. From physical considerations

one would expect this to be the case whether the dissipa-

tion occurs at the walls or in the medium, and to be

independent of room shape.

The next question to consider is whether quantitative

criteria can be given for conditions (a) and (b) above.

If the absorption of the enclosure is given, how many
wavelengths away must reflecting surfaces be for the

impedance they reflect on the source to be within given

bounds?

Unfortunately, simple answers are possible only in

simple cases, e.g., for a simple source near a corner, etc.

It should be noticed that the directional pattern of the

source is important here. The impedance reflected from
a reflector onto a source with a pencil-shaped directional

pattern is generally different from that reflected onto a

source emitting spherical waves. For in the former case

nearly all the sound radiated can be reflected back onto

the source by a plane reflector several wavelengths

away, while in the latter case only a small fraction can

be so reflected.

The curves in Figs. 3, 5, and 8, and the experimental

evidence in the next section indicate that for constant

velocity sources of spherical waves, reflectors at dis-

tances greater than A from the source will have small

(less than 1 db or 25%) effect on the power output,

even though the enclosure is very reverberant (e.g.,

average surface absorption coefficient about 3%).
For directional sources, the corresponding distance

will depend on the orientation of the source, and may
exceed X. In such cases, and where the configuration of

the reflecting surfaces is not simple, it may be easier to

measure the variation of power output with position

than to compute it.

EXPERIMENTAL RESULTS

Figure 9 gives some experimental evidence for these

effects. The solid curve is a plot of Eq. (24), and gives

the theoretical variation of the power output of a

simple point source as it is moved away from two
reflectors at right angles.
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Fig. 8. Theoretical curve for the relative power output WIW

j

of a simple point source equidistant from two plane parallel walls.

xl\ is the distance in wavelengths between the walls. The walls

have a pressure reflection coefficient R< \ which is independent
of angle of incidence for plane waves. The curve is a plot of

Eq. (31).
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Fig. 9. Relative power output W/W/ of a simple source as a

function of distance p along the line of symmetry from the origin

at the vertex of a two-plane reflector. The solid line is the theo-

retical curve for a single frequency given by Eq. (24). The curve
for a warbled frequency would be little different, see Fig. 5. The
points are experimental data for a warbled signal 350±50 cps.

The dashed line is the asymptote.

The black dots are experimental points, measured in

the National Bureau of Standards reverberation cham-

ber, two walls being used as the two reflectors.

Loudspeakers 4 in. in diam, mounted in small boxes

filled with mineral wool, were used to simulate simple

sources. They were driven with a warbled signal of

frequency 350±50 cps, which gave a wavelength of

about 3 ft, i.e., about 6 times the box diameter.

The voltage across each loudspeaker voice coil was

kept constant throughout the experiment, in an attempt

to make the loudspeaker cones vibrate with constant

amplitude, as the theory required. The reasonable

agreement obtained between theory and experiment

(see the following, and Fig. 9) indicated that the loud-

speakers used this way did resemble simple sources

of constant strength, except for the near-field region.

One loudspeaker was put in each of the 4 lower

corners of the reverberation chamber. The sound level

in the chamber was measured by fixed microphones as

the sources were moved along the floor away from the

corners of the chamber. The measured sound levels gave

the sound power output of the sources as functions of

position; a uniform reverberant sound field in the

central part of the chamber was assumed. Four sources

were used instead of one to make the sound field more
uniform. The walls of the reverberation chamber were

brick, plastered and painted, giving a sound absorption

coefficient of about 2% at this frequency.

Experimental points could not be obtained very near

the corner owing to the physical dimensions of the loud-

speaker box. The two experimental points shown
nearest the corner are appreciably oflf the theoretical

curve ; this was probably caused by the departure of the

loudspeaker field from the spherically symmetric field

required by the theory. However, the rest of the data

agree quite well with the theoretical curve.

In another experiment, one 4 in. diam loudspeaker

was taken out of its box and used to simulate a dipole

source. It turned out to be unnecessary to use 4 loud-

speakers. A warbled frequency of 300±50 cps was

used.

Figure 10 shows the results when the axis of the

"dipole" was normal to a reflecting wall. The experi-

mental curve is of the same type as that given by the

theory for a dipole, and although there are significant

differences between the 2 curves these can reasonably

be attributed to the loudspeaker source differing from

the ideal dipole source.

Similar experiments were made using 8 in. and 12 in.

diam loudspeakers, and in all cases the main features of

the theoretical curve were confirmed, but the details

varied. It is quite entertaining to perform this experi-

ment in a qualitative way, by moving a loudspeaker

away from the wall of a reverberant room, the loud-

speaker axis being normal to the wall. The increase in

level from the minimum, obtained with the loudspeaker

touching the wall, to the first maximum at a distance of

about 0.3X is quite striking.

Experiments with the axis of the loudspeaker dipole

parallel to the wall were also performed, and give

results which agreed with the theory in a similar way.

Additional confirmation that the theoretical results

apply in a reverberation chamber is given by the experi-

mental results already published'" for the interference

patterns that exist at the boundaries of a reverberant

sound field.

In that case the source was fixed, and the microphone
signal was measured as the microphone was moved
along a certain path near the reflecting wall. If the

chamber is kept constant, it follows from the theory of

reciprocity that if the source and microphone are

interchanged, and the source is now moved along the

same path near the reflector, the microphone must
record the same variation as it did before. This means
the output of the source must vary with its position.

Thus the foregoing results for the source follow by
reciprocity theory from the existence of the interference

patterns in the reverberation chamber, subject to the

restrictions that usually apply in reciprocity theory, for

example that the source, microphone, and any absorbers

present are linear.

An interesting example of reciprocity is that the

variation in signal picked up by a velocity microphone
when moved normal to a reflecting wall is the same as

the variation in output of a dipole source moved along

the same path, excluding the very-near-field region. This

can be seen by comparing Fig. 4 and Eq. (21) of this

paper with Fig. 9 and Eq. (6) on p. 253 of reference 10.

Both the velocity microphone and the dipole source

have the same figure-of-eight directional pattern, the

first as a receiver and the second as an emitter. The
orientation of this directional pattern with respect to

the wall was the same in both cases, of course.
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MEASUREMENT OF THE POWER OUTPUT
OF A SOUND SOURCE

In considering some practical consequences of these

effects, we first inquire how far one assumption used in

deriving the above results will hold in practice. The
assumption was that the volume velocity or vibration

of the source was independent of changes in the im-

pedance it worked into.

Apparently this is true for most sound sources met
in practice, such as transformers, jet engines, appliances,

and loudspeakers, although it is hard to find published

evidence on this point. Such sources are not matched

into the medium, and are little affected by impedance

changes within the limits we are considering here.

The internal impedance of such sources is much
higher than the radiation impedance of the air they

work into. Thus they act analogously to constant

current sources in electricity and deliver power pro-

portional to the load resistance.

A related fact is that such sources are inefficient sound

generators. A transformer whose whole mass is vibrat-

ing, dissipates much more energy in internal friction

than in sound radiation, and its motion is evidently

largely independent of the latter.

At the present time there is some interest in the

measurement of the sound power output of sources ; an

American Standards Association standard on this topic

is in preparation. In this paper we have shown that such

measurements may be affected by the presence of a

reflector in four ways. A reflector can change the power

output, the directional pattern, the extent of the near

field, and the radiation impedance of a sound source.

It is clear then that the position of the source relative

to reflectors must be carefully considered in measuring

its sound power output. One can measure the free-field

value, or some other value near a reflector, or perhaps

both. As an example, if a transformer is always used

mounted on a concrete slab it is probably most useful to

measure its power output in that position, and not

bother with its free-field output.

In measuring the power output of a simple source by
the reverberation chamber method, the source can in

principle be placed anywhere in the reverberation

chamber, and the results corrected to the free-field value

(or the value corresponding to any other position near

plane reflectors at right angles) by using the equations

in Table II. However, the correction varies with

frequency, and the composite correction for the power

output of a broad-band source might be laborious to

compute. Also the results would be restricted to simple

sources.

Thus in practice if the free-field output of a source is

required, it is probably most convenient to place the

source and microphone (s) far enough away from all

reflecting surfaces (walls, floors, ceilings, vanes, etc.) in

the chamber for these interference effects to be negli-

gible. For simple sources, the errors from these effects

will in general be less than 1 db, if the source and micro-
phones are placed at least X/2 from the nearest bound-
aries, and at least 2X, say, from the other boundaries of

the chamber. See reference 10, p. 254.

For a source with a nonspherical-directional pattern
of sound radiation, the corresponding distances will

depend on the orientation of the source, and may exceed
these. In such cases it may be more convenient to find

the variation of power output with position by experi-

ment than by calculation.
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APPENDIX I. OUTPUT OF A SIMPLE SOURCE
BETWEEN TWO PARALLEL WALLS

A simple source is equidistant from two-plane
parallel walls whose separation is x, and whose pressure

reflection coefficient i? < 1 is independent of the angle of

incidence of plane sound waves.

At a point a small distance r from the source, on a line

making an angle 6 with the normal from the source to

the reflectors, K<x and r«X, the potential caused by
the direct and reflected waves is

^={\/r) cos(u>l-kr)+ (R/x)[_cos{ut-kx+kr cosO)

-{-cosiwt—kx—krcosd}^

+ {R'/2x)lcos{wi-2kx-\-kr cosd)

+ cosicot-2kx-krcose)^-\ (28)

= (1/r) cos{o:t—kr)

-\-2{A cosu)t+B sinwO cos(^r cos^) (29)

0 .23 .50

X/X

Fig. 10. The curve is taken from Fig. 4. The circles are experi- 1

mental points measured in a reverberation chamber, for the
relative power output W/W/ of a dipole source (axis normal to

reflector) vs distance x/X in wavelengths from a plane reflector.

See text.
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where

and

A = J^ (R"/nx) cosnkx
7>=1

B=Y, (R"/nx) sinnkx. (30)

From (29) we obtain the pressure p= —poidip/di)

and the radial particle velocity v=d\p/dr. Next the

mean value of pv, i.e. (pv), is taken, and this expression

is integrated over the surface of the sphere of radius r.

Then the power output of the source is

W=lhn 47rr^
r-*0

I {p-v) si

= 2irpauik{\+2B/k)

sindde

I.e.

W/W^=l+{2/kx) tan-i[(;? smkx)/il-R coskx)'],

R<1, (31)

where W/is the output of the source in a free field.

¥oiR=l,

W/Wj=].+ {ir/kx), Q<kx<2ir

= \-^{2>ir/kx), 2-17 <kx< Air, etc.

The solution is finite for all nonzero values of kx ; the

energy escapes between the walls. For R=\, the value

of W/Wf jumps discontmuously from | to f at kx=2w,
and jumps from f to 5/4 at kx= 4T, etc.

Equation (31) is plotted in Fig. 8. StenzeF gives

expressions in the form of infinite series for the velocity

potential in some more general cases of this type.

APPENDIX II. IMPEDANCE REFLECTED ONTO
SIMPLE SOURCE BY PLANE REFLECTOR

The output of two point sources was calculated by

Rayleigh^ by finding the mean-squared pressure at a

point in the far field, and integrating this over a spheri-

cal surface. A diilerent method, based on the fact that

the reaction of a source (or a reflector) on another

source can be considered as a reflected impedance, is as

follows.

We consider first a source similar to a simple point

source, but with a small finite radius € ; the source is thus

a pulsating sphere, with volume velocity independent

of e. The center of this sphere is distant x from a plane

rigid reflector, €<3Cx, e«X.

The potential ^ at a distance r from the source center,

e<r«.r, X, can then be written

ip= (l/r) expi{o}t—kr)

H-(l/2.r) expf(w/— 2^x+^r cos^). (32)

The corresponding pressure and velocity are given

by ^= —p{d\p/dt), v= {dyp/dr), and the impedance seen

by the source is

Z=p/Airrh at r=e (33)

= {fMk/AT)\J.+ {&\ri2kx/2kx)

+i{\/ki+co?,2kx/2kx)'}, (34)

dropping second-order terms. Thus Z=Zo+Zr, where

Zo is the free-field value of the impedance, and Zr is the

reflected impedance. We then have

VOLTAGE

CURRENT/^
= 47r

(Q)

(b)

Fig. 11. Equivalent cir-

cuits for a sound source
consisting of a small pul-
sating sphere of radius e«X.
Zr is the reflected imped-
ance caused by a plane re-

flector. In the Hme-^o the
source becomes a simple
point source.

Zo= lim Z

= {poik/^){\+i/kt)

(35)

(36)

(37)

Equation (34) is equivalent to the electrical circuit

shown in Fig. 11(a) which can be transformed to that

shown in Fig. 11(b). In the latter, the mass reactance

proportional to l/kt is shunted across the source and

becomes infinite as the source approaches a point source

of the same volume velocity, i.e., as e—K); the source then

works into the free-field radiation resistance Rq, due to

the medium, in series with the reflected impedance Zr.

From (36), Ro= puik/AT, and the free-field power

output of the source is {P}Ro, where (P) is the mean-

"H. Stenzel, Ann. Physik 43, 1-31 (1943).
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squared volume velocity. The reflected impedance,

due to the presence of the reflector, is

Zr=Rr+iXr (38)

= {pckyATr)\_j,{x')+in,{x')~\ (39)

= {pck''/4^)hoix'), (40)

where ^0(^1;') and no(x') are spherical Bessel function of

the first and second kind, and x'==2kx; ho(x') is the

spherical Hankel function. A plot of Rr vs Xr gives the

usual impedance spiral, see Fig. 12. If the reflecting

wall is not rigid, but gives a "pressure release" boundary-

condition (p= 0), the corresponding reflected impedance

is the same as (40) but negative.

It is emphasized that these impedances'' a^pply on\y

to a simple point source. The same reflector will in

general reflect a different impedance onto a different

type of source, for example, a line source.

The power output of the point source in the presence

of the reflector can be calculated in three different

ways. (1) By integrating (p^), the mean-squared pres-

sure, over a surface in the far field which encloses the

source. (2) By integrating (/'I'normai) over any convenient

surface enclosing the source, as was done in Appendix I.

" G. Laville and T. Vogel, Acustica 7, 101 (1957).

Fig. 12. Impedance diagram showing how the impedance
Zr= Rr+iXr, rcflectcd from a plane reflector onto a simple source,

varies with kx.

(3) By taking the product (P)Re[lLmr-»o(/'/47rr^)3 as

above. From (34) this gives

(P) (pa)/fe/47r) [1+ ism2kx/2kx) ]= y[l+ 70 (a;')]

the same as (6).

Reprinted from The Journal of the Acoustical Society of America, Vol. 30, No. 1, 4-13, January, 1958
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AMERICAN SOCIETY FOR TESTING AND MATERIALS
1916 Race St., Philadelphia 3. Pa.

Reprinted from Copyrighted 1966 Book of ASTM Standards, Part 14.

Standard Method of Test for

IMPEDANCE AND ABSORPTION OF ACOUSTICAL
MATERIALS BY THE TUBE METHOD^

ASTM Designation: C 384 - 58

Adopted, 1958

This Standard of the American Society for Testing and Materials is issued

under the fixed designation C 384; the final number indicates the year of orig-

inal adoption as standard or, in the case of revision, the year of last revision.

Scope

1. {a) This method of test is limited

to the use of apparatus consisting of a

tube of uniform cross-section and fixed

length, excited by a single tone of select-

able frequency, in which the standing

wave pattern in front of a specimen

upon which plane waves impinge at

normal incidence is explored by means

of a moving probe tube or microphone.

Note.—The most generally accepted method

employed for determining the sound absorption

coefficients of acoustical materials, used as

surface treatment in rooms, is the reverber-

ation chamber method. Its acceptance is based

on the fact that field conditions can be closely

simulated as regards the incidence of sound

waves at random angles and the method of

mounting the test specimen. Its disadvantages

are that it is relatively expensive and time-

consuming, requires a large specimen, and in-

volves elaborate test facilities. The tube method

however, is a comparatively simple and rapid

technique requiring a sperimen of only 1 sq

ft or less.

* Under the standardization procedure of the

Society, this method is under the jurisdiction

of the ASTM Committee C-20 on Acoustical

Materials.

{b) This tube method provides ab-

solute measurement of the normal in-

cidence sound absorption coefficient and
the specific normal acoustic impedance

of a material. Normal incidence coeffi-

cients, as measured by this method, are

considerably lower than random in-

cidence values, which more closely

represent the performance of the ma-
terial in a room; and there is no simple,

unique relation between the two values.

Means of estimating random incidence

values from the measured normal in-

cidence data are given in Appendix 1.

Range of Application

2. (a) The lower limit of the fre-

quency range over which measurements

may be made is determined by the

length of the tube, and the upper limit

by its diameter, as explained in Section

6. In tubes of practical design, accurate

measurements can be obtained over a

continuous frequency range of 10 to 1,

and rough indications are possible over

a 20 to 1 range.

{h) Normal incidence absorption co-

efficients may be measured from a
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maximum value of 1.00 to a minimum
value determined by the largest stand-

ing wave ratio obtainable with the

highly reflective, rigid plate in place of

the sample. With the use of reasonable

care in the construction of the apparatus

and in the selection of equipment, a

minimum value of normal incidence

coefficient of 0.04 ± 0.01 can be meas-

ured at most frequencies.

(c) The range of acoustic impedance

values which is of interest in connection

with acoustical materials, and to which

this method is applicable, corresponds

to an acoustic resistance of 0 to 10, ex-

pressed in pc units (see Section 4 (a)),

and an acoustic reactance of —20 to

+20.

Significance of Test

3. (a) Acoustical materials have the

property of absorbing a considerable

portion of the energy of sound waves

which strike their surface. They are

used chiefly as interior finish for the

walls or ceilings, or both, of rooms for

the purpose of reducing excessive room
reflection and reverberation and thus

controlling noise and improving hearing

conditions. The acoustical effectiveness

of a material is stated in terms of its

sound absorption coefficient, which is de-

fined as the fraction of the energy of

incident sound waves absorbed by the

material. Measurement of this quantity

is of value both for predicting the re-

sults of the installation of a material in

a given room, and for rating materials

on a comparative basis. The absorption

coefficient of a material in general varies

with the frequency of the sound, the

angle of incidence of the sound waves,

and the method of mounting the ma-

terial.

{b) The acoustic impedance of a ma-
terial is a quantity which is related

mathematically to its absorption coeffi-

cient, but which can be correlated more

readily with physical properties of the

material than can the absorption coeffi-

cient alone. Impedance measurements

are therefore useful in basic research

and product development of acoustical

materials.

Symbols and Definitions

4. (a) Symbols.—The symbols used in

this method are defined as follows;

other symbols will be introduced and

defined more conveniently in the de-

tailed description of the procedure:

an = normal incidence sound absorp-

tion coefficient,

2 = specific normal acoustic imped-

ance = r -\- jx,

r = specific normal acoustic resist-

ance,

j = V^,
X = specific normal acoustic reac-

tance,

pc = characteristic acoustic impedance

of free air = 41 .5 cgs units (z, r, and

X are customarily expressed in

terms of their ratio to pc),

L = corrected or "true" value of the

difference in decibels between the

maximum and minimum sound

pressure levels in the standing

wave pattern in the tube,

A = distance from face of specimen to

nearest minimum in standing

wave pattern, measured in any

convenient unit, and

A = distance from first to second

minimum in standing wave pat-

tern, measured in same unit as

A.

{b) Normal Incidence Sound Absorp-

tion Coefficient.—The normal incidence

sound absorption coefficient, OLn, of a

material, assumed to have a surface of

infinite extent, is the fraction of nor-

mally incident sound energy absorbed

by the material. The absorption coeffi-

cient will in general depend both on the
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characteristics of the material and on its

method of mounting.

{c) Specific Normal Acoustic Imped-

ance.—The specific normal acoustic im-

pedance, 2, of the surface of a material

is the complex ratio of sound pressure

to the component of particle velocity

normal to the surface. This quantity

will be hereafter referred to simply as

acoustic impedance. The real and imag-

inary components of the impedance are

termed the specific acoustic resistance,

r, and the specific acoustic reactance, x,

respectively. The relation of acoustic

impedance to the normal incidence

Oscillotor

gible sound energy, at one end of which

is a source of sinusoidal plane waves and

at the other end of which the specimen

is mounted. The required test equip-

ment is shown schematically in the

block diagram of Fig, 1. An audio

signal generator drives a loudspeaker

which transmits plane waves longi-

tudinally along the tube. Waves of

reduced amplitude are reflected by the

specimen and combine with the in-

cident waves to form a standing wave
pattern along the tube. This pattern is

explored by the movable microphone or

probe on the axis of the tube, whose

Output

Indicotor

K\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\^^^

ll . M I

Microphone Position Scale

Fig. 1.—Schematic Diagram of Basic Requirements for an Acoustic Impedance Tube.

sound absorption coeflacient,^ is as

follows:

ttn = 1
_ Vz/pc - 1>

\_z/pc + 1 J

Outline of Method

5. (c) The equipment used, an im-

pedance tube of the moving microphone

type, consists essentially of a long tube,

usually round or square, of fixed length

and uniform cross-section, with rigid

walls which transmit or absorb negli-

2 E. T. Paris, "On the Reflection of Sound
from a Porous Surface," Proceedings, Royal
Society, Vol. 115, p. 407 (1927).

output is fed through an electrical filter

to an output-indicating device which

indicates the relative pressure ampli-

tudes at the maximums and minimums
in the standing wave pattern. An addi-

tional requirement for determination of

acoustic impedance is a calibrated scale

indicating the position of the microphone

or probe in the standing wave pattern

with respect to the face of the specimen.

{b) The normal incidence coefficient,

«„, is determined by measuring the

difference in decibels, L, between the

maximum and minimum pressure ampli-

tude in the standing wave pattern
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(standing wave ratio), and inserting

this value in the formula.^-
*

= 1

[

(logio-'(V20)) - 1

(log,o-ia/20)) + 1_

The relation of a „ to L is shown graphi-

cally in Fig. 2.

(c) In order to determine the acoustic

impedance z = r -\- jx from tube meas-

urements, it is necessary to determine

L, the standing wave ratio in decibels,

Di, the distance from the face of the

specimen to the first minimum, and A,
the distance between two successive

1.00

Computational charts of the above
equation are shown in Figs. 3 and 4,

from which r/pc and x/pc may be read

directly from the measured values of L
and D1/D2. Formulas for plotting these

charts are given in Appendix II, to-

gether with information on the "Smith
Chart" which is available in published

form.

Apparatus^

6. (a) Impedance Tube:

(!) When measurements are made of

two successive minimums, as is recom-

c
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Fig. 2.—Curve Showing Relation of Normal Incidence Absorption Coefficient to the Difference
in Decibels L Between the Maximum and Minimum Sound Pressures.

minimums, which is equal to the half

wavelength for the particular test fre-

quency being used. These values are

inserted in the following formula:^

z/pc = coth U + jB)

where:

A = coth-> [logifl-i (L/20)]

B = 7r(i - A/i?2)

^ H. O. Taylor, "A Direct Method of Finding
the Value of Materials as Sound Absorbers,"
^hys. Rev., Vol. 2, p. 270 (1913).

* H. J. Sabine, "Notes on Acoustic Imped-
ance Measurement," Journal Acoustical Soc.

Am., Vol. 14, No. 2, p. 143 (1942).
^ L. L. Beranek, "Acoustic Measurements,"

John Wiley & Sons, Inc., New York, N. Y.,

pp. 309-326 (1949).

mended for best accuracy, the length, /,

of the tube, in feet, shall be not less

than the value given by the following

relation:

^
1000

where is the lowest frequency for

which measurements are desired.

(2) Under certain conditions, as ex-

plained in Section 9 (d), Item (i),

measurements may be made with satis-

factory accuracy using only the first

* Manufactured equipment and instrumen-
tation meeting the requirements of this method
are available from B & K Instruments, Inc.,

3044 West 106th St., Cleveland 11, Ohio.
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Fig. 4.—Relation of r/pc and x/pc to L and Z>i/A. Z. «= 0 to 10.

For a tube of square cross-section, the

inside dimension, ds, of a side, in inches,

shall be not greater than the value

given by the following relation:

7000

Jmax

where jmax is the highest frequency for

which measurements are desired.

(5) The interior cross-sectional area

of the tube shall be uniform from end to

end within 0.2 per cent.

{6) The tube walls shall be massive

and rigid enough so that dissipation of

sound energy through them by vibra-

tion is negligible. For an inside diameter

of about 3 in., steel or brass tubing of

minimum. In this case the length of the

tube in feet shall be not less than the

value given by the following relation:

/
_ 330

fmin

(J) In either case, readings of pres-

sure minimums shall not be taken at

any point closer to the source end of the

tube than one tube diameter.

(4) The inside diameter, d, of a

cylindrical tube, in inches, shall be not

greater than the value given by the

following relation:
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not less than j-in. wall thickness is satis-

factory, with proportionately thinner

walls for smaller diameters. For larger

tubes it is advisable to use thicker walls

as far as possible, and to provide further

damping of vibration by a sand-jacket

of at least 1-in. thickness.

(b) Requirements for Measurement of

Low Values of Absorption Coefficient.—
The standing wave ratio, L, in the

empty tube with a reflective termination

shall be at least 5 db greater than the

standing wave ratio corresponding to

the lowest absorption coefficient it is

desired to measure. For example, a

standing wave ratio of 40 db represents

a„ of 0.04, so that a standing wave
ratio for the empty tube of at least 45

db is required to permit measurements

as low as this value to a precision of one

significant figure. Factors which tend to

reduce the standing wave ratio in the

empty tube are: the presence of har-

monics in the test signal, dissipation of

sound energy by the tube walls or the

reflective termination, presence of meas-

urable ambient noise at the microphone,

electrical noise in the microphone

amplifier including 60 cycles and its

harmonics, lack of sufficient filtering in

the microphone circuit, and, in the case

of a probe tube, by-passing of the signal

to the microphone by paths other than

through the end of the probe tube. In

general, 50 db is about as high a stand-

ing wave ratio as can be obtained by

reasonable precautions, and is adequate

for all practical work with typical

acoustical materials. Since the value of

L enters into the determination of the

components of the acoustic impedance,

the same requirement on empty-tube

standing wave ratio applies for making

measurements on materials having high

values of acoustic impedance.

(c) Microphone or Probe Tube.—The
microphone or probe tube, together

with any supporting fixture inside the

tube, shall have a cross-sectional area

not greater than 5 per cent of the cross-

sectional area of the impedance tube.

The wall thickness of the probe tube

shall be not less than approximately

one eighth of its outside diameter. The
position of the microphone or end of

the probe shall be maintained within

one tenth tube diameter from the

central axis of the tube. Any supporting

assembly required to do this shall be

effectively vibration-isolated from any
part of the tube or sound source.

{d) Microphone Output Measuring

Equipment.—The microphone amplifier

and indicating meter shall be capable of

measuring standing wave ratios up to

50 db to a precision of 0.2 db at all fre-

quencies used. The microphone and all

associated output measuring equipment
shall have deviations from stability

and amplitude linearity of not more
than 0.2 db at all measuring levels and
frequencies. The stability shall apply

to a time interval of 10 min and a

range of ambient temperature of 70 to

90 F. At all measuring frequencies there

shall be sufficient filtering in the micro-

phone circuit that the harmonic content

of the signal with the microphone or

probe at a pressure maximum is at

least 50 db below the fundamental.

(e) Sound Source.—The sound source

may be a direct radiator loudspeaker or

a horn-driver unit and may be secured

directly to the end of the tube or to a

45 or 90-deg elbow. Precautions shall be

taken to avoid direct transmission of

vibration from the sound source to the

microphone probe where it enters the

tube. If a horn-driver is used, it shall be

coupled to the tube through a short

exponential horn section; or if it is set

into a flat plate covering the end of the

tube, this plate shall be completely

covered with a 1 to 2-in. thickness of

loose felt or mineral wool.
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(/) Sound Generating Equipment.—
The oscillator and loudspeaker shall be

capable of generating tones of sufficient

purity that the harmonic content of the

signal after the filter in the microphone

circuit will not exceed the value speci-

fied in Paragraph {d). The amplitude

stability of the signal generator and
loudspeaker shall be the same as that

required for the microphone and its

associated equipment, as stated in

Paragraph {d). The frequency stability

of the signal generator shall be such that

sudden fluctuations are no greater than

0.1 per cent, and drifts between the

measurement of two minimums at the

same nominal frequency are no greater

than 0.3 per cent. The frequency calibra-

tion of the signal generator shall be ac-

curate to ±2 per cent.

(g) Microphone Position Measurement.

—The device for measuring distances

A and Z?2 shall be accurate to ±0.2
mm. The scale may be in arbitrary

units, since only the ratio of A to A is

needed.

Sampling

7. Measurements shall be made when
possible on a sufficient number of speci-

mens from the available sample to

provide a clear indication of the varia-

bility of the material.

Mounting of Specimen

8. (a) Tubes for measuring specimens

of commercial acoustical materials are

commonly designed either to accom-

modate a 12 by 12-in. tile, which is

nondestructively tested in a tube of

square cross-section, or to receive a

disk-shaped specimen cut from a sample

for testing in a cylindrical tube of the

same diameter. In any case, the shape

and area of the specimen shall match
closely that of the tube cross-section.

This can be assured by having the

specimen holder, whether detachable or

not, form a direct extension of the tube

cross-section.

{h) Specimens normally are tested

with a rigid backing, which is either

brought up in contact with the back of

the specimen, or is spaced away a

specified distance. The backing shall be

a sohd steel or brass plate of at least

|-in. thickness for cylindrical tubes up
to 4-in. in diameter, and increasing to

1-in. thickness for 12-in. square tubes.

The backer shall fit snugly in the speci-

men holder with as nearly airtight a

seal as possible, consistent with free

movement. The backer may be provided

with a lead screw and crank, or with a

sliding rod and set screw, by which it

may be anchored rigidly in the desired

position.

(c) The impedance and absorption

coefficient of a material can be affected

quite strongly by mounting conditions,

and these must be carefully controlled

and specified in order to obtain con-

sistent results. The general requirements

are that the specimen fit snugly in the

holder, so that errors are not intro-

duced by motion of the specimen as a

whole under vibratory sound pressure or

by absorption in the crack around the

edge. In the case of the disk-shaped

specimens cut from tiles or other com-

paratively rigid materials, the specimen

shall be cut closely enough for a snug,

but not a forcing fit, and the crack

after mounting in the holder shall be

sealed thoroughly with heavy grease

(such as water-pump grease) or Plas-

ticene. The specimen can be held more

firmly, if necessary, by greasing the

entire edge.

id) In cutting disks of perforated ma-
terial, the position of the cut shall be

chosen so that the number of perfora-

tions per unit area of the disk is as close

as possible to the number per unit

area in an extended field of the perfora-

tion pattern. An alternate method is to



cut several disks at random positioning

and record the spread and average of

the data.

(e) In testing 12 by 12-in. tile in a

square specimen holder, it is generally

not practical nor necessary to seal the

edges, first because the joints between

tile as laid up on the job normally con-

tribute to their absorption, and second

because absorption around the edges in

proportion to the total absorption by
the face is much less in a 12-in. square

specimen than in the 2 to 6-in. diameter

specimens generally tested in cylindrical

tubes. There is, however, much greater

hkelihood of errors due to motion of the

specimen as a whole, particularly with

thin, rigid, light-weight materials. This

motion may occur either integrally if

the specimen is not firmly held, or

diaphragmatically if it is clamped so as

to create flexural tension, or if the speci-

men is warped. In some instances, it

may be desired to simulate field mount-

ing conditions and the degree of sample

motion characteristic of them, such as

nailing to wood furring, or spot-cement-

ing to a solid backing. In any case, the

intermediate mounting structure used

shall be solidly anchored to the rigid

backing of the specimen holder, and the

movement of the specimen shall not be

restricted in any manner other than by
the simulated mounting. At the same

time, when impedance measurements are

wanted, means shall be provided to

position the specimen accurately with

respect to the distance scale of the

microphone.

Procedure

9. (a) Test Frequencies.—Test fre-

C[uencies shall be chosen from the series

125, 250, 500, 1000, 2000, and 4000

cycles, with additional intermediate or

extended frequencies if desired.

(b) Measurement of Microphone Dis-

tance (required for impedance measure-

67

ment only).—In order to measure the

distance, Di, from the face of the speci-

men to the first pressure minimum, it is

necessary to know the position of the

acoustic center of the microphone or

probe with respect to the external

scale on which the microphone position

is measured. The acoustic center of the

microphone is the point in space with

respect to its physical geometry at

which the sound pressure is registered

by the microphone. For example, a

probe tube connected to a microphone

responds to the sound pressure which

exists a short distance out from the end

of the probe instead of exactly at its

physical end. The distance. A, therefore

is the distance from the specimen face

Fig. 5.—Correction for Acoustic Center of

Microphone.

to the acoustic center of the microphone

when it indicates the first pressure

minimum. Since the acoustic center is

not readily apparent from the geometry

of the microphone, and in general varies

with frequency, it is necessary to deter-

mine it experimentally. This shall be

done as follows:

Place a massive, rigid, highly reflec-

tive surface, such as the backing plate

of the specimen holder, exactly in the

position established for the specimen

face, taking precautions to provide an

airtight seal around its edges. Move the

microphone or probe so that it makes
firm and fixed physical contact with the

plate. Establish this position as zero on

the microphone distance scale ^^see Fig,

5). Move the microphone until the first
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pressure minimum is indicated, and

record the scale reading as Ri. Locate

the second pressure minimum and re-

cord the scale reading as R2. As shown
in Fig. 5,

Ri = Di + c

R2 = Di + Di + c

where c is the difference between the

acoustic center of the microphone and
its point of physical contact with the

reflective plate. For a highly reflective

termination it may be assumed that

Di = 0.5 Z>2. Therefore,

c = Ri- 0.5 (Ri - Ri)

= Ri- 0.5 A
The correction, c, shall be determined

in the above manner for each measuring

frequency and applied to all scale

readings for the first pressure minimum
for the measurement of A- In deter-

mining Z>2, the correction may be ap-

plied to both scale readings Ri and R2,

or to neither, whichever may be more
convenient.

(c) Measurement of Specimen Loca-

tion.—In mounting specimens for imped-

ance measurement, their faces shall

coincide as closely as possible with the

fixed plane which has been established

as the face position. In the case of very

soft or rough materials there may be

considerable uncertainty as to how
closely the actual face is lined up with

the face position. This may be partly

resolved in interpreting the measure-

ments by recording accurately the dis-

tance from the face position to the

solid backing behind the specimen.

{d) Variation of Minimums Due to

Tube Attenuation.-—Both the incident

and reflected waves undergo slight at-

tenuation along the length of the tube

which, if the tube walls are suitably

massive or highly damped, is due essen-

tially to the viscosity of the air at the

inner surfaces of the tube. The net

effect on the standing wave is an in-

crease in the values of the successsive

pressure minimums with respect to

distance from the specimen, with

negligible change in the values of the

maximums. For frequencies above which

two minimums can be measured, the

true value, L, of the standing wave
ratio shall be determined experimentally

for each measuring frequency and each

specimen by extrapolating the observed

Fig. 6.—Variation of Pressure Minima with
Distance from Sample, Due to Attenuation
Along Tube.

0 0.2 0.4 0.6 0.8 10 1.2 1.4 1.6 1.8 2.0

l'-l"

Fig. 7.—Chart for Determining L from Ob-
served Values L' and L", for Di/Di = 0.5.

values, L' and L" , to the face of the

specimen (see Fig. 6). If L' and L" do

not differ by more than 2 db, and if

D1/D2 lies between 0.4 and 0.6, the

extrapolation may be performed within

±0.2 db, which corresponds to the

specified accuracy of this method, by

use of the chart in Fig. 7. Outside these

limits, the value of L shall be deter-

mined by the following relations:
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Z, = 20 logio (l/i/'),and

where:

logio-' U720)
, and

logio-i (i"/20)

(e) Measurements Using One Mini-

mum.—As mentioned in Section 6 (a),

Item (2), measurements of absorption

coefficient and impedance may be made
within the specified accuracy of this

method under certain conditions at

frequencies so low that only one mini-

mum can be obtained in the available

tube length. The first of these conditions

is that the tube walls be sufficiently

free from vibration that attenuation

along the tube length will be due es-

sentially to air viscosity. The true

value, L, of the standing wave ratio

shall be determined from the following

relations:

L = L' + C,

C = 20 logi,
4^' - aDi

, and

a = attenuation constant for cylindrical tube

= ^ X ^Q"^
. . . (Kirchoff formula)'

R

where:

Di = distance from specimen face to

first minimum,
R = tube radius,*

f = frequency, and
R and A must be in the same units.

If the tube is long enough so that a

maximum can be found between the

first minimum and a point one tube

^ L. L. Beranek, "Acoustic Measurements,"
John Wiley & Sons, Inc., New York, N. Y.,

p. 72 (1949).
* The formula as given applies only to tubes

of circular cross section. Although there is no
simple expression for tubes of square cross sec-

tion, it is suflB.ciently accurate to substitute d/2
for R in the above formula, where d is the in-

side dimension of one side of the cross section
of a square tube.

diameter away from the source end, the

value of L' shall be taken as the differ-

ence between this maximum and the

first minimum. If this maximum does

not occur within the available tube

length, the highest value of sound

pressure obtainable immediately in

front of the specimen face shall be taken

as a maximum for determining L',

provided that this value does not de-

crease by more than 0.2 db as the

microphone or probe is moved away
from the specimen face over a distance

of 0.01 wavelength.

(/) The requirements and procedures

in Paragraphs {a) to {e) apply to ab-

sorption coefficient measurements. If

impedance measurements are to be

made using one minimum, the following

additional conditions and steps are re-

quired: Since in determining the ratio

Di/Di only A can be measured directly

at the frequency, /, it is necessary to

determine A from the value A' meas-

ured at a higher frequency, for which

two minimums are obtained. The value

of A is determined by the following

relation:

/

In employing this procedure, the fre-

quency stability of the signal generator

shall be within 0.3 per cent during the

time required to make readings at the

two frequencies, and the ratio of the

frequencies, / and shall agree with

the calibration of the generator within

0.3 per cent. The temperature of the

air in the tube shall not vary more than

3 F during the time required to make the

two readings.

Report

10. (a) Absorption coefficients shall

be specifically stated to be normal

incidence values, and shall be reported

at each test frequency to the nearest

multiple of 0.01. If estimated random



incidence values are included, the

method of making the estimate shall be

clearly stated.

(b) Acoustic impedance values shall

be reported at each test frequency as

the ratio to pc of the acoustic resistance,

r, and the acoustic reactance, x. For

example, r/pc = 3.25, x/pc = 5.60.

Values of the ratios shall be recorded

to the nearest multiple of 0.05.

(c) When several specimens of a

sample are tested, the individual values

shall be recorded and their average

shown. If a single specimen is tested,

this fact shall be noted.

Precision

11. Tests by this method should

enable absorption coefficients to be

determined to an incremental precision

of ±0.01 over a range from 0.04 to

1.00. It is difficult to state the corre-

sponding precision of impedance meas-
urements in simple terms, but it will

vary approximately between 0.05 and
0.2 pc units.

APPENDIX I

Relation of Normal Incidence to Random Incidence
Absorption Coefficients

Al. (a) If plane waves of sound fall on a

material at an angle, 9, the sound absorption

coefficient, ag, depends on d. When a material is

placed in a reverberant sound field, that is, a

sound field in which equal sound energy falls on

the material from all directions over a hemis-

phere, the corresponding sound absorption

coefficient is sometimes called the statistical

absorption coefficient, aatat- This parameter,

a»<o«, is much more useful than «„, the normal

absorption coefficient, since in practice acoustic

materials are exposed to sounds from all angles.

oc,tat generally exceeds a„ by a significant

amount.

(b) The conditions necessary for measuring

a,tat are closely approximated in well-designed

reverberation chambers. The measured values

thus obtained are termed arev- Measurements

of artv are, however, expensive and time-con-

suming, and it is often desirable to obtain an

estimate of astat from «„ or z, since a„ or z

can be measured with reasonable ease on an

impedance tube. a,tat could be exactly deduced

from an if the variation of a$ with 0 were known.

However, this relationship is hard to measure

experimentally, and for most practical materials

cannot be deduced theoretically in terms of

basic physical properties such as porosity and

density. Furthermore, for different materials

different relations exist between ag and 6.

This is not surprising, since materials differ

widely in properties such as surface structure,

which have a controlling influence on sound

absorption.

For these reasons, a guess is usually made for

the relation between ag or z and 0, allowing

aetat to be computed. The results are then

compared with existing measurements of

arev to see how good the guess was. Various

guesses have been made,^' ' " the oldest being

the normal impedance assumption of Rayleigh.

Unfortunately, none of these assumptions gives

results that can be relied on for all materials,

and any results so obtained must be considered

tentative rather than absolute.

(c) Where possible, it is probably better to

adopt a direct empirical approach. For several

materials, figures for a„ and arev have been

measured. It is found that relations between
these two parameters can be established for

materials similar as regards certain physical

properties, such as air-porosity, perforation, etc.,

which control acoustic absorption. Then an
estimate of astat can be obtained from «„ or z

for a new material if its physical properties are

similar to those of a group for which a relation-

ship has been established.

• E. T. Paris, "On the CoefBcient of Sound-
Absorption Measured by the Reverberation
Method," Phil. Mag., Vol. 6, p. 489 (1928).

P. M. Morse, "Vibration and Sound," 1st

Ed., p. 304 (1936).
" F. J. Willig, "ComparLson of Sound Ab-

sorption Coefficients Obtained by Different

Methods." Journal Acoustical Soc. Am., Vol.

10, Apr., 1939. p. 293.
^ P. E. Sabine, "Specific Normal Impedances

and Sound Absorption Coefficients of Materials."

Journal Acoustical Am., Soc. Vol. 12, Jan., 1941,

p. 317
A. London, "The Determination of Re-

verberant Sound Absorption Coefficients from
Acoustic Impedance Measurements," Journal
Acoustical Soc. Am., Vol. 22, March, 1950. p. 263.
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(d) To give a rough idea of the relative values at very high values. The maximum numerical

of On and a,ut, "n is about one half of a,tat for difference occurs at intermediate values and is of

very low values, and approaches equality with it the order of 0.25 to 0.35.

APPENDIX II

Charts for Computing Impedance from Tube Data

X

pc

Fig. 8.—Construction for Plotting Contours of Constant Values of L and Di/Dt on the r/pc,

x/pc Plane.

calculations of the impedance and standing-wave

characteristics of electrical transmission lines.

The calculator'*' consists of two discs pivoted

concentrically, and a radial arm with a slider,

also pivoted at the center. In adapting the

calculator to impedance-tube data, the value of

L is set by the slider on the radial arm on the

scale marked "DB." The two disks should be
set with respect to each other so that the R — 0,

X = 0 point on the inner disk coincides with

zero "Wavelengths Toward Load" (or Gen-
erator) on the outer disk. The rotating arm is

then set so that its index line falls on the value

of "Wavelengths Toward Load" which is equal

to one half A/A- The intersection of the index

line of the radial arm and the cross-hair of the

slider on the arm will then locate a pair of

r/pc, x/pc values given by the contours on the

inner disk.

A2. (a) The computational charts shown in

Figs. 3 and 4 cover the range of impedance values

which is generally of interest in the study of

acoustical materials. In using the chart in Fig. 3,

positive values of x/pc are given by values of

D1/D2 greater than 0.5. The contours in Figs. 3

and 4 are circular arcs, whose radii and centers

are given in terms of L and D1/D2 by the con-

struction shown in Fig. 8.

(b) Another type of computational chart

which has been found convenient is the "Smith

Chart," which was developed by Phillip H.

Smith for the original purpose of making rapid

" Fully described in Electronics, January,
1944.

" These calculators may be obtained from
the Emeloid Company, Inc., 1239 Central Ave.,

Hillside S, N. J.
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A Portable Impedance Tube

Raymond D. Berendt and Henry A. Schmidt, Jr.

National Bureau oj Standards, Wasliinglon 25, D. C.

(Received 19 March 1963)

A lightweight impedance tube has been developed primarily as an instrument for practical research. It can

be used also for precision measurements of acoustical-impedance and sound-absorption coefficients in both
laboratory and field installations, over the frequency range 400 to 900 cps. It is useful for the development
and manufacturing control of acoustical materials, acceptance testing of acoustical installations in the field,

and determination of aging, staining, and redecoration effects on the absorptivity of acoustical materials.

Experimental results are presented,

INTRODUCTION

A N acoustical-material manufacturer concerned with

^ the development and quality control of his pro-

duct needs an impedance tube capable of performing

accurate, expedient, acoustical measurements on unit

specimens of reasonably large area, over a limited but

useful range of frequencies. Other measurements such as

acceptance testing of acoustical plasters in field installa-

tions for conformance with specifications based on labora-

tory tests must be performed without marring or defacing

the surface of the material. Similarly, investigations con-

cerned with the effects of aging, soiling, and redecorat-

ing on the absorptive qualities of acoustical materials

are best performed in the field, since it is extremely

difficult to reproduce such conditions in the laboratory.

Thus, an impedance tube designed specifically for

practical research purposes should be capable of per-

forming nondestructive acoustical measurements with

ease and precision on large unit specimens of absorptive

materials under both field and laboratory conditions.

The "portable impedance tube" described here meets

these performance criteria. Its advanced design dis-

tinguishes it from the prototype "long-tube" model

described by E. Jones et al}

DESCRIPTION OF THE APPARATUS

Figure 1 is a block diagram of the impedance tube and

accessory equipment as used in measurements of normal

incidence sound-absorption coefficients of acoustical

' E. Jones, S. Edelman, and A. London, "Long-Tube Method
for Field Determination of Sound Absorption Coefficients," J. Res.
Natl. Bur. Std. (U. S.) RP, No. 1, 49, 2339 (1952).
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materials. The impedance tube consists essentially of

an aluminum-alloy tube with an 8-in. inside diameter,

24-in. length, and i^-in. wall thickness. Figure 2 shows

the detailed construction of the tube assembly. The

sound source is a 6-in. PM loudspeaker that is resiliently

mounted on an internal baffle plate approximately 6 in.

from the closed end of the tube. A miniature magnetic-

type microphone is resiliently mounted on a supporting

member of the microphone carriage, which is propelled

by a motor-driven lead screw, as shown in Fig. 3. The

carriage is equipped with two spring-type cantilevered

arms bearing small rollers that stabilize the lateral

motion of the microphone during traverse. The lead

screw is connected with a flexible coupler to the shaft

of a slow-speed reversible motor, which is resiliently

mounted on the back plate of the impedance tube. A
combined manual-control and position-indicating device

is coupled to the motor shaft for fine adjustment and

positioning of the microphone, as shown in Fig. 4. Mi-

FiG. 1. Block dia-

gram of impedance
tube and accessory

equipment for meas-
urement of acousti-

cal-impedance and
sound-absorption co-

efficients.

LEVEL RECORDER



^MICROPHONE

SECTION "A-A"

Fig. 2. Schematic drawing of detailed construction

of impedance-tube assembly.

croswitches mounted at both ends of the lead screw

limit the travel of the microphone carriage during auto-

matic operation.

The tube, lead screw, and microphone carriage were

precision-machined and the component assembly care-

fully aligned for smooth and precise motion. Spring

stabilizing and antibacklash elements were embodied in

the over-all assembly. Vibration-isolating techniques

were used in the mounting of microphone, loudspeaker,

lead screw, and motor to avoid vibratory transmission

from component elements and outside sources. The open

end of the impedance tube is terminated with an annular

gasket of soft neoprene rubber to provide an airtight

Fig. 3. Open-end view of tube, showing gasket, microphone-
carriage assembly, microswitches, and lead screw. The loudspeaker
is mounted on the ring plate toward rear of tube.

seal against and prevent marring of the acoustical

material under test. The material might be on a ceiling

or wall.

As shown in Fig. 5, the impedance tube is mounted
on a floating-action tripod by which one can apply a

uniform and controlled pressure against the acoustical

ceihng. The mounting is pivoted so that the tube can

be used at any angle between vertical and horizontal. A
maximum ceiling height of approximately 10 ft can be

reached with the tube mounted vertically and tripod

fully extended. The combined weight of tube and tripod

assembly is approximately 39 lb, which facilitates oper-

ation on scaffolds for measurements on ceilings of

greater height. The two clamps mounted on the center

column of the tripod were designed for attachment to

tubular-type scaffolds.

The consideration of all factors, such as sample area,

frequency range, accuracy of measurement, tube reson-

ances, weight, and ease of handling, etc., involved in the

construction of the impedance tube resulted in com-

promising on conventional design^ to achieve the great-

est instrument utility. Thus, for example, the oper-

ational frequency range of the tube was chosen to be

400 to 900 cps, a somewhat Hmited but important mid-

segment of the frequency range as used in reverberation-

room measurements of sound-absorption coefficients.

Owing to the design limitations of length and diameter,

the lower and upper cutoff frequencies of the impedance

tube are approximately 350 and 1000 cps, respectively.

The lower limit represents the lowest frequency at

which maximum and minimum sound-pressure meas-

urements can be made in the tube, at a distance greater

than one tube diameter from the speaker source. Meas-

urements at somewhat lower frequencies run the risk

of being made too close to the source, where near-field

distortion and lack of planeness in the direct wave occur.

The upper limit represents the frequency at which the

iirst transverse mode is likely to appear. The variation

of sound pressure, in a plane perpendicular to the tube

axis, produced by such modes precludes measurements

at higher frequencies.

Whereas in most impedance-tube methods used in

laboratories the tile sample is inserted in the tube, here

the sample rigidly backed with a steel plate overlaps

the end of the tube. The latter arrangement is very con-

venient experimentally. Further, it more closely simu-

lates the manner in which the tube is used with materials

applied to a ceiling or wall, as in field installations,

wherein the sample likewise overlaps the end of the tube.

In routine laboratory tests, there is no need to seal or

enclose the edges of the acoustical tile, since the voids

between tiles in a field installation normally contribute

to their absorption. We presume that the amount ot

sound energy that escapes through the exposed edges of

the acoustical tile under test in the laboratory is com-

2 "Tentative Method of Test for Impedance and Absorption of

Acoustical Materials by the Tube Method," ASTM, C384 (1958).
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Fig. 4. Base-end view of tube, showing detailed construction
of combined microphone-position indicator and manual-control
device.

parable to that which flows into adjacent tiles or spaces

between tiles, as normally installed in the field.

For an acoustical material whose absorptivity is due

primarily to porosity rather than to diaphragmatic or

flexural motion, the absorption around the edges of a

tile in proportion to the total absorption by the face is

slight, since the diameter of the tube is large relative to

the thickness of the material tested. London^ showed

that the difference between measured absorption coef-

ficients of such materials that overlapped the end of the

tube vs the same materials inserted in the tube was
about 0.02. In any event, the impedance tube could be

easily equipped with a sample holder if desired, for

more-sophisticated or accurate measurements of acous-

tic impedance or absorption. Generally speaking, the

design and performance features of the instrument, aside

from the above limitations, meet the requirements

specified in a proposed standard.^

The standard^ further describes the basic procedure

for measurement of absorption and impedance coef-

ficients of acoustical materials. The method consists

essentially of setting up a standing wave in the tube

terminated with an acoustical sample and traversing the

wave pattern with a movable microphone to determine

both the maximum-minimum sound-pressure ratio and

the distance from the face of the sample to the first

minimum pressure point. The computational charts and

tables given in this standard^ relate the various param-

eters that facilitate direct determination of the normal

incidence absorption and impedance coefficients. Other

charts based on semiempirical considerations may be

used to determine the random-incidence absorption

coefficient. Explanations of such determinations are

^ A. London, "Determination of Reverberation Sound Absorp-
tion Coefficients from Acoustic Impedance Measurements," J.

Acoust. Soc. Am. 22, 263 (1950).

Fig. 5. Impedance tube mounted on floating-action tripod. The
two clamps mounted on center column of tripod facihtate attach-

ment to tubular-type scaflold.

given in various papers,^"^ and a summary discussion

can be found in Appendix I of Ref. 2.

In tests on acoustic materials with a high degree of

absorptivity, measurements of the maximum and mini-

mum sound pressures and distance of the latter point

from the face of the sample may be made automatically

with the instrumentation shown in the schematic draw-

ing. The procedure consists simply of automatically

driving the microphone from a maximum pressure-

level point near the face of the sample through the

standing-wave pattern to a minimum pressure-level

point. The level recorder automatically traces on chart

paper the sound-pressure-level curve as a function of

microphone distance from which the absorption and

impedance coefficients can be determined. In the ab-

sence of a level recorder, an electronic voltmeter with a

decibel scale and the microphone position indicator may
be used to determine the maximum-minimum sound-

pi essure ratio and distance of the minimum pressure

point, respectively. Special scales calibrated in percent-

age may be used on either recorder chart paper or volt-

meter for direct determination of the absorption coef-

ficients. In tests with a highly reflective termination or

on materials with low absorptivity that result in high

maximum-minimum sound-pressure ratios, the manual

microphone adjustment is used to locate the extremely

sharp minimum-pressure points.

Owing to the presence of second-harmonic distortion

in some signal generators and the loudspeaker, and ex-

P. E. Sabine, "Specific Normal Impedances and Sound Absorp-
tion Coefficients of Materials," J. Acoust. Soc. Am. 12, 317 (1941).

^ F. J. Willig, "Comparison of Sound Absorption Coefficients

Obtained by Different Methods," J. Acoust. Soc. Am. 10, 293 (1939).
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a b c

MICROPHONE LOCATION ON AXIS OF TUBE

Fig. 6. Sound-pressure level recorded as a function of micro-

phone distance for different terminations. Acoustical tiles were

backed with ^-in. steel plate. Test frequency = 500 cps. a = sound-

absorption coefficient, (a) Ij-in. perforated cellulose-fiber tile;

a= 0.66, (b) |-in. plain surface cellulose-fiber tile; a = 0.21, (c)

5-in. steel-plate termination; a=0.02.

traneous noise from other sources, selective amplifiers

or filters are used for measurement of the maximum-
minimum sound-pressure ratio.

DISCUSSION OF RESULTS

Figures 6 and 7 show experimental results obtained

with the apparatus near the cutoff frequencies. The

figures show sound-pressure level recorded as a function

of microphone position for different sample termina-

tions. The sawtooth or step-type tracings of the maxi-

a b c

MICROPHONE LOCATION ON AXIS OF TUBE

Fig. 7. Same as Fig. 6, except test frequency =900 cps.

(a) a= 0.64, (b) a = 0.32, (c) a= 0.03.

mum pressure portions of the curves were due to the

inability of the recorder to respond to incremental

pressure changes of less than § dB. Instruments of

greater resolving power, such as oscilloscopes or elec-

tronic voltmeters, produced smooth tracings of the

whole curves. The curves were automatically recorded

as the microphone traveled from the face of the test-

sample termination on the left toward the speaker

source at the right. The minimum-pressure points shown

were in excess of one tube diameter from the speaker

source. The ambient noise level in the tube during

automatic operation was more than 10 dB below the sig-

nal level at the lowest minimum-pressure point shown.

PRECISION

Owing to the precise construction of the microphone

traverse assembly, the distance between two minimum-

pressure points can be measured with an estimated

accuracy of ±0.002 in. This was confirmed indirectly by

repeated measurements of sound-pressure-level minima,

during which critical observations of min-point locations

or distances between such points were made. The posi-

tion of the microphone from the axial line of the tube

can be maintained within ±0.004 in. during automatic

traverse.

Measurements of the maximum-minimum sound-

pressure ratio for a given sample are repeatable within

±0.10 dB, provided that readout instruments or indicat-

ing devices of high resolution are used and the frequency

stability of the signal generator is within ±0.1 cps.

This corresponds to a measurement of absorption coef-

ficients within an incremental precision of 0.005 over a

range from 0.04 to 1.00.
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Note—Editorial changes were made throughout in Decem-
ber, 1967 and in April, 1969.

1, Scope

1.1 This method covers the measure-

ment of the sound absorption of acousti-

cal materials in a diffuse sound field.

When a material is in the form of an ex-

tended plane surface, such as an acousti-

cal ceiling or wall treatment, the results

shall be given as sound absorption coefl6-

cients. When the materials are separate

objects, such as theater chairs or unit

sound absorbers, the results shall be

given in sabins per unit with a description

of the number and spacing of the units.

1.2 This method may also be used in

measuring the sound absorption of a

room which is a necessary part of the

measurement technique for sound trans-

mission loss of partitions, sound power of

noise sources, and impact sound trans-

mission of floor-ceiling assemblies.

2. Summary of Method

2.1 The absorption coefficient of a test

^ Under the standardization procedure of the

Society, this method is under the jurisdiction of

the ASTM Committee C-20 on Acoustical Ma-
terials. A list of members may be found in the

ASTM Year Book.
Current edition accepted Nov. 16, 1966.

Originally issued 1958. Replaces C 423 - 65 T.

specimen is determined by measuring the

change in the decay rate of sound in a

reverberation room when the test speci-

men is brought into it. The test signal

is turned on long enough for the sound

pressure level in the reverberation room
to reach a steady state. When the signal

is turned off, the sound pressure level will

decrease and the rate of decay, d, may be

determined from measurements of the

average time, T, for the sound pressure

level to decay through a certain range.

The absorption. A, of the room and its

contents is calculated from the Sabine

equation:

(1)
c

2.1.1 If the volume, F, of the room is

in cubic feet and the speed of sound, c, is

in feet per second, the absorption will be

in sabins. If, however, the volume of the

room is in cubic meters and the speed of

sound in meters per second, the absorp-

tion will be in metric sabins.

2.1.2 Inasmuch as the equation is

based on the assumption that the sound

field is diffuse before and during decay.
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these conditions must be fulfilled if the

measurement is to have meaning (see

5.4).

2.2 Let the subscripts 1 and 2 in the

following equations denote, respectively,

measurements in the empty room and in

the room containing the test specimen.

The absorption in sabins added to the

room by the test specimen is the differ-

ence:

0.9210 V (d2 - di)
Ai — Ai = . . . . (2)

c

2.2.1 When the specimen covers part

of a boundary surface of the room which

has an absorption coefficient ai , the

sound absorption coefficient of the speci-

men of area S in sabins per square foot is

given by:

2.2.2 If the absorption coefficient, ai ,

of the boundary surface of the room is

small enough to be neglected, the absorp-

tion coefficient in sabins per square foot

of the specimen is given more simply by:

2.2.3 In general, absorption will vary

with frequency and measurements are

made at a series of six standard frequen-

cies.

2.3 When the test specimen consists of

n isolated identical objects, such as unit

sound absorbers, the absorption in sabins

per unit is given by:

(5)
n

2.3.1 The measured result will depend

on the spacing of the units relative to

each other and to any surface within

one-half wavelength.

3. Significance

3.1 The sound absorption coefficient

of a surface is a property of the material

composing the surface. It is ideally

defined as the fraction of the randomly

incident sound power absorbed by the

surface, but in this method the four

Eqs 1 to 4 constitute an operational

definition of the absorption coefficient.

3.2 Diffraction effects^ usually cause

the area of a specimen material to be

effectively greater than its geometrical

area, thereby increasing the measured

coefficient. When the coefficients are

large the measured values may exceed

unity. Since the effects of diffraction

are less when the area is greater, labora-

tories are urged, if at all possible, to use

a specimen size of at least 72 ft^ (6.7 m^)

and those planning new laboratories

should prepare for larger areas.

3.3 Coefficients measured by this

method should be used with caution, for

not only are the areas encountered in

practical usage usually larger than the

test specimen, but the sound is rarely

diffuse. In the laboratory, measure-

ments must be made under reproducible

conditions, but in practical usage the

conditions which determine the effective

absorption coefficient are often unpre-

dictable. Nevertheless, regardless of the

differences and the necessity for judg-

ment, coefficients measured by this

method have been used successfully by
architects and consultants in the acous-

tical design of architectural spaces.

4. Symbols

4.1 The symbols used in the method

* V. Chrisler, "Dependence of Sound Absorp-
tion Upon the Area and Distribution of the
Absorbent Material, " Jowmal of Research of the

National Bureau of Standards, Vol. 13, 1934,

p. 169; T. D. Northwood, M. T. Grisaru, and
M. A. Medcof, "Absorption of Sound by a
Strip of Absorptive Material in a Diffuse Sound
Field," Journal of the Acoustical Society of
America, Vol. 31, 1959, p. 695; and T. D. North-
wood, "Absorption of Diffuse Sound by a
Strip or Rectangular Patch of Absorptive Ma-
terial," Journal of the Acoustical Society of
America, Vol. 35. 1963. p. 1173.
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are defined as follows:

A = sound absorption, in sabins

V = volume of reverberation room,

in cubic feet

c = speed of sound, in feet per

second

N = range of decay measured, in

decibels

T = average time for decibels

decay, in seconds

d = N/T = average rate of decay,

in decibels per second

S = area of test specimen, in square

feel

a = absorpLiou coefficient, in sabins

per square foot, and

NRC = noise reduction coefficient —
the average of the coefficients

at 250, 500, 1000, and 2000 Hz
(hertz or cycles per second),

expressed to the nearest inte-

gral multiple of 0.05.

5. Reverberation Room

5.1 Construction—The reverberation

room shall be constructed of massive

masonry or concrete materials. The
average absorption coefficient of the

room surfaces, as determined by empty
room measurements, and after allowance

has been made for atmospheric absorp-

tion, shall be less than 0,06 at all meas-

uring frequencies.

5.1.1 The room surfaces are all the

areas from which sound reflects. They
include the floor, walls, and ceiling, the

sides of a recess as for a door, the sides

of a protuberance as a pilaster, and both

sides of diffusing panels or moving vanes.

The room shall be isolated sufficiently

to keep outside noises and structural

vibrations from interfering with the

measurements.

5.2 Size and Shape—The smallest

dimension of the room shall be more than

one wavelength, X, and preferably more

than two wavelengths of the center

frequency of the lowest one-third octave

band at which measurements are made.

No two room dimensions shall be equal

nor in the ratio of small whole nimibers.

The ratio of the largest to the smallest

dimension shall be less than 2:1. The
volume (see Note 1) shall be not less

than that given by the expression:

F = 4X« (6)

Note Ij—It is recommended that, for labo-

ratories to be built in the future, the smallest

dimension be more than two wavelengths and
the volume be larger than that required by the

expression above. There are two reasons for the

trend to larger rooms. With larger rooms the

precision of measurement at low frequencies is

increased and larger test specimens can be
accommodated without violating the restric-

tion of 8.3.1. ISO R354-1963, Measurements of

Absorption Coefficients in a Reverberation

Room, recommends a room volume larger than

180 m^ (6357 ft^) and further recommends, in the

case of new construction, that the volume be as

close to 200 m^ (7063 ft') as possible. The recom-

mended specimen size is between 10 and 12 m*.

5.3 Sound Diffusion—Means shall be

taken to ensure an approximation of a

diffuse sound field both before and dur-

ing decay. Experience has shown the

following modifications of room geom-
etry to be more or less helpful: irregu-

larities such as bumps, pillars, or con-

vexities of the order of one wavelength

in size, absorbent patches, and non-

parallel room boundaries. Experience has

also shown that a satisfactory approxi-

mation can be achieved with a number of

sound-reflecting panels hung or dis-

tributed at random angles about the

volume of the room, some of them
mounted on a rotating shaft, or other-

wise kept moving, presenting, in effect,

a room which continually changes its

shape.

5.3.1 The aim is to achieve a rapid

and continuous interchange of energy

between the directions of sound propa-

gation and thereby increase the prob-

ability that each surface area of the

room contributes proportionally to the

absorption.

5.4 Tests for Sound Diffusion—It is
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recommended that the diffuseness of the

sound field be investigated in the three

following ways. When test signals of

one-third octave bands of white or pink

noise (see 7.1) centered on the test fre-

quencies are used, the sound field can be

considered satisfactorily diffuse if

:

5.4.1 At each frequency the decay

time is independent of microphone posi-

tion. The average decay times measured

at different microphone positions should

be random samples of the same popula-

tion of average decay times to the pre-

cision required in 12.1.

5.4.2 At each frequency the decay

time is independent of the test specimen

position whether on the floor, wall, or

ceiling. The average decay times meas-

ured with different test specimen posi-

tions should be random samples of the

same population of average decay times

to the precision required in 12.1.

5.4.3 At each frequency the decay

rate does not change during the course

of a decay. If, for instance, 30 decibels

is the range of decay measured, the

average decay times for the first 15

decibels of decay and those for the

second 15 decibels should be random

samples of the same population of decay

times to the precision required in 12.1.

5.5 Background Noise—The level of

the background noise, which includes

both the ambient acoustical noise in the

reverberation room and the electrical

noise in the measuring instruments, shall

be at least 15 decibels below the lowest

level at which measurements are made.

6. Sound Source

6.1 The sound source shall be one or

more loudspeakers preferably in the

trihedral corners of the room.

7. Test Signal

7.1 The test signals shall be one-third

octave bands of random noise with a con-

tinuous frequency spectrum and with

either equal energy per constant band-

width, called white noise, or equal energy

per constant proportional bandwidti,

called pink noise (Note 2). The center

frequencies shall be selected from the

series: 125, 250, 500, 1000, 2000, and

4000 Hz. If intermediate frequencies or

frequencies outside this range are de-

sired, they shall be chosen from the

USA Standard SI.6- 1967 Preferred Fre-

quencies for Acoustical Measurements.

Note 2—The use of an integrated sound

pulse method of measuring decay rates has been

proposed in recent papers.' This method is being

studied for its possible application to reverbera-

tion room procedures but does not yet form a

part of this standard.

7,2 A test signal can be limited to a

bandwidth of one-third octave in two
ways. If the pass-band of the circuit to

the loudspeaker is exactly one-third

octave wide, the pass band of the micro-

phone circuit, centered on the same
frequency, should be wider than one-

third octave but no wider than one full

octave. If the pass-band of the circuit

to the loudspeaker is more than one-

third octave wide, the width of the pass-

band of the microphone circuit should

be exactly one-third octave. The second

method is preferred.

8. Test Specimen

8.1 When the specimen is in the form

of an extended plane surface, it shall be

in one piece, bearing in mind the require-

ment of 8.3.1. An area of 72 ft^ (6.7 m^)

is recommended in a shape 8 by 9 ft (2.44

by 2.74 m). However, where the size of

the room permits, larger areas may be

used to reduce the effects of diffraction,

for example:

^ M. R. Schroeder, "New Method of Meas-
uring Reverberation Time," Jovrnal of the'
Acoustical Society of America, Vol. 37, 1965, pp.
409-412, and M. R. . Schroeder, "Response to
Comments on New Method of Measuring Re-
verberation Time," Journal of the Acoustical
Society of America, Vol. 38, 1965, pp. 359-361.
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108 (10 m2) in a shape 9 by 12 ft

(2.74 by 3.66 m), and
120 ft2 (11.4 m2) in a shape 10 by 12 ft

(3.05 by 3.66 m).

An area less than 48 ft^ (4.46 m^) shall

not be used, and extreme aspect ratios,

such as long narrow strips, shall be

avoided.

8.2 Mounting—Insofar as its acous-

tical properties are concerned, the speci-

men shall be mounted in a way to sim-

ulate actual installation. When the

specimen presents an extended plane sur-

face, care shall be taken to cover tightly

the sides of the specimen so that only the

front surface area is exposed to the

sound field.

8.3 Placement—The specimen may be

placed on the floor of the reverberation

room for convenience of measurement,

but when the orientation of the speci-

men may affect its acoustical properties,

provision shall be made for wall or ceil-

ing mounting.

8.3.1 No part of the specimen shall be

closer than one-half wavelength from a

reflecting surface other than the one

backing it. In the smaller reverberation

rooms this requirement may make it

necessary for the specimen area to be

less than 72 ft^ (6.7 m^).

8.4 Volume—If the volume of the

specimen, including its mounting, is so

large as to subtract more than 1 per

cent from the volume of the room, allow-

ance shall be made in the absorption

computation.

9. Procedure

9.1 Measurement of Decay Rate—
Except for the filters, which shall meet
the requirements for Class II or III of

the USA Standard Specification Sl.ll-

1966, Octave, Half-octave, and Third-

octave Band Filter Sets, the instruments

to measure the decay rate are not

specified. The time for a given range of

decay may be measured, or the decay in

a given time, or the slope of the decay

curve. The purpose of the measurement
is to determine d = N/T, the average

rate of decay of the sound pressure level

in decibels per second. At each frequency

make a group of measurements large

enough that the average meets the pre-

cision requirements of 12.1 (Note 2).

9.2 Range—Make the measurements

over a range of at least 30 decibels,

starting at least 5 decibels down from

the beginning of the decay.

9.3 Microphone Position—Place the

microphone, or microphones, a half

wavelength or more from any reflecting

surface including the test specimen and

outside the direct field of the sound

source. Other microphone positions,

such as in the trihedral corners of the

room, may be used if it is demonstrated

that, to the precision required, the same
results are obtained.

9.4 Nonlinear Decays—Do not use de-

cays which deviate substantially from a

straight line over the measuring range.

Make periodic checks of linearity, for

curved or broken line decays indicate

conditions that should be avoided. The
conditions often may be a sound field

which is not diffuse during the decay,

feedback of energy from an adjacent

room with a longer reverberation time,

or working too close to the background

noise level.

Adjustments

10.1 When the absorption coefficient

has been calculated by substituting into

the expression:

it has been the practice in some labora-

tories to make one or more adjustments

in the measured results.

10.1.1 Since diffraction effects make
the measured results greater than the
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ideal to a degree not yet completely

understood, it is recommended that no

adjustment be made for this cause.

10.1.2 Since small changes in tempera-

ture and relative humidity during the

course of a measurement make large

changes in the absorption of the atmos-

phere at 2000 and especially at 4000 Hz,

and since the magnitude of these changes

has not yet been agreed upon, it is rec-

ommended that measurements in the

empty room and in the room containing

the test specimen be made under condi-

tions of temperature and relative hu-

midity so nearly the same that no adjust-

ment need be made.

10.1.3 The absorption coefficient, ai

,

of the room surface covered by the test

specimen should be added. But the

absorption coefficients of a smooth, hard,

rigid surface, such as a reverberation

room floor, are so small that they can be

neglected. It is recommended that no

adjustment be made for the floor area

covered by the specimen.

11. Report

11.1 The report shall include the

following:

11.1.1 A statement, if true in every

respect, that the test was conducted in

accordance with the provisions of this

ASTM method of test.

11.1.2 A description of the test speci-

men, its size and mounting. The descrip-

tion shall be adequate to identify another

sample of the same material.

11.1.3 A listing of any numerical ad-

justments that have been made in the

measured results because of diffraction

effects, changes in temperature or rela-

tive humidity during the test, or allow-

ance for the absorption coefficient of the

room surface covered by the test speci-

men.

11.1.4 A statement of the estimated

precision of measurement at each fre-

quency.

11.1.5 Results of Measurement:

11.1.5.1 When the specimen is in the

form of an extended plane surface, the

sound absorption coefficients at the six

measuring frequencies to the nearest mul-

tiple of 0.01, and the noise reduction co-

efficient, NRC, to the nearest integral

multiple of 0.05, with the provision that

exact mid-points be reported to the next

higher multiple. For example, 0.625 and
0.675 would be reported as 0.65 and 0.70

respectively. When adjusted coefficients

are listed in the report, the noise reduc-

tion coefficient shall be computed from

the adjusted coefficients only.

11.1.5.2 When the specimen consists

of isolated objects, the sound absorption

at the six measuring frequencies in terms

of sabins per unit to the nearest 0.1, if

such precision is warranted, and a de-

scription of the number and the spacing

of the units relative to each other and
to any surface within one-half wave-

length.

11.1.6 Also, to be considered part of

the report but if not included to be made
easily available to those who want it, a

description of the laboratory and the

measurement technique. The description

should contain at least the following

items

:

11.1.6.1 Description of the reverbera-

tion room, its construction and dimen-

sions.

11.1.6.2 Customary test specimen size

and shape.

11.1.6.3 Instruments used.

11.1.6.4 Temperature and humidity

control, if any.

11.1.6.5 Time, temperature, and rela-

tive humidity used in uniform precondi-

tioning of specimens, if such procedure

is employed.

11.1.6.6 Means of obtaining diffusion

and the results of tests of diffusion.

11.1.6.7 Method used to determine

the precision of measurement.

11.1.6.8 Detailed description of how
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the adjustments of 10. Adjustments are

made.

11.1.6.9 General description of the

test procedure.

11.1.6.10 Calibration period, refer-

ence sources, how often the correct

operation of the equipment is checked.

12. Precision

12.1 Repeated measurements of the

decay time, or the decay rate, under the

same conditions will be expected to show

some scatter. At each frequency use the

average of a group of measurements and

choose the size of the group to give an

absorption coefficient to a precision of

±0.04 at 125 and 4000 Hz and ±0.02 at

all intermediate frequencies with con-

fidence limits of 90 per cent.
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ing committee and accepted by the Society in accordance with established
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be addressed to the Society at 1916 Race St., Philadelphia, Pa. 19103.

Introduction

This recommended practice is one of a series for evaluating the sound insulat-

ing properties of building elements. It is designed to measure the performance

of a partition element installed as a part of a building, whatever the configura-

tion. Others in the series deal with the airborne sound transmission loss of an

isolated partition element in a controlled laboratory environment, and with

the laboratory measurement of impact sound transmission through floors.

The text has been prepared as an integrated whole. For the convenience of

the reader it has been organized into eight sections and four appendixes. There

is, in addition, a list of reference standards and papers.

1. Scope

1.1 Measures of Acoustical Insulation

—This recommended practice establishes

uniform procedures for the determination

of field transmission loss (see 4.3, 4.4,

and 4.5), that is, the airborne sound

insulation provided by a partition (see

Note 1) already installed in a building.

It also establishes, in Appendix Al a

standard method for the measurement
of the noise reduction between two rooms

^ Under the standardization procedure of the
Society, this recommended practice is under the
jurisdiction of the ASTM Committee E-6 on
Methods of Testing Building Constructions. It

was prepared with the cooperation of ASTM
Committee C-20 on Acoustical Materials. A list of

members may be found in the ASTM Year Book.
Accepted Aug. 29, 1967.

in a building, that is, the difference in

average sound pressure levels in the

rooms on opposite sides of the test

partition. Where the test structure is a

complete enclosure out-of-doors, neither

the field transmission loss nor the noise

reduction is appropriate; instead, a

method is established for determining

the insertion loss, also in Appendix

Al.

Note 1—The word partition includes in its

meaning partitions, walls of all kinds, floors, or

any other boundaries separating two spaces, not

necessarily enclosed. The boundaries may be

permanent, operable, ot movable. A ceiling-

plenum-ceiling path (7)^ is also included, though

^ The boldface numbers in parentheses refer

to the references at the end of this recom-
mended practice.
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special efforts will be necessary, to eliminate

flanking transmission through the common wall

(see Appendix A4). In this case, the results are

comparable to noise reduction rather than to

transmission loss.

Note that the noise reduction evaluates the

effective acoustical isolation between a pair of

adjacent rooms, whereas the field transmission

loss refers only to the insulation which a parti-

tion interposes in the sound path through it.

1.2 Types of Field Situation—The

conditions specified (2)- for laboratory

measurement of the transmission loss

for airborne sound, in which the sound

fields on opposite sides of the test parti-

tion are highly diffuse, very nearly con-

form to the mathematical model upon

which the best available theory is based.

Moreover, the greatest body of practical

experience deals with transmission loss

measurements under such conditions.

1.2.1 Unfortunately highly diffuse

fields are not always found in the field;

and, the special efforts which would be

required to simulate laboratory condi-

tions in the field are often impractical;

in any case, they would violate the

present meaning of a field test.

1.2.2 Instead, this recommended prac-

tice gives measurement procedures for

determining the field transmission loss

in nearly all cases that may be encoun-

tered in the field; no Hmitation to room-

to-room transmission is intended. Thus,

several different test procedures are

given, each suited to a specific type of

measurement situation; the appropriate

measurement procedure must be selected

for each field test according to the type of

situation which that particular case

most closely resembles.

1.2.3 Because it is well-known, the

laboratory diffuse-field measurement pro-

cedure is described first in this recom-

mended practice, an adaptation of the

laboratory test method for use in the field

being given in detail in the main body of

the text (see Section 6). The alternative

test procedures which will be required in

field situations where diffuse sound
fields do not exist on both sides of the

test partition are given in Appendix A2,

along with criteria for determining

which alternative procedure is appro-

priate.

1.2.4 These alternative procedures are

not interchangeable. In particular, it

must not be expected that the alternative

procedures will yield the same test values

of field transmission loss. For example,

the application of the different pro-

cedures to evaluate a given wall in place

is likely to lead to results that do not

agree, because only one of the procedures

will be appropriate to that situation.

On the other hand, if the same kind of

partition is installed in two different

locations and the appropriate test

procedure is used for each case, the test

results may not agree because the wall

exhibits different attenuation charac-

teristics depending on the incident sound

field (see 3.3, 3.4, and 3.5).

1.2.5 Field transmission loss data

should not be reported as conforming to

this recommended practice for any field

situation that does not conform to a type

for which a measurement procedure is

given in Section 6 or Appendix A2 (see

1.3 however).

1 .3 Intermediate Configurations—Field

configurations may be encountered which

resemble but do not correspond exactly

to one of the typical situations described

in Section 6 or Appendix A2. For ex-

ample, the receiving room absorption

may be too great for the procedure of

6.1.3 (see 6.3) and too small for the pro-

cedure of A2.3 (see A2.3.3.2). In this

case, measurements should be made us-

ing the procedures of both 6.1.3 and A2.3.

If the results of the two test procedures

differ by no more than 3 dB in any fre-

quency band, the two sets of results may

be averaged and reported as the field
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transmission loss, just as though the

configuration had corresponded exactly

to one of the types described above. In

any case, the results of both measure-

ment procedures must be reported. If the

results of the two test procedures do not

agree within the limits specified above,

the test situation does not correspond to

a type for which this recommended prac-

tice provides measurement procedures

(see 5.1.3). The test data are likely to be

unreliable and are not to be reported as

the field transmission loss.

2. Summary of Method

2.1 The sound insulating property of

a partition element is usually expressed

in terms of the airborne sound trans-

mission loss, which is the ratio, expressed

in decibels, of the sound power incident

upon the partition to the sound power

transmitted through and radiated by the

partition.

2.1.1 In the laboratory test procedure,

this ratio is determined by mounting the

partition between two reverberation

rooms, one of which, the source room,

contains one or more sound sources.

The rooms are so arranged that the

only significant sound transmission be-

tween them is through the test specimen.

Under these conditions, the transmission

loss is related, by a simple equation (2),

to the space-time-average sound pressure

levels in the two rooms, the area of the

test partition, and the total absorption

in the receiving room. When these

quantities are measured in appropriate

frequency bands, the transmission loss as

a function of frequency is found.

2.1.2 The simpHcity of that recom-

mended practice depends on the pro-

vision of diffuse sound fields in both

source and receiving rooms. When this

situation is encountered in the field the

procedure of Section 6 is to be used.

2.1.3 When one or the other (or both)

of the test rooms is such that a diffuse

sound field does not exist there, different

approaches must be used, as specified in

Appendix A2.

2.1.4 In all cases, it is the goal of the

recommended practice to determine the

existing ratio of the power directly inci-

dent upon the test specimen to the power

radiated directly from it.

2.1.5 Once the primary measurement

of field transmission loss is complete, a

supplementary test must be made to dem-

onstrate that no significant flanking

transmission is present. Details of suita-

ble tests for flanking transmission are

given in A4.5.

3. Significance

3.1 The problems of making reliable

sound insulation measurements in the

field are much more difficult than those

met in the laboratory. In ordinary build-

ings, a great variety of test room shapes

and sizes will be encountered; the amount
of energy exchange at the nominal

boundaries of the test specimen will

vary widely; and there is often a problem

of flanking transmission, that is, of sound

arriving in the space on the receiving

side of the test partition by paths other

than the one directly through the parti-

tion. These variations influence the

test results to a degree which is not

predictable.

3.2 In principle, these same problems

exist in laboratory measurements, but

their influence is minimized by deliber-

ately restricting the measurements to

conditions with random sound fields on

both sides of the partition, by the adop-

tion of appropriate dimensions for the

test chambers and for the test specimen,

and by using special laboratory wall

constructions to reduce the effects of

flanking transmission (which may, in

any case, be measured and evaluated

once for all subsequent tests in each

facility using the same specimen mount-

ing (2, 3).
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3.3 In the field, on the contrary, the

effect of the environment must be as-

sessed for each measurement, and the

difficulty of determining the field trans-

mission loss will vary correspondingly.

Indeed, it is possible that problems raised

by flanking transmission or by an unusual

field-test situation will make the meas-

urement so difficult as to be impractical.

If this is so, it is preferable to acknowl-

edge the fact outright, instead of at-

tempting to apply an inappropriate meas-

urement procedure.

3.4 Evidently, there may be sub-

stantial differences between data ob-

tained from similar structures in the

laboratory and in a building, even when
leaks and flanking transmission have

been successfully eliminated. Since it is

the purpose of the Field Transmission

Loss Test to describe the performance

of the partition in relation to the other

elements of the building, no effort should

be made to adjust the field data to

laboratory values. Each field measure-

ment will yield a field transmission loss,

not the field transmission loss, of a parti-

tion type.

3.5 As more field measurements are

made according to a standard procedure,

the range of field transmission loss that

may be expected for each partition type

in various buildings will become clear.

Indeed, it is likely that eventually a

partition will be characterized as to its

acoustical performance by two ratings:

one dealing with the sound insulation

which it provides, the other evaluating

its expected variability under different

conditions of field installation.

4. Definitions

4 . 1 General—This recommended prac-

tice follows the definitions and sym-
bols of USA Standard Acoustical

Terminology (USAS SI. 1-1 960) (l) and of

USA Standard Method for the Physical

Measurement of Sound (USAS S1.2-

1962) (20). Some definitions of special

relevance are repeated and certain usages

are explained here:

4.1.1 average sound pressure level (L)

in a room—ten times the common
logarithm of the ratio of the space-

average mean-square sound pressure to

the square of the reference sound pres-

sure, the space-average being taken

over the entire room volume with the

exception of those regions where the

direct radiation of the sound source or

the near field of the boundaries (walls,

furniture, etc.) is of significant influence

(see 6.4, A2.2.8, and A2.3.4):

L = 10 log
NPo

..(1)

where:

po = the reference sound pressure, us-

ually 20 AiN/m^ (0.0002 microbar)

;

the reference pressure should al-

ways be stated;

N = the number of measurement posi-

tions (see A4.4.2), and

Pi pi • pn — the rms sound pressure at

the N different measurement posi-

tions in the room; each p,i~ should

represent the energy in approxi-

mately the same fraction of the

total room volume.

The average sound pressure level L
is expressed in decibels. Detailed pro-

cedures for determining L are given in

A4.4, 6.4, and 6.6.1.

4.2 noise reduction {NR)—the differ-

ence between the average sound pressure

level in a room containing one or more
sources of sound and that in another

(usually adjacent) room. It is calculated

as follows:

NR = L, - L2 (2)

where

:

Li = average sound pressure level in the

source room, and

L2 = average sound pressure level in the

receiving room, both as defined

in 4.1.1.



The noise reduction is expressed in

decibels (see Al.1.2 and Al.1.3).

4.3 field transmission coefficient (r/)

—

the fract'on of the airborne sound power

incident upon the source side of a parti-

tion installed in a building to the sound

power which is transmitted and radiated

into the receiving space. It is calculated

as follows:

where

:

Wi = sound power (sound energy per

second) incident directly upon the

partition on the source side, and

W2 = sound power radiated directly

from the quiet side of the partition

into the receiving space.

It is explicitly required that the sy mbols

Wi and W2 represent steady-state, rather

than transient, quantities.

4.3.1 In contrast to laboratory usage,

where r is defined only for diffuse sound

fields, no restriction is made here as to

the kind of sound field existing on either

side of the partition. The field transmis-

sion coefficient will depend upon the kind

of sound field incident on the specimen.

It is the purpose of this recommended
practice to identify the sound fields as

well as possible in each case and to

specify the corresponding appropriate

procedure from which to determine the

field transmission coefficient (and hence

the field transmission loss) for this field

situation.

4.3.2 For the purposes of this recom-

mended practice, the power Wi radiated

from the quiet side of the partition may
be less than the incident power Wi be-

cause of (1) impedance mismatch (re-

flection of a portion of Wi back to the

source room due to either the mass or

the stiffness of the partition)
; (2) energx-

losses due to damping within the parti-

tion or at the boundary; and (J) sound

energy originally incident on the parti-

tion (and thus included in Wi) but

leaving at the boundaries of the parti-

tion as flexural vibration (and thus not

part of Tl'o). W2 does not include energy

flow from the other walls of the source

room into the test partition and radiat-

ing from it into the receiving space;

special efforts may be required to avoid

this condition.

4.4 flanking transmission—transmis-

sion lefering both to this last-mentioned

component of power as well as to power

traveling to the receiving space by paths

in no way involving the test partition.

Whether flanking transmission includes

possible leaks around the partition de-

pends upon the purpose of the test. A
decision must be made as to whetlier the

"leaks" are, or are not, a part of the

partition (see 5.1.1, 5.1.2, and A4.5.5.3).

4.5 field transynission loss (FTL)—
the acoustical isolation against airborne

sound provided by a partition installed

in a building; it is ten times the common
logarithm of the reciprocal of the existing

field transmission coefficient. It may be

expressed as follows

:

FTL = 10 log (^-^
= 10 log ... (4)

The field transmission loss is expressed in

decibels.

4.6 difuse sound field—a region con-

taining many randomly oriented sound

waves, with equal probability of energy

flow in every direction; it follows that

there is no correlation between instan-

taneous sound pressures at widely

separated points.

4.7 soMid absorption of an enclosure

(A)—a measure of the property of an

enclosure of absorbing sound power from

the sound field it contains. The absorp-

tion of the receiving room may be deter-

mined (4) by means of the Sabine equa-

tion for the decay of sound in a room: if

following the discontinuance of a sound

source in the room, one determines the
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rate of decay of sound, then the absorp-

tion of the room, A, may be determined

from the Sabine equation as follows:

where

:

c = speed of sound in air,

V = volume of room, and

d = rate of decay of sound following

discontinuance of a sound source in

the room, dB/sec.

If V is in cubic feet and c is in feet per

second, then A is given in sabins; if V
is in cubic meters and c is in meters per

second, then A is in metric sabins. This

relation is derived on the assumption

that the sound field is reverberant and
diffuse, as in a reverberation room.

4.7.1 An alternative procedure is

permitted, which depends on the rela-

tion between the sound power output of

a source sounding in the room, the

average sound pressure level, and the

total absorption in the room (see 6.5.2).

4.8 field sound transmission class

(FSTC)—a single-number rating derived

in a prescribed manner from one-third-

octave band values of sound transmission

loss measured in the field. The rating pro-

vides an evaluation of the performance of

a partition in certain common sound in-

sulation problems. For its scope and the

prescribed method of assignment see Ref

(21).

4.9 noise isolation class (NIC) — a

single-number rating derived in a pre-

scribed manner from measured values of

Noise Reduction. The rating provides an

evaluation of the sound isolation between

two enclosed spaces which are acousti-

cally connected by one or more paths

(see Al.1.3).

4.10 field insertion loss (FIL)— a

measure of the sound isolation between

two locations for which, because one of

them is not enclosed, neither the trans-

mission loss nor the noise reduction can

be determined unambiguously. It is

calculated as the difference formed by
subtracting the sound pressure level at a

location, shielded from a noise source by
a barrier or enclosure, from the sound

pressure level that would exist at the

same location in the absence of the bar-

rier. ,

5. Test Specimen

5.1 In this recommended practice,

the special significance of a field test is

that the test partition is to be measured

just as it is found in the field. Neverthe-

less, some judgment must be used to en-

sure that the field conditions, as found,

are consistent with the purposes of the

test.

5.1.1 Noise Reduction Test— If the

purpose of the test is to determine how
much isolation the occupants of a certain

pair of neighboring spaces are enjoying,

then any peculiarities of the situation

must be accepted as part of the existing

isolation and no preparation of the test

specimen is either needed or permitted.

In this case, only the noise reduction is

required; A 1.1. 2 specifies appropriate

procedures for the measurement of noise

reduction.

5.1.2 Transmission Loss Measurement

—On the other hand, if the test is in-

tended to demonstrate that the per-

formance of the test partition complies

with a specification, or if the test data are

intended to determine the field trans-

mission loss of a given field installation of

the test partition (which data, taken

together with other field data on nomi-

nally identical test specimens, will serve

to typify the field performance of that

partition type), then care should be

taken to see that all conditions are

"typical," and that the hazards of

measurement are minimized, as specified

in 5.1.3 below.

5.1.3 Test Location—Find a test speci-

men of the desired type in surroundings
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most suitable for the test, especially in

cases involving acceptance testing of

structures for conformance with sound

insulation specifications. The two spaces

which the test specimen separates should

be selected on the basis of suitable size

and shape, of absorption conforming to

types described in this recommended
practice (including Appendix A2), of

freedom from structural irregularities

near the test partition, of freedom from

flanking, etc.

5.1.3.1 Source Room or Receiving Room
Very Small—A serious difficulty arises

in defining transmission loss in situations

where either the source room or the

receiving room is small compared to the

wavelength of sound. In these cases, there

is, strictly speaking, no radiation of the

sound energy, but only a pulsating,

quasi-static pressure throughout the

room; hence, one cannot speak of

"incident" or "radiated" sound power,

and the transmission loss cannot be

defined in the usual way. This situation

will occur in any closed space if the

frequency is low enough. A criterion is

given (see 6.2.1 and Fig. 1) for determin-

ing the frequency below which the con-

cept of transmission loss loses meaning.

For frequencies below this limit, no

attempt is to be made to determine field

transmission loss, though the noise

reduction may be measured and reported

at these frequencies.

5.2 Size and Mounting—The size of

the test specimen should be typical of the

type of partition under study. Very

small partitions sometimes yield different

transmission loss values from similar

large ones, and should not be used for

test purposes unless the small size is

characteristic of the construction being

investigated; such an exceptional feature

shall be made clear in reporting the re-

sults. Partitions 8 by 9 ft or larger may
be considered large enough that dimen-

sional effects are not critical.

5.2.1 The mounting conditions of the

test specimen should be representative

of an ordinary and typical installation.

Any unusual feature should be avoided

unless this peculiarity is characteristic

of the structure under investigation, in

which case this fact must be stated

clearly in all reports of the data.

5.3 Flanking Transmission—In many
installations in the field, sound can arrive

in the receiving space by paths other

than that directly through the partition

under test.

5.3.1 If the test is intended to deter-

mine the isolation actually existing

between the spaces adjacent to the

partition, no effort should be made to

reduce the flanking transmission, since

it is an intrinsic element of the existing

isolation. If, however, the field trans-

mission loss of the partition is to be

determined, all significant flanking must

be ehminated. A4.5.5 describes a manda-

tory procedure for ensuring that no sub-

stantial flanking is present.

5.4 Drying and Curing Period—Test

specimens that incorporate materials

for which there is a curing or drying

process (for example, adhesives, plasters,

concrete, mortar, damping compound)

should age for a sufficient interval before

testing. Aging periods for certain com-

mon materials are recommended in

Section Al of Ref (2).

6. Diffuse Sound Field Test Procedure

6.1 Theory For Sound Transmission

Loss:

6.1.1 The theory for transmission loss

in a diffuse-field was first developed by
E. Buckingham (5, 8, 9). An ideal

diffuse sound field is characterized by

equal sound energy density at every

point in the field and also by the condi-

tion that any small element of volume

may be considered as a non-directional

sound source radiating sound energy

uniformly in all directions. Thus, in a
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diffuse sound field the individual wave
packets of sound energy striking the

test partition arrive with equal proba-

bility from all angles of incidence.

diffuse condition, as determined by
the application of the criteria described

in 6.2 and 6.3, test methods similar to the

laboratory procedures may be applied.
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Fig. 1—Room Volume for Which There Will Be Ten or More Normal Modes per Measurement
Bandwidth, Shown as a Function of Band Center Frequency, for Octave and One-Third Octave
Bands.

6.1.2 This treatment has been taken

as the basis of ASTM Recommended
Practice E 90, for Laboratory Measure-

ment of Airborne Sound Transmission

Loss of Building Partitions (2). If a field

situation is found to conform to the

General requirements concerning instru-

mentation and test procedures are given

in Appendixes A3 and A4.

6.L3 If the test partition separates

two rooms, each of which lends itself

to the establishment of a diffuse sound
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field, the source room may be insonified

by random noise from one or more loud-

speakers to produce a diffuse sound field

there. Some of this noise will be trans-

mitted through the test partition to

produce a diffuse field in the receiving

room. The sound transmission loss of the

test partition may then be derived from

measurements in the two rooms accord-

ing to the following equation

:

FTL = Li - L2 4- 10 log 5 - 10 log A. . (6)

where

:

FTL = transmission loss in dB of the

test partition; the prefix F is

added to signify field measure-

ment,

Li = average sound pressure level in

Room 1, the source room (see

4.1.1),

L2 = average sound pressure level in

Room 2, the receiving room,

= area of the test partition (in

square feet or square meters),

and

A2 = total sound absorption in Room
2 ; if 5 is in square feet, A 2 should

be expressed in sabins; if 6" is in

square meters, A 2 should be

expressed in metric sabins (see

6.5). Note that A 2 is the ab-

sorption with the test partition

in place; sound transmitted

back into Room 1 through the

test partition constitutes part of

the sound absorbed from Room
2.

In general, the acoustical properties of

the partition and of the rooms are func-

tions of frequency; tests are to be made
in a series of contiguous one-third octave

bands of frequency between 100 and

5000 Hz (subject to the criterion for

room diffusion of 6.2.1).

6.2 Test Environment Defined—The
test procedures of Section 6 shall be used

in the field if the environment conforms

to the requirements of 6.2.1 and 6.3

below.

6.2.1 Room Size:

6.2.1.1 The measurement method of

Section 6 requires diffuse sound fields on

both sides of the test partition. The sizes

of the source room and receiving room

determine to a large extent (for a given

measurement bandwidth) the lowest

frequency at which the sound fields will

be adequately diffuse: the larger the

room, the lower the limiting frequency.

6.2.1.2 In laboratories, the test rooms

are usually made large enough and are

so treated that adequate diffusion is

obtained at the lowest frequency of

interest. In the field, however, where the

room size must be accepted as given and

may be small, the frequency below which

a diffuse field will not exist (and below

which the procedures of this section are,

therefore, not valid) may limit the low-

frequency range of measurement.

6.2.1.3 For suitable accuracy in de-

termining the average sound pressure

levels in the source and receiving rooms

(see Eq 6), there shall be at least 10

modes per measurement bandwidth.

The lower limit of frequency for which

this will occur, using one-third-octave

bands, may be determined from the

volume of the smaller of the two test

rooms by reference to Fig. 1 (16).^

6.3 Absorption of the Rooms—The
rooms will be suitable for the apphcation

of the test procedure of Section 6 if (in

addition to complying with 6.2.1) the

average (over all room surfaces) absorp-

tion coefficient is no greater than 0.25

at each test frequency for either room
(see 1.3 (17)).

6.4 Selection of Measurement Positions

in Source and Receiving Rooms—The
sound pressure close to the walls of a

room will be greater than that cor-

* A curve is also given for octave-band meas-
urements, for use with the test procedures of

Appendix A2.
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responding to the average energy density

in the room (18). Therefore, for the

measurement of the space-average sound

pressure levels, Li and La (see 4.1.1), the

microphones shall be located preferably

more than one half and certainly no less

than one-third wavelength from room
boundaries or any other large reflecting

surfaces, including the test partition. In

addition, no microphone in the source

room shall be in the direct field of a

sound source. Directions for the manipu-

lation of microphone systems are given

in Section 8.6 of Ref (2)

6.5 Measuring the Absorption of the

Receiving Room—An adjustment involv-

ing the total sound absorption A2 of the

receiving room is to be applied (see

Eq 6) to the measured noise reduction

between the source and receiving rooms

in order to determine the field transmis-

sion loss of the partition. This absorption

shall be measured either by the decay

rate method (4), or with the aid of a

reference sound source.'' The determina-

tion of receiving room absorption shall

be made with the receiving room in the

same condition (except perhaps for the

addition of a single sound source), and

using similar microphone positions as the

measurement of noise reduction.

6.5.1 Decay Rate Method—If the

absorption of the receiving room is to be

determined from the decay rate, the

measurement procedure (4) summarized

in 4.7 shall be followed. The test signal

shall be the same, particularly with

respect to bandwidth, as that used for

the soimd pressure level measurements.

6.5.2 Reference Sound Source Method—
^ The method of deterniiniug room absorption

described by A. London (6) -which depends on
measuring the sound pressure level as a func-

tion of distance from the test partition to deter-

mine the point at which the transition occurs

from the (diminishing) direct field of the parti-

tion to the (uniform) reverberant field of the

receiving room— is likely to be impossible or

misleading in rooms having absorptive ceilings

or floors, or both.

If a sound source is available whose
power output L^, is known, the value of

10 log A2 in the receiving room can be

calculated from a measurement of the

average sound pressure level Lp estab-

lished there by the operation of the

reference sound source (10,11,12, and 22).

In a diffuse sound field, the sound power

level L„, of a source, the average sound

pressure level Lp in the room, and the

total sound absorption /1 2 of the room are

related (11) as follows:

10 log y4o = L„ - L„ + 16.5 (7)

or

/l„, - -f 16.5

\

A, = antilog { ^ 1 . . .(8)

where:

reference power for Lu, = 10~^%; and

reference sound pressure for Lp =
20 M^V/m- (0.0002 dynes/cm^).

6.5.2.1 The reference source may be a

loudspeaker whose power output has

been previously determined for a given

electrical power input in each frequency

band.

6.5.2.2 Alternately, another sound

source whose sound power output is

constant enough for usable accuracy is a

modified centrifugal fan (11). For its power

output level see Table Al.

6.5.2.3 The determination of absorp-

tion as a function of frecjuency shall be

carried out in bandwidths the same as

are used to measure sound pressure

level differences.

6.6 Interpreting the Data to Determine

the Field Transmission Loss:

6.6.1 Level Readings:

6.6.1.1 From the sound pressure level

readings at several microphone positions

in both the source and receiving rooms,

determine the average sound pressure

levels in the respective rooms in accord-

ance with 4.1.1.

6.6.1.2 If the range of levels in each

room is less than 6 dB, the level readings
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in decibels may be averaged directly.

If the range for either room exceeds 6 dB,

it is necessary to convert each observed

level in that room to pressure-squared,

to average the several pressure-squared

values, and to reconvert the average

pressure-squared to average sound pres-

sure level.

6.6.1.3 The difference between the

space-average sound pressure levels

L\ and Li so obtained in the source and

receiving rooms is the noise reduction

defined in 4.2.

6.6.2 The radiating surface area of the

test partition in the receiving room is

determined with careful attention to the

decision (see A4.5.5.3), as to what ele-

ments constitute the test specimen. This

value of S is used, along with A2, meas-

ured in consistent units as determined in

6.5, to correct the sound pressure level

differences of 6.6.1.3 to field transmission

loss as indicated in Eq 6.

7. Reporting of Data

7.1 In contrast to the laboratory

standard, this recommended practice

standardizes the measurement pro-

cedures, but not the physical configura-

tion for the test. Because the physical

configuration cannot be standardized,

careful reporting of the exact test con-

ditions is necessary to permit a meaning-

ful evaluation of the field test results.

7.1.1 Statement of Conformation to

Standard—A statement is required, if it

is true in every respect, that the tests

were conducted in accordance with the

provisions of this ASTM recommended

practice. No data may be published as

complying with this recommended prac-

tice, without indicating which procedure

under Section 6 or Appendixes Al or

A2 was used. The criteria for choosing

that procedure should be stated, as well

as the method by which they were estab-

lished.

7.1.2 Description of Test Configuration

—A complete description shall be given

of the surroundings of the area in which

the test is conducted.

7.1.2.1 Description of Test Environ-

ment—A sketch of the source and receiv-

ing spaces and their environs shall be

given, showing both the plan of the test

area and a section through the test

partition. A description shall be given of

the structures bounding the test parti-

tions, including floor, ceiling, and wall

structures of the source and receiving

spaces.

7.1.2.2 Furnishing of Source and Re-

ceiving Rooms—A complete description

shall be given of the furnishings of the

test rooms adjacent to the test partition,

noting the position with respect to the

test partition of any bulky objects.

7.1.3 Description of Test Specimen—

A

complete description of the test specimen

shall be given, including all of the es-

sential constructional elements, the size,

thickness,'' and the average weight per

unit area of the specimen.

7.1.3.1 The description of the test

specimen should as far as practicable be

based upon measurement and examina-

tion of the specimen itself, rather than

upon the building plans or information

received from the builder or others.

7.1.3.2 The composition of plaster

mixes or plastic masonary applications

shall be stated, if possible, and also the

surface finish and method of appHcation.

The drying or curing period, if any, and

the final condition of the sample (shrink-

age cracks, etc.) shall be reported. In

the case of preformed panels, such as

doors and office partitions, operable or

not, the edge conditions shall be specified

in as much detail as possible. Clearances

around movable elements shall be re-

° If there are no access panels, outlet boxes,

etc., which would permit a direct measurement
of wall thickness, one can often deduce the wall

thickness by measurement between windows
separated by the test wall.
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ported. If the construction or installation

of the test specimen is, for some reason,

such that the results do not represent

normal performance of the specimen, this

fact shall be stated explicitly.

7.1.4 Nature of Test Signals—A de-

scription shall be given of the type of

test signals used in the measurements,

both for absorption measurement and

determination of level differences be-

tween source and receiving rooms, stating

the bandwidth of measurement and the

frequencies at which tests were made.

7.1.5 Description of Test Procedure:

7.1.5.1 A complete listing of the in-

struments used for the measurement

shall be made. This should include the

name, make, and type number of the

instruments.

7.1.5.2 The lower frequency limit of

the test rooms shall be stated as deter-

mined in 6.2.1. Field transmission loss

shall not be reported for lower fre-

quencies, though the noise reduction

may be stated.

7.1.5.3 A complete description of the

method of measurement shall be given

by reference to appropriate paragraphs

in this recommended practice, noting

any exceptions (see A4.1.2).

7.1.5.4 If a reference sound source is

used to measure room absorption, a

description and identification of this

source shall be given, including the

calibration for sound power level output.

7.1.6 Background Noise Level—The
background noise levels in the receiving

room shall be given in graphic form, in

comparison with the actual average

sound pressure levels observed during the

transmission loss tests on both sides of

the test partition. These three curves

shall be given on standard graph paper

to the same scale as that on which the

field transmission loss results are reported

as described in 7.1.7 below.

7.1.7 Statement of Test Results of

Field Transmission Loss Measurement—
The test results shall be stated to the

nearest 1 dB at the specified frequencies

in tabular form and also shall be shown
in graphic form on standard graph

paper. The measured total absorption in

the receiving space, at each of the test

frequencies shall be stated (see Eq 8).

The temperature and relative humidity

in both test rooms shall be given.

Note 3—If results are presented in graphical

form, it is recommended that the ordinate scale

be 50 mm/decade. If it is necessary to use a

larger or smaller scale, the same aspect ratio as

above should be used. Whenever practicable, the

ordinate scale should start at 0 dB

.

7.1.8 Statement of Qualifications to

Accuracy of Test Results—Taking into

account all the available information

about the field test, a statement should

be made about the probable accuracy and

reliability of the test results, and the

extent to which the results of this test

are representative of the partition type.

Special mention shall be made of unusual

size of test partitions, unusual size or

shape of the test rooms, or other ir-

regularity which may be expected to

make the measured results differ signifi-

cantly from other field tests on the same

type of partition.

7.1.9 Comparison with Existing Labora-

tory Data—A comparison may be made
between the measured field data and

any available laboratory data for

nominally identical partitions. An ex-

planation may be offered, if appropriate,

of significant differences between the

laboratory and field data (see A4.5.4).

7.1.10 Field Sound Transmission Class

(FSTC)—For test partitions whose field

transmission loss has been measured in

one-third octave bands and for which, by

applying the methods of A4.5, no signifi-

cant flanking has been found to exist, a

field sound transmission class fFSTC)

may be assigned (21),



APPENDIXES

Al. Measuring Noise Reduction or Field Insertion Loss

A 1.1 Isolation Between Rooms

ALl.l When the field transmission loss of

the test partition is not at issue but one wants to

know only how much isolation the occupants of

the pair of ropms enjoy, the noise reduction

should be measured. The test procedure for this

quantity is identical to that given in Section 6

for determining the field transmission loss, except

that no measurement is required of the receiving

room absorption. Note that the noise reduction is

associated with the two test rooms, not with the

dividing partition alone, and it may or may not

involve flanking transmission.

Note Al—The general recommendations of

Appendixes A3 and A4 shall be followed here, as

applicable.

Al.1.2 Noise Reduction—Noise reduction is a

measure of the isolation between two enclosed

spaces, within each of which it is possible to de-

termine the space-average sound pressure level.

The difference between these average sound

pressure levels is determined as described under

6.6.1.3 and is reported, with no further correc-

tion, as the noise reduction between the two

rooms.

Al.1.3 Noise Isolation Class (NIC)—Ii a

single-number rating of noise reduction is de-

sired, it shall be the noise isolation class (NIC),

determined as follows. For field situations where

the noise reduction between a pair of rooms has

been measured in one-third octave bands, a

single-number rating may be assigned to evaluate

the acoustical isolation existing between these

two rooms (21). No other single-number evalua-

tion of noise reduction is sanctioned.

A 1.2 Field Insertion Loss (FIL)

Al.2.1 General—When the test structure is a

complete enclosure out-of-doors, surrounding

either the source or receiver, it will be impossible

to establish unambiguously an average sound

pressure level in the outside space, and hence

neither noise reduction nor field transmission

loss has unambiguous meaning. In this case an

appropriate measure of the isolation provided

by the enclosure is the field insertion loss, meas-

ured either from outside the enclosure to inside

or vice versa, as described below. The choice as

to which is the appropriate procedure should

be based on the intended purpose of the en-

closure.

Al.2.2 Outside-to-Inside—For an external

noise source, the field insertion loss is the dif-

ference formed by subtracting the average sound

pressure level within the enclosure from the

sound pressure level which would have existed

there in the absence of the test enclosure. In

measuring the field insertion loss from outside

to inside the enclosure, the noise source should

be located so as to simulate the sound field against

which the enclosure is supposed to provide acous-

tical insulation. The sound pressure level which

would have existed in the protected spot without

the enclosure may be approximated by measuring

the sound pressure level at the same distance,

but in a different direction, from the source. (If

the source is directional, it should be turned to

face the microphone.) Care should be taken to

avoid unwanted reflections from large near-by

objects. The average sound pressure level within

the enclosure should be measured as in 6.4 and
4.1.1. The Field Insertion Loss (FIL) is found

from the following equation:

YIL = Li-L<i (Al)

where:

Ld = sound pressure level measured at the same
distance, d, from the source as the center

of the enclosure, and

Li = average sound pressure level within the

enclosure.

A 1.2.3 Inside-to-Outside—On the other hand,

if the enclosure is designed to confine the sound

energy from some noisy source, the test pro-

cedure is similar in principle to that described in

A2.3; but, since it is impractical to assign an

effective radiating area for the test specimen

(that is, the entire enclosure), the procedure of

that section cannot be followed. To determine

the field insertion loss, one can measure on the
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outside, at some arbitrary distance, the sound

pressure level of the test source as attenuated by

the enclosure; but, one must compute the sound

pressure level that would have existed at the

same point in the absence of the enclosure. This

is done by determining the power output of the

test source from a measurement of the absorp-

tion Ai of the enclosure and the average sound

pressure level within the enclosure; from this

one can allow for spherical divergence (assuming

small source dimensions) to calculate what the

sound pressure level would have been at the out-

side measurement position if the enclosure were

not there. The insertion loss is thus found as

follows:

FIL = Li - L,, + 10 log
167r d'-

.(A2)

where:

L\ = average sound pressure level inside the

enclosure,

L,i = sound pressure level measured at a point

outside the enclosure a distance, d, from

the center of the enclosure, determined by
either of the procedures explained in 6.5,

and

A I = total absorption within the enclosure.

If d is in feet Ai should be expressed in sabins;

and, if d is in meters Ai should be expressed in

metric sabins.

A2. Test Procedures for Non-Laboratory-Like Configurations

A 2.1 General

A2.1.1 For certain field test configurations

that do not conform to the requirements of

Section 6, alternative test procedures are given

in this appendix. For these procedures, as con-

trasted with that in Section 6, measurements in

octave bands of frequency are permitted. The
general recommendations of Appendixes A3 and

A4 shall be followed as applicable, for the test

procedures given here.

Note A2—None of these methods is exactly

as described by A. London (6), whose equations

depend to some extent on the equipment he used.

A2.1.2 In each case it is the goal of the test

procedure to determine the existing ratio of the

sound power directly incident upon the test

specimen and the power radiated directly from it.

A supplementary test, as described in A4.5

must be performed in each case to demonstrate

the absence of any significant flanking trans-

mission.

A2.2 Source Outdoors or in Highly Absorptive

Space, and Reverberant Receiving Room

A2.2.1 When the source of sound is out-of-

doors or in a highly absorptive space, sound

p>ower travels outward from the source as in a

free field. Under these conditions the acoustical

power incident on the test partition can be

calculated from a knowledge of the sound pres-

sure in the incident, nearly plane, wave.

A2.2.2 This test situation differs from that of

Section 6 in that the sound is incident upon the

test partition from only one direction for each

sound source. In order to determine the field

transmission loss unambiguously, therefore, the

test procedure must utilize only a single sound

source for excitation of the test panel. The trans-

mission loss will usually be different for each

angle of incidence of sound upon the partition;

therefore, it is necessary to measure (by moving
the source) and report the field transmission loss

for several angles of incidence between the nor-

mal (0 deg) and 75 deg away from the normal.

Measurements for angles of incidence greater

than 75 deg away from the normal are unreliable

and are not recommended.

A2.2.3 To determine the sound pressure

level Li associated with the incident wave, it

will usually be most convenient to measure the

average pressure Lig at the face of the partition

at several positions near the center and to sub-

tract 6 dB to correct for the pressure doubling

which will occur at this surface (unless the sur-

face is acoustically absorbent, in which case see

A2.2.8.3).

A2.2.4 On the receiving side of the test parti-

tion, the power radiated from the test specimen

into the reverberant space is determined from a

measurement of the average sound pressure

level in the receiving room as in the procedure

of Section 6.

A2.2.5 Under these conditions the field

transmission loss is given as follows:

FTL = L,

- L2 + 10 lof

/l 5cosi9\
(A3)

where:
= average sound pressure level measured at

the face of the partition on the source

side, = Li -f- 6; and

e = angle which the incident sound makes

with the normal to the partition.

The other symbols are as described in Section 6.

A2.2.6 If the test structure is a complete

enclosure out-of-doors, neither the transmission

loss nor the noise reduction is appropriate; in
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this case refer to A1.2 for a procedure for deter-

mining the insertion loss.

A2.2.7 Test Environment Defined:

A2.2.7.1 Receiving Room Size and Absorption

of the Receiving Room—The requirements for

room absorption and for the lower limiting fre-

quency for which diffuse conditions can be

assumed to exist are the same, in the receiving

room, as for the diffuse field procedures de-

scribed in Section 6. Therefore, the restrictions of

6.2.1 and 6.3 apply here, with respect to the re-

ceiving room.

A2.2.7.2 Absorption of the Source Room—For

the test procedure of this section to be valid, it

is necessary that the pressure incident on the

source side of the test partition be free of re-

verberant energy. Therefore, the average ab-

sorption coefficients of all the source room sur-

faces (except the test partition) shall be at least

0.75 (see 1.3).

A2.2.7.3 Source Position—It is also desirable

that the sound wave be as nearly plane-progres-

sive as possible. To this end, the (singlej source

of sound should be placed as far from the test

partition as is consistent with keeping the entire

partition within the direct field of the source

and achieving the desired angles of incidence

upon the test partition.

A2.2.8 Measurement Positions:

A2. 2.8.1 Receiving Room Side—In the re-

ceiving room, measurements are to be made in

the reverberant field. The procedure of 6.4 should

be followed.

A2.2.8.2 Source Side—On the source side,

measurements may be made at the face of the

partition, if the source room side of the parti-

tion is highly reflective. For measurement of

the average sound pressure level Lig at the face

of the partition, the microphone should be

placed as near the partition as possible without

actually touching the surface and without inter-

fering with the sound field being measured. The
diaphragm of the microphone should be oriented

perpendicular to the surface of the partition.

A single microphone on a long stick may be

moved around over the face of the partition to

determine an average level; or, the average may
be calculated from several measurements at

fixed positions.

Note A3—At frequencies between 2000 and

5000 Hz, only microphones of ^ in. in diameter,

or less, will give accurate indications of the

sound pressure level at the surface.

2.2.8.3 AAlternative Method—An alternative,

indirect method of evaluating the sound wave

incident on the surface of the test parti-

tion is useful when the surface is absorptive. The

sound pressure level Li ,
corresponding to the

incident wave alone, is measured out-of-doors or

in an otherwise free field at the same distance

from the source as the test partition (if the source

is directional it should be turned to face the

microphone); this level plus 6 dB is then used in

place of Lia in Eq A3.

A 2. 2.9 Measuring the Absorption of Receiving

Room:

A2. 2.9.1 The absorption of the receiving room
may be measured by either of the methods de-

scribed in 6.5.

A2.2.10 Interpreting the Data to Determine

Field Transmission Loss:

A2.2.10.1 The average sound pressure levels

on the source side and in the reverberant field on

the receiving side, and their difYerence are to be

determined by the averaging procedure of 6.6.1.2.

A2.2.10.2 The correction term involving the

area of the partition and the absorption of the

receiving room, is determined as in 6.6.2. The
angle 6 between the normal to the partition and

the direction of the incident sound must also be

measured and included in the correction term

of Eq A3. A simple protractor will give a suffi-

ciently accurate reading of the angle 6.

A2.3 Reverberant Source Room, Receiving Space

Highly Absorptive or Outdoors:

A2.3.1 In this case the sound power W\
incident on the test partition is related, as in

Section 6, to the space-average sound pressure

level in the source room. The procedure of

Section 6 cannot be used, however, for on the

receiving side of the partition there is no re-

verberant field and hence no unique meaning to

the space-average sound pressure level. For

example, if the receiving space is outdoors, one

could, by extending the distance of the measure-

ment position indefinitely, find as low a sound

pressure level as desired.

A2.3.2 Instead, the sound power radiated

from the partition is assessed by measurements

at close-in positions and the field transmission

loss is determined as follows:

FTL = Li - L2' - 6 (A4)

where

:

Zi = average sound pressure level in the source

room, and

Z2 = space-average sound pressure level taken

throughout a region near the test surface

(but not closer than a quarter wave-

length) in the receiving space (8,9).

A2.3.3 Test Environment Defined:

A2.3.3.1 Source Room Size and Absorption of

the Source Room—The requirements for room

absorption and for the lower limiting frequency
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for which diffuse conditions can be assumed to

exist are the same, in the source room, as for the

diffuse field procedures described in Section 6.

Therefore, the restrictions of 6.2.1 and 6.3 apply

here.

A2.3.3.2 Absorption of the Receiving Room—
The average absorption coefficient of the sur-

faces of the receiving space shall be at least

0.75 (see 1.3).

A2.3.4 Measurement Positions:

A2.3.4.1 Source Side—On the source side of

the partition, the measurements should be made
throughout the reverberant space to determine

Li ,
following the procedures of 6.4.

A2.3.4.2 Receiving Side—The measurements

on the receiving side should be made in a region

near the surface to determine L2' following the

procedure of 6.4, except that no measurement

position should be farther from the partition than

half a typical partition dimension, nor closer than

a quarter wavelength.

A2.3.5 Measuring the Absorption of the Re-

ceiving Space—In order for the procedure of this

section to apply, the absorption in the receiving

space must be high enough that the reverberant

component of the sound field is effectively sup-

pressed. Hence, it is not strictly correct to use

methods for the measurement of absorption

whose validity depends on the predominance of

a diffuse field; this would eliminate both

methods of 6.5. However, one needs to know
only the approximate absorption in the receiving

space to determine whether the environment

qualifies for the test procedure described in this

section; for this purpose the methods of 6.5 are

suitable.

A2.3.6 Interpreting the Data to Determine

Field Transmission Loss:

A2.3.6.1 The average sound pressure levels

in the source and receiving spaces, and their

corresponding difference, are to be determined

as in 6.6.1. No correction for test partition area

nor receiving room absorption is required; Eq
A4 is used to determine the Field Transmission

Loss.

A2.4 Both Source and Receiving Spaces Higldy

Absorptive: Plane Wave Both Sides

A2.4.1 In this situation, provided the source

is far enough away, a plane progressive wave

exists on both sides of the test partition. Where

the source room is too small for this to be the

case, judgment must be used to decide whether

the maximum obtainable radius of curvature of

the incident wave is such that the entire surface

of the test partition is irradiated by a substan-

tially plane wave, as required by the procedure

of this section.When a plane wave is incident

upon the test panel, an approximately plane

wave may be assumed to radiate away from

the panel on the receiving side. In terms of the

sound pressure levels Li and L2 in the incident

and transmitted waves the field transmission

loss is expressed as follows:

FTL = Li- L2 (A5)

However, it will usually be difficult to determine

L\ directly, because of reflections from the in-

sonified face of the panel; therefore, it is prefer-

able (unless the panel face is absorptive) to

measure the average sound pressure level Lig

at the face of the panel on the source side and to

subtract 6 dB to correct for pressure doubling as

follows:

FTL = Lio ~ U - (). '. (A6)

Alternatively, the method of A2.2.3 may be used

to determine Li for use in Eq A5; or, Li + 6 may
be used in place of Lo in Eq A6. Again as in A2.2

the field transmission loss should be determined

as a function of the angle of incidence, d.

A 2.4. 5 Test Environment Defined—The av-

erage absorption coeflacients of all the surfaces

of both source and receiving rooms (except the

test partition) shall be at least 0.75 (see 1.3).

The sound source should be located according

to the recommendations of A2.2.7.3.

A2.4.6 Measurement Positions:

A2.4.6.1 Source Side—On the source side,

the measurements should be made at the face

of the partition, following the procedure of

A2.2.8.2 or the alternative (free field) measure-

ment of A2. 2.8.3.

A2.4.6.2 Receiving Side—On the receiving

side, the measurements should be made near

the face of the partition, following the pro-

cedure given in A2.3.4.2 for Li

.

A2A.7 Measuring the Absorption of the Test

Rooms—The procedures of A2.3.5 should be

followed to determine whether or not the field

situation qualifies for use of the procedures of

this section.

A2.4.8 Interpreting the Data to Determine

Field Transmission Loss—The average sound

pressure levels on both sides are to be deter-

mined for various angles of incidence (S = 0 to

75 deg). No correction for partition area is re-

quired. The field transmission loss is determined

from Eq A5 or A6 using L2 as found in A2.4.6.2

for L2 , and Lu as found in A2.4.6.1.
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A3. Instrumentation

A3.J Microphones

A3. 1.1 General:

A3. 1.1.1 Microphones shall he stal)le and
substantially omnidirectional in the frequency

range of measurement. A condenser microphone
with an associated cathode-follower as impedance
transformer is preferred (because of its accuracy,

stability and flat frequency response). Crystal

or ceramic microphones are subject to a cable

correction but may be used when the tempera-

ture is stabilized, or when the microphone sys-

tem itself is temperature-stable. A stable wide-

range dynamic microphone is also suitable. The
microphone should be calibrated periodically

throughout the test frequency range by a quali-

fied laboratory technique (13).

A3.3 Microphone Amplifier

A3. 2.1 For amplifying the microphone signal,

either a stable microphone amplifier shall be

used, or a sound level meter (14).

Note A4—In using USA Specification

SI.4-1961, General-Purpose Sound Level Meter

(14), to meet the requirements of amplifying

the microphone signal, omit reference to para-

graphs pertaining to the "A" and "B" networks.

A3.3 Frequency Analyzers

A3.3.1 For the test procedure of Section 6,

frequency analyses shall be made in one-third

octave bands, particularly if it is expected that a

field sound transmission class will be assigned.

For very informal tests and for the procedures

of Appendixes Al and A2, full octave bands may
be used. (There is an advantage in the use of

octave-band filters when a diffuse field is required

in either of the test rooms, since the wider band-

width allows measurement to lower frequencies

in rooms where the diffusion is limited by their

small size (see 6.2.1))

.

Note A5—All filters used for frequency anal-

yses in the procedures of this standard shall

comply with the requirements of Specification

for Octave, Half-Octave and Third-Octave

and Filter Sets (SI. 11-1966), for a Class II or

Bill filter (15).

A 3.4 Graphic Level Recorder

A3.4.1 A graphic level recorder may be

used to record the sound pressure levels in the

source and receiving spaces, provided that it

complies with the requirements of Ref (14) for

accuracy of rms readings. A calibration signal

shall be recorded at the beginning and the end
of each set of readings and all gain settings shall

be noted on the graphic record.

A3. 4.2 A graphic level recorder may also

be used to record the decay of sound energy for

the determination of absorption in the receiving

room. At least 30 dB of the sound decay should

be recorded, if possible. If this is not possible,

the effective relation of signal to noise (in

decibels) should be stated.

A3.4.3 The inherent decay rate of the

recorder should be checked by rapidly shorting

the recorder input while it is registering a near-

full-scale input signal. The graphic record of this

check should be retained. The inherent decay
rate of the recorder (in decibels per second)

shall be at least twice the decay rate of the sound
in the test room.

A 3.5 Reference Sound Source for Absorption

Measurements:

A3. 5.1 A reference (that is, constant output)

sound source may be used to estabhsh the total

absorption in the receiving room. The reference

source shall meet the following requirements:

A3. 5. 1.1 The sound from the reference source

shall be broadband in character and without

significant single-frequency components; the

nia.\imum sound pressure level of any single

frequency component should be at least 10 dB
below the octave-band sound pressure level.

A3. 5. 1.2 The sound power output of the

source shall be great enough to comply with the

requirements of A4.6 of this recommended prac-

tice..

A3. 5. 1.3 The mean square sound power out-

put of the source shall remain constant (within zb

1 dB) over an extended period of time.

A3. 5. 1.4 The source shall have a resilient

mounting or shall be placed on a soft pad suita-

l)ly designed to prevent transmission of noise

and vibration to the structure on which it is

mounted.

A3. 5. 1.5 The source shall be essentially non-

directive.

A3. 5. 1.6 The source shall have a maximum
short-term time-variation of sound pressure

level for any octave band not greater than 2 dB
(measured on the slow scale of a sound level

meter).

A3. 5. 1.7 The source shall be physically small,

of the order of 1 to 2 ft maximum dimension.

A3. 5. 1.8 The reference source may be a

loudspeaker; if so, it should be driven by (bands

of) random noise and its total sound power out-

put for a given electrical input shall he constant

within the limits prescribed in A3. 5. 1.3 and in

A3.5.1.6.

A3.5.1.9 Another accejjtable form of refer-

ence sound source is a modified centrifugal fan,

direct-connected to an induction motor with
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TABLE Al—POWER OUTPUT OF AN
AVERAGE ILG SOURCE IN A REVERBER-
ATION ROOM

Note—The ILG source must rest on the

bare floor, at least a half-wavelength away from

other reflecting or absorptive surfaces. No cover,

grille, or shroud should be attached to the fan.

Band Mid-Frequency,
Hz

Sound Power Level (Diffuse

Field)" dBre IQ-i^ w

One-Third
Octave Band Octave Ddnu

40 69 0

50 70 0

63 70 5 75. 5

80 71 0

100 71 0

125 72 5 77. 5

160 74 0

200 74 0

250 75 0 79. 5

315 75 0

400 75 0
500 75 5 80 0

630 75 0

800 75 0

1000 75 5 80 5

1250 76 0

1600 76 0

2000 76 0 80 5

2500 75 5

3200 75 0

4000 74 0 79 0

5000 74 .0

6300 74 .0

8000 73 .0 77 .5

° The values which appear in this table

represent the average of several measurements
of the ILG source in reverberant rooms. Meas-
urements in a free-field, however, yield results

which exceed the tabulated values by as much
as 8 dB at frequencies below 200 Hz. These
differences are attributed to a reaction of the

room upon the source.

Attention is called to these differences be-

cause the (higher) free-field values may be cited

in other standard test procedures. For the pur-

pose of this document, the reverberation room
data are appropriate, since the aim is to deter-

mine the total absorption in a quasi-reverberant

TABLE K\~Continued

space. On the other hand, if the aim is to de-
termine, by means of a reverberation room
comparison of an unknown with a reference

sound source, the total sound power which
would be emitted out-of-doors, the free-field

ILG data would be used.

stable speed characteristics (11,12). The sound

power output level of this source as a function

of frequency, when operated on the floor well

away from walls and other large reflecting sur-

faces, is fairly constant; approximate average

values are given in Table Al.

Note A6—Such a sound source is available

from the ILG Electric Ventilating Co., 2850 N.
Pulaski Rd., Chicago, 111. The model number
is ILG DSN 10910.

A3. 5. 1.10 The reference sound source shall be

calibrated by a laboratory that is adequately

equipped for the accurate measurement of sound

power level on an absolute basis. A reverberant

room method of test shall be used. See Section

3.5 of Ref (20). The sound power level calibration

of the reference sound source shall be made in

whatever frequency bandwidth is to be used

for the analysis of sound in the measurement of

field transmission loss; if the reference source is

mechanical, any pertinent corrections for speed

(line-voltage), temperature, barometer, etc.,

should be included.

A3.6 Sound Source{s) for Transmission Loss

Measurements:

A3.6.1 One or more electro-acoustical sound

sources shall be used to obtain the average sound

pressure level difference for determination of

transmission loss (or noise reduction or insertion

loss). These sources may generate broadband or

filtered random noise.

A3.6.1.1 Thesource(s) shall provide sufficient

sound power at all frequencies to meet the re-

quirements of A4.6 and A4.1.3.

A3. 6. 1.2 Directional loudspeakers should be

avoided so as to minimize the danger of non-

uniform incidence of sound on the test partition.

The use of more than one loudspeaker may be

necessary to generate a sound pressure level

great enough to measure constructions with high

transmission loss. High efficiency is more im-

jiortant than high fidelity in a loudspeaker for

this application, though a smooth, fiat (±5 dB,

100 Hz to 5000 Hz) frequency response is highly

desirable.

120-18



A4. General Test Procedures

Note A7—Some of the instructions given in the procedures (such as those concern-

ing the placement of loudspeakers and microphones) do not necessarily contribute

to increased accuracy of measurement, but are prescribed arbitrarily so that inde-

pendent investigators will be more likely to arrive at the same numerical results.

A4.1 Generation of Sound Field on Source Side

A4.1.1 Sound Source{s)—The sound source

shall be one or more loudspeakers, driven with

adequate electrical power to satisfy the re-

quirements of A4.1.3 and A4.6 and with any

type of signal dscribed in A4.2 below.

A4.1.2 Sound Source Position{s)—Each loud-

speaker should be placed in or near a trihedral

corner of the room in order to e.xcite as many
room modes as possible. (This recommendation

holds for most procedures; exceptions may be

necessary in certain situations.) The room cor-

ners in which the loudspeakers are to be placed

should be selected as follows: if one stands with

his back to the test partition in the source room,

the first loudspeaker shall be placed on the floor

in the far right-hand corner; the second on the

floor in the far left-hand corner; additional

loudspeakers, if used, should be evenly spaced

on the floor between the first two. If, for some
reason, this convention cannot be followed, this

fact should be noted and the position of the

loudspeakers should be described in the test re-

port.

A4.1.3 Source Room Level—The sound pres-

sure level in the source room should be great

enough to provide a signal level in the receiving

room at least 10 dB above the background noise

level in the measurement band at all test fre-

quencies (background noise means here the

combination of acoustical and electrical noise,

see Section 1.26 of Ref (1)). Since this condition

will usually be most difficult to achieve at low

frequencies, the speaker should be capable of

radiating the lowest test frequency efficiently.

A4.2 Test Signals

A4.2.1 Signal Spectrum—The source-room

sound signals used for these tests shall form a

series of bands of random (Gaussian) noise

containing an essentially continuous distribution

of frequencies throughout each test band.

"Pink" noise, comprising random noise of equal

power per fractional bandwidth (throughout the

frequency range and also within each band) is

recommended. These signals may be generated

in the field with a random noise source and filter

set (separate from the analyzer filter) or may be

prerecorded on magnetic tape for reproduction

in the field.

A4.2.2 Test Frequencies—The nominal test

frequencies shall be selected (subject to the

criterion for room difi"usion of 6.2.1) from the

following series: 100, 125, 160, 200, 250, 315,

400, 500, 630, 800, 1000, 1250, 1600, 2000, 2500.

3150, 4000, and 5000 Hz. Contiguous test bands

shall be used, so that data are obtained for all

frequencies within the chosen range. Pure tones

shall not be used, since they give rise to large

fluctuations in the sound field which are strongly

dependent on freqnency and position.

A4.2.3 Banduidth—The bandwidth of each

test signal except for informal tests, shall be one-

third octave for the procedure of Section 6.

For the procedures of Appendixes Al and A2,

either octave or one-third octave bands may be

used. The over-all frequency response of the

electrical system, including the filter or filters

in the source and microphone circuits, shall for

each test band conform to specification for

Octave, Half-Octave and Third-Octave Band
Filter Sets (SI. 11-1966), for a Class II or IH
filter (15).

A4.2.4 Filtering may be done either in the

source or microphone system or partly in each,

provided that the required over-all characteristic

is achieved. Apart from defining the bands of

test signals, a filter in the microphone system

serves to filter out extraneous noise lying out-

side the test band, including possible distortion

products in the source system; a filter in the

source system serves to concentrate the availa-

ble power in the test band.

2^4.3 Sensitivity Check

A4.3.1 All instruments shall be carefully

checked at the time of the tests. This is particu-

larly important in field measurements where the

hazards of transportation increase the likelihood

that the equipment will be found out of adjust-

ment at the test site.

A4.3.2 When source room levels and receiv-

ing room levels are to be measured with the same
instruments, sensitivity checks shall be per-

formed before beginning the measurements in

each room and at intervals during the test, to

assure drift of not more than 0.5 dB.

A4.3.3 When two sets of sound level meas-

uring equipment are used for measurement of

sound levels in the source and receiving rooms,

the sensitivity of both sets shall be checked be-

fore field tests are begun arid at intervals of not

more than 30 min thereafter. The same calibra-

tion equipment shall be used for all calibrations.

The microphones must all be of the same make
and model.
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A4.3.4 The sensitivity check of the micro-

phone (s) shall be made using an acoustic or

electrostatic calibrator which has electronic drift

of not more than 0.5 dB in a day. The sensitivity

check shall usually consist of impressing a knov.'n

sound pressure upon the microphone and noting

the unfiltered electrical output of the entire

microphone system, keeping account of all varia-

ble gain settings in the equipment. This estab-

hshes a sensitivity in terms of which all subse-

quent electrical outputs, filtered or not, can be

converted back to sound pressure levels at the

microphone, taking account of the filter response

and any changes of gain in the system.

Note A8—A nominal sine wave having less

than 10 per cent distortion and unvarying

amplitude to within 0.1 dB is recommended.

A4.3.4.1 If only relative levels are required

(for example, if the same system is used in both

source and receiving rooms, and the absorption of

the receiving room is determined from the decay

rate, rather than from the absolute levels estab-

lished by a reference source), a check is needed

only to assure that the over-all sensitivity re-

mains constant throughout the test. The check-

ing procedure should be carried out in such a way
as to eliminate errors caused by variations in re-

sponse between microphones when used in re-

verberant sound fields.

A4.3.5 The sensitivity check in the field need

be made at only one frequency within the range

from 200 to 1250 Hz.

A4.3.6 The entire measuring set-up (includ-

ing the microphone, all cables, and instruments)

shall be included in the check for sensitivity. The
entire set-up must be rechecked after any
changes, adjustments, or substitutions of cables

or equipment.

A4.4 Sound Pressure Level Measurements

A4.4.1 Averaging Time—For each sampling

position, the averaging time shall be sufficient

to permit an accurate estimate, from observa-

tions of a sound level meter or a graphic level

record, of the time-average sound pressure level.

A4.4.2 Number and Precision of Measure-

ments—One or more microphones, or a single

moving microphone may be used to determine

the average sound pressure level in the test

rooms. If only one or two microphones are used,

the average may be obtained by moving them
to several different stations in the rooms. If a

large number of microphones are used at differ-

ent stations in the rooms, their outputs may be

observed consecutively by switching between

microphones.

A4.4.3 It is not recommended that the elec-

trical outputs of two or more microphones be

combined. However, if the averaging is done by
combining outputs electrically, the following

precaution must be taken: squared outputs,

rather than linear outputs, must be combined;

the microphones must be matched in sensitivity

within 1 dB over the frequency range of interest.

A4.4.4 A minimum of five measurement
positions shall be used (see 6.4), but measure-

ments shall be made at enough positions that

the standard deviation of the mean of the N
readings in each frequency band is less than

2.0 dB, defined as follows:

Standard deviation

For convenience in making this calculation, L
may be computed from {ZnL„)/N. However,

the average L to be used in calculating field

transmission loss must conform with the defini-

tion in 4.1.1.

A4.4.5 Measurement Filters—Where the

bandwidth of the sound source is greater than

the desired analysis bandwidth, or where it is

necessary in order to meet the requirements of

A4.1.3, analyzing filters must be used in the

measuring equipment. These filters must conform

to the n ^uirements of A3.3. The same filters

should be used to measure both the absorption

in the receiving room and the average sound

pressure levels in the test spaces.

A4.5 Checks for Flanking Transmission

A4.5.1 In measurements where the field

transmission loss of the test panel is required,

rather than just the noise reduction, flanking

transmission must be reduced to a negligible

amount so that the measured levels in the re-

ceiving room correspond to only that sound

which is transmitted through the partition under

test. The following procedures may be used to

determine whether or not significant flanking

exists. Note that the flanking test of A4.5.5 is

mandatory.

A4.5.2 The first and simplest check is to walk

around the receiving room and, listening either

with a stethoscope or with the unaided ear, try

to detect obvious leaks, where sound is entering

the space by way of unintended paths.

Note A9—A word of caution is in order con-

cerning the use of a stethoscope to detect leaks:

ordinarily the diaphragm head of the instrument

is removed and one probes with the open end of

the tube into corners and along edges where

leaks are suspected. As the tip of the tube is
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moved into a corner, one usually hears an in-

crease in sound level at high frequencies due to

"pressure doubling" near boundaries and cor-

ners; this effect should not be mistaken for a

sound leak.

A4.5.3 One may also investigate whether the

surfaces of the receiving room other than the

test partition are vibrating significantly at the

frequency of the sound source; an accelerometer

may be used to compare the vibration of the

test partition with that of other surfaces. The
average vibration level of each of the other room

surfaces should be at least 10 dB below that of the

test partition.

A4.5.4 After the transmission loss calcula-

tions have been made, the resulting field data

may be compared with laboratory transmission

loss data for a similar type of partition. One
should not necessarily expect close agreement,

but widely divergent trends may indicate the

existence of flanking paths, of leaks, or of devia-

tions from the nominal construction of the test

specimen.

A4.5.5 The following test shall be performed,

for all field transmission loss measurements

according to the procedures of Section 6 and

Appendix A2, to demonstrate the absence of

significant flanking transmission:

adjacent to the lest s])ccimcn and rcmcasurc the

average sound levels. In this case, an}- chan;,'t^ in

measured results is usually an indication thai

flanking transmission {jresent in the original

test has been reduced.

A4.5.5.2 All data for which the flanking

transmission cannot be effectively eliminated

must be clearly identified in the report, but it

may be stated that the field transmission loss is

at least as great as the flanked data indicate.

A4.5.5.3 A convenient means of adding the

supplementary skin is to support pieces of 5-in.

gypsum board or plywood in front of the test

panel at a distance of about 6 in.

Note 11— It may be convenient to arrange

the panels in a splayed, zig-zag configuration so

that, when the edges are taped, the array is free-

standing, like a decorative screen.

A4.5.5.4 The total projected surface area of

the added skin should be slightly smaller than

that of the test panel itself. All internal joints of

the skin should be sealed by taping. A sub-

stantial amount of sound absorbing material

should be . distributed evenly throughout the

airspace between the skin and the test panel.

To form a seal around the edges of the skin,

strips of heavy (5 Ib/ft^) flexible sheeting (such

TABLE A2—CORRECTIONS FOR AMBIENT SOUND PRESSURE LEVELS

dB

Difference between sound pressure level

measured with sound source operating

and ambient sound pressure level alone

.

Correction to be subtracted from sound
pressure level measured with sound
source operating to obtain sound pres-

sure level due to sound source alone . . . . 2.2 1.7 1.3 1.0 0.8 0.6

10

0.4

A4.5.5.1 After the ordinary measurements

have been made to determine the field transmis-

sion loss, a special temporary shield (see below)

shall be added to the test partition to increase

its effective transmission loss. The measure-

ments are then repeated. If the measured values

of transmission loss change as a result of the

added skin by at least 3 dB, it can be assumed

that no significant flanking exists. If this is not

the case, then the flanking paths must be located

and corrected.

Note AlO—An alternative procedure (which

is more difficult but may help eliminate existing

flanking paths in addition to detecting their

presence) is to add a second skin to all four

boundaries (the side walls, floor and ceiling)

as lead-filled vinyl plastic or sheet neoprene)

should be taped to the edges of the skin and also

the walls bounding the test partition.

A4.5.5.5 Care must be taken that the area

thus shielded comprises all of, but no more than,

the structural elements making up the specimen

under test. For example, in the case of an op-

erable or demountable partition, it is usually

understood that the manufacturer has the re-

sponsibility of providing an adequate seal to the

surrounding structure; this seal, therefore, is part

of the specimen under test. In this case, the sup-

plementar}' skin should be taped just outside the

seal, so that the seal is covered (as part of the

specimen) for the second measurement.

A4\5.5.6 The supjilementary skin may be

added on cither side of the test partition, but if
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it is applied on the source side, there is no need

to remeasure the absorption in the receiving

space.

A4.6 Check for Background Noise

A4.6.1 At the beginning and end of each test

a check shall be made for electrical and acousti-

cal background noise by measuring the sound
pressure level in the receiving room in each fre-

quency band used for the transmission loss tests.

This measurement shall be made with no modifi-

cation of the test setup or test room, except that

the sound source shall be turned off. If the sound

pressure level measured with the source operat-

ing is at least 10 dB greater in each frequency

band than with the source silent, the error in the

test measurement due to background noise will

be less than ^ dB.

A4.6.1.1 Correction for Ambient Sound Pres-

sure Level— If, in any frequency band, the av-

erage sound pressure level in the receiving room
with the sound source operating exceeds the

ambient sound pressure level by only 4 to 10 dB,

the observed receiving room levels are likely to

be in error. The true sound pressure level due to

the sound source alone may be approximated by
applying to the measured levels the corrections

listed in Table A2. These corrections are based

on the assumption that the indicating meter

responds to root-mean-square (rms) sound pres-

sure, but they are approximately applicable to

the indicating instruments used in standard
sound-level meters. It is further assumed that

the ambient sound pressure and the sound pres-

sure due to the sound source are incoherent and
can, therefore, be added on a "pressure-squared"

basis. If the contril)utions from the sound source

and the ambient noise are coherent, phase rela-

tions are important and corrections in general

terms cannot be stated.

A4.7 Measuring the Damping of the Partition

A4.7.1 For some types of partition there is a
strong influence of partition damping on the

observed transmission loss. Although this exact

relation is not yet well understood, it is desirable

that data on in-place partition damping be col-

lected for later reference and study. Accord-
ingly, this recommended practice encourages,

but does not require, for each test specimen
whose transmission loss is measured in the field,

a measurement of the damping (loss-tangent)

as a function of frequency (19).

A4.8 Temperature and Relative Humidity

A4.8.1 Wet- and dry-bulb temperature read-

ings should be made in both source and receiv-

ing rooms. The relative humidity should be

calculated and reported for both rooms.
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EFFECT OF HUMIDITY IN HOT-WIRE ANEMOMETRY
By Galen B. Schubauer

ABSTRACT

_
The possibility of a humidity effect on the heat loss from a heated wire in an

air stream has long been recognized, but only recently was the effect found
experimentally by Paeschke. The effect is to increase the heat loss at the higher
humidities. The present paper describes an experiment conducted to verify
the existence of the effect. The results show an increase of heat loss per degree
rise in wire temperature of about 2 percent for a change in the partial pressure of
water vapor from 0.007 to 0.023, or a change in relative humidity from 25 to 70
percent in the neighborhood of 25° C. The effect may be explained by an effect

of humidity on the thermal conductivity of air.

A hot-wire anemometer consists essentially of a small electrically

heated wire, usually of platinum, which may be exposed to an air

stream in which the speed is to be measured. Associated apparatus
is required for controlling the heating current and measuring the rate
of heat loss from the wire. The theoretical relation between the
rate of heat loss and the air speed is given by the following formula
due to King: ^

^=4:.l8l {k+2-y/irkpcrV), (1)

where
iJ=heat loss from the wire to the surrounding air in watts.
A 2^= temperature elevation of the wire above the temperature

of the surrounding air in degrees C.
^= length of the wire in centimeters.
^= thermal conductivity of air in cgs units.

p= density of air in cgs units.

c= specific heat of air at constant volume in cgs units.

r= radius of wire in centimeters.

V=air speed in centimeters per sec.

Since the heat lost from the wire by radiation is neglected in equa-
tion 1 and also since k, near the wire, and r may not be known with
sufficient accuracy, the hot-wire anemometer cannot be used as an
absolute instrument, but must be calibrated by measuring H/AT, or

some related quantity, in a stream of known speed. It is the uni-

versal experience of those working with hot-wire anemometers that
the caUbration cannot be relied upon over long periods of time.

Aside from such changes as may occur due to damaging of the wire

in handling, other changes of a seemingly erratic nature take place

which are difficult to account for, and which have done much to

discourage the use of hot-wire anemometers in precise work.

1 L. v. King, On the convection ofheatfrom small ct/lindert in a stream offluid: Determinalion ofthe convection

constants for small platinum wires with application to hot-wire anemometry. Phil. Trans. Boy. 800. 214, 373,

(1914).

151-575



576 Journal of Research oj the National Bureau of Standards iv»t. it

It has long been suspected that changes in the heat loss from the
wire may occur through the effect of humidity on such quantities as

p, and c in eq^uation 1. It is known that the presence of water
vapor in the air mcreases the thermal conductivity for small partial
pressures of the vapor ,^ and for this reason an increase of heat loss

with increasing humidity is to be expected. The effect of humidity
on the product of density and specific heat is exceedingly small and
as a contributing factor can probably be neglected. While it is

possible to predict the direction of the effect from equation 1, it is

difficult to estimate its magnitude due to the neglected radiation
loss. Furthermore the value of k for air containing small amounts
of water vapor is not definitely known at temperatures below 80° C.
An increase in the heat loss from a wire as the result of increasing

the humidity was recently found experimentally by W. Paeschlce.^

An earlier attempt to find an effect of humidity, made by Kennelly
and Sanborn * in connection with the effect of air density on the heat
loss from a wire, led to the conclusion that the effect, if present, was
too small to be detected. However, in the latter tests, no humidity
measurements were made.
The effect was investigated at the National Bureau of Standards

in a small return-circuit wind tunnel in which the relative humidity
could be varied between 25 and 70 percent. The wire, which was of

platinum 0.05 mm in diameter and 27.0 mm long, was placed in the
working section about 10 cm from a standard pitot-static tube by
which the speed was measured. The direction of the air flow was
upward and normal to the wire. AU accompanying apparatus, such
as current controls and potentiometer, were located outside the
tunnel where the humidity remained essentially constant.
The relative humidity in the tunnel could be raised from about 25

to near 70 percent in 2 or 3 hours by placing water in troughs along
the tunnel walls and allowing a large area of cloth, inside the tunnel
on the return-duct walls, to become wet by capillary attraction.

The removal of the water and the circulation of outside air through
the tunnel lowered the relative humidity to within a few percent of

the outside value in about 4 hours. It was possible therefore to

change rather quickly from one condition to another without the
necessity of changing the temperature or disturbing the experimental
setup. The relative humidity was measured by a hair hygrometer,
which had previously been cafibrated.

Since the air temperature changed but little, varying only between
23 and 27° C, and the barometric pressure remained essentially

constant at 756 mm of mercury, the humidity changes were really

changes in the absolute humidity. By taking into account the

temperature changes, the readings of the hygrometer were converted
into absolute numidities. These are expressed here in terms of the

partial pressure of water vapor, denoted by
The experimental procedure consisted in measuring the potential

drop across the vAtq at various wind speeds for a constant heating

current. The wire temperature was allowed to vary with the speed.

Using these data together with the temperature resistance curve for

« H. A. Daynes, Gas Analysis by Measurement of Thermal Conductivity. Cambridge University
Press, p. 23 (1933).

» w. Paeschke, FeucMlgkeitseffekt bei Hiizdrahtmmungtn, Physik Z. 88, 664 (1935).
« A. E. Kennoilj and H. 8. Sanborn, The influence of atmospheric pressure upon the forced thermal eon-

peclion from smalt eledricalty heated platinum wires, Proc. Am. Phil. Soc. 62, 65 (1914).
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the wire, which was obtained by measurements of the wire resistance at

the temperature of the surrounding air, H/AT, the heat loss per de^ee
rise in temperature, was calculated. From a number of such determma-

FiGURE 1.

—

Variation of heat loss per degree rise in wire temperature with variation
in humidity.

(Pj" partial pressure of water vapor.)

tions corresponding to several relative humidities ranging from 25 to

70 percent, the variation in H/ATvnth. humidity was determined.
The results obtained with a heating current of 0.464 ampere are

summarized in figure 1. The spacing between curves in this figure
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is determined by the change in H/ATin going from one speed to the
next. The approximate temperature elevation AT of the wire corre-

sponding to the various speeds is also shown. Considering a change
in p2 from 0.007 to 0.023, figure 1 shows an average increase in H/AT
of about 1.8 percent.

An effort was made to determine the effect of wire temperature by
obtaining a similar set of curves in the same speed range using a
lower heating current (Arranging from 42 to 70° C). In the latter

determination the accuracy was lower, but the same general chaage
in HIAT with humidity was found as in figure 1. In these determina-
tions the average change in H/AT corresponding to a change in

from 0.007 to 0.023 was 2.0 percent. There is therefore no conclusive
evidence of a dependence of the effect on wire temperatures. These
results agree well with those obtained by Paeschke, where a 2-percent
increase in heat loss was found for a change in the relative humidity
from 30 to 80 percent.

The precision of the present work does not warrant a more definite

conclusion than that approximately a 2 percent change in heat loss

per degree rise in temperature may be expected for a change in p2 be-
tween the above limits (0.007 to 0.023), corresponding to a change in

relative humidity from 25 to 70 percent in the neighborhood of 25° C.
For practical purposes the effect may be regarded as linear. Under
the present conditions, a change in heat loss of this magnitude was
equivalent to a change in air speed of about 6 percent. Hence, if

errors of this orddr are to be avoided, it is essential that the humidity
be taken into account both in calibration of the wire and in its sub-
sequent use.

Washington, September 7, 1935.
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EFFECT OF YAW ON VANE ANEMOMETERS

By Roy H. Heald and Paul S. Ballif

ABSTRACT

The effect of yaw on the performance of three vane-type anemometers was
determined in the wind tunnel. Observations were made for angles of yaw within
a range of 35 degrees on either side of the zero position. Maximum positive
errors of 1, 4, and 5.5 percent were found for the three instruments when the angle
of yaw was approximately 15 degrees. The magnitude of the error depends on
the design.
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I, INTRODUCTION

The customary practice in using a vane anemometer is to mount the
instrument so that the axis of rotation of the vane wheel is parallel to

the axis of the fan or duct for which measurements are to be made.
Usually no attempt is made to determine whether or not the air flow
is parallel to the duct or fan axis, it being assumed that no appreciable
error is introduced on this account. Ower * states, for a particular
instrument, that the directional effects due to yaw may introduce
errors of the order of 1 percent for angles of inclination less than about
20 degrees, but points out the uncertainties involved in drawing
conclusions from the performance of a single instrum.ent. Difi'erences

in design of anemometers constructed by difierent manufacturers are
often encountered in practice. Hence differences in response to

directional effects are to be expected, especially when the direction of

air flow makes a large angle with the reference axis.

Recently, in determining the air deliveries of electric fans, the
direction of air flow was found to be inclined 20 degrees or more to

any plane containing the fan axis. In such cases, accurate results

can be obtained with an anemometer mounted with its axis parallel

to the fan axis only if the correction factor for airstream inclination is

known and applied. For this reason an investigation was undertaken

' E. Ower. Measurement of Air Flow, 2d ed., p. 119. (Chapman and Hall, London, 1933.)

37172—38

1J5-665



686 Journal of Research of the National Bureau of Standards ivoi. 19

to determine the effect of airstream inclination, in yaw,^ on the i)er-

formance of the three vane anemometers used in the fan tests. The
information may be of interest to other investigators who have
occasion to use vane anemometers under unfavorable conditions of

air flow.

II. DESCRIPTION OF THE ANEMOMETERS

The anemometers used in these experiments are shown in the
halftone figure 1, and in the detail drawings, figure 2. The length/
diameter ratios of the cylindrical housings are 0.43 for anemometer
A; 0.32 for anemometer J5; and 0.59 for anem^ometer C. Anemometers

s
-H ./<9 h-

Blade dimensions
(Plan)

Blade dimensions
(Plan)

~1

Blade dimensions
(Plan)

Figure 2.

—

Line drawings of the anemometers.

The dimensions are given as decimals of the inside diameter of the bousing.

A and B are dial indicating. Anemometer C transmits signals

electrically.

The plane of rotation of the upstream tips of the rotor vanes is 0.11

diameter within the housing for anemometer A; 0.10 diameter for

anemometer B; and 0.14 diameter for anemometer C, the inside

diameter of each housing being used as a reference. The rotor vanes

have plane surfaces.

' The yaw angle is defined as the angle in a horizontal plane between the axis of the instrument and the

direction of air flow. Since the anemometer is nearly a symmetrical instrument the eflfects of pitch, i. c, of

inclination in a plane normal to the yaw plane, are not expected to differ greatly from the effects of yaw.
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Figure 1.

—

Three vane-type anemometers {A, B, and (f) used in the experiments.

Figure 3. —Anemometer support.
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III. METHOD OF TEST

The anemometers were tested in the 54-inch wind tunnel of the
National Bureau of Standards. The instrument under test was
attached to a cylindrical mounting rod % inch in diameter and 3 feet

long. The mounting rod was clamped to a faired strut (fig. 3) fixed

to the tunnel walls. The effect of the presence of the strut and
clamping device was determined for each anemometer by observing
the indicated velocity when the instrument was mounted various
distances. ahead of the strut. As may be seen in figure 4, the effect

of the strut and clamp was found to be small for positions more than
6 inches ahead of the strut.

1. 01
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V -^^
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.96

.95

.94

.93

.92

/

c

/
/ //—J.

r" 1

;

i~ c '
£ —

J

1

1 /

Anemometer A
' Anemometer 3
° Anemometer C

/ /
1 f
1 /
1 /

,

J
2 4 6 & 10 12 M 16 IQ 20

Distance Ahead of Strut-Inches

Figure 4.

—

Effect of support interference on the velocity indications for zero yaw.

T/i3= indicated velocity at point 12 inches ahead of the strut.

Vx =indicated velocity at point x inches ahead of the strut.

The method of mounting the anemometers, illustrated in figure 3,

permitted yawing of the mounting rod through an angle of about
45 degrees on either side of the center position. Yaw settings were
read on a graduated scale mounted on the clamp. The mounting
screw in the base of the anemometer was maintained at a point 12

inches ahead of the strut and midway between opposite walls of the

wind tunnel for all angle settings by adjusting the clamp and mount-
ing rod. Thus the eifect of the small velocity gradient in the wind
tunnel was eliminated.

The velocity indicated by each anemometer was observed for angles

of yaw in intervals of 5 degrees through a range of —35 to -f 35
degrees. At least two observations of indicated velocity were made
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for each yaw setting and for each of two air velocities, approximately
800 feet per minute and approximately 1,500 feet per minute. The
constancy of the air velocity through the tunnel during the tests was
of the order of 1 percent. The time interval for each observation
was about 2 minutes.

IV. RESULTS

The ratio of the true air velocity in the wind tunnel to the velocity
indicated by the anemometer was computed for each observation.
The results for anemometer B are plotted in figure 5. The curves
are similar to those obtained for instruments A and (7. The difference
in the value of the ratio, true velocity/indicated velocity, for air
velocities of 800 feet per minute and 1,500 feet per minute is char-
acteristic of the three anemometers tested and results from the non-

S6

-jy -JO -es -eo -is -lo -5 o s /o is zo 2S 30 35
Angle of Yaui 9 —Degrees

Figure 5.

—

Values 0/ true velocity/indicated velocity for positive and negative angles
of yaw, anemometer B,

linear relationship between the friction of the bearings and indicating-
mechanism load and the torque applied to the vanes by the air stream.
Ordinarily, corrections for this difference are made by using the
calibration curve for the instrument.
The ratio of the indicated velocity Vo for zero yaw, to the indicated

velocity Ve for angle of yaw 9, was computed for each observation.
The curves in figure 6 show the mean values of VojVe, all of the
observations obtained for a given angle of yaw for each instrument
being used. In general, the indicated velocity increased as the angle
of yaw was increased, reaching a maximum when the angle of yaw
was about 15 degrees. Further increase in the angle of yaw resulted
in a decrease in indicated velocity. The indicated velocity for 15
degrees of yaw, for anemometers A, B, and C, was about 5.5, 4, and
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1 percent, respectively, greater than the indicated velocity at zero
yaw; for approximately 30, 27, and 18 degrees of yaw, respectively,

the indicated velocity was the same as for zero yaw and for greater
angles of yaw the indicated velocity was less than for zero yaw.

It will be noted from figures 1 and 2 that anemometer A which
showed a maximum positive error of 5.5 percent, is substantially

different in design from anemometer C, which showed a maximum
positive error of about 1 percent. For example, there is a decided
difference in the shape of the vanes. Also, the dial of anemometer A
exerts a blocking effect over about 25 percent of the area of the hous-
ing, while the housing of anemometer C is comparatively free from
obstruction. Further, the length/diameter ratios of the housings are

AOS
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—

Effect of angle of yaw on the velocity indications.

The curves give mean values of VdIVi.

JS

different. Other dissimilarities are to be found, such as differences in

wall thickness and external fittings.

A few experiments were made wherein the length/diameter ratio

of anemometer A was increased about one-third by adding a cylin-

drical extension to the housing. The results showed a decrease of a
small amount in the directional error. Hence it appears that the
magnitude of the error due to inclination of the airstream depends on
the design of the anemometer, and it is not possible to ascribe the
differences in directional sensitivity of the instruments used to any
one design characteristic.

The use of the curves in figure 6 is shown by the following example.
Suppose the reading of anemometer A, corrected for the calibration

error at zero yaw, to be 1,240 feet per minute. Also suppose the
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direction of air flow with respect to the anemometer axis to be 20
degrees. This angle corresponds to the angle 9 and usually may be
determined with sufficient accuracy by means of a light thread and a
protractor. Referring to figure 6, the correction factor for ane-
mometer A when 0 is 20 degrees is 0.949. Hence the true velocity, in

a direction making an angle of 20 degrees with the anemometer axis,

is 1,240 X 0.949=1,176 feet per minute.
In most cases it is desired to know the component of the airstream

velocity parallel to the axis of the fan or duct. This component is

determined by resolving the true velocity, obtained as above, in the
direction of the anemometer axis. In the example the value is 1,176X
cos 20°= 1,105 feet per minute. It will be noted that the component
of airstream velocity parallel to the axis of the fan is 10.8 percent less

/.£>0

.96

.96

.94

.92

.90

.66
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-..^Anemome i er A
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30 35

FiGUKE 7.

—

Correction curves for the anemometers to facilitate computation of the
axial component of the velocity.

than the velocity indicated by the anemometer. To facilitate com-
putation in similar cases, the ordinates of the curves in figure 6 may
be multiplied by cosine 0 and be plotted as shown in figure 7.

V. CONCLUSIONS

The effect of airstream inclination on the performance of three vane
anemometers was determined in the wind tunnel. The results show
the presence of substantial directional errors within the 0- to 35-

degree range of yaw angles. A maximum directional error of about
5.5 percent occurred when one of the instruments was displaced

about 15 degrees from alignment with the air stream of the wind
tunnel. An error of about 1 percent was observed when an ane-
mometer of substantially the same diameter but of different design
was displaced the same amount. The experiments indicate that the
magnitude of the error due to inclination of the air stream depends
on the design of the anemometer.

Washington, September 25, 1937.
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Effect of Support on the Performance of Vane
Anemometers

By Galen B. Schubauer and Gerald H. Adams

One of t he more important factors affecting the accuracy of a measurement of air speed

with a vane anemometer is the manner in which the instrument is supported. An awareness

of this fact is important, because the user must devise his own support. It is shown that

seemingly minor changes in the support may change the indicated speed by 5 percent, and

that holding an anemometer in the hand may increase the indicated speed by as much as

17 percent. In order to insure the reliability of a speed measurement, an interference-free

type of support is recommended.

1. Introduction

The accurate measurement of air speed with a

vane anemometer depends on an accurate cali-

bration and on conforming strictly to the condi-

tions for which the calibration will be valid.

These conditions involve primarily the manner in

which the anemometer is supported.

For many years calibrations were conducted at

the National Bureau of Standards by means of a

whirling arm, a device that moves the instrument

along a circular path through the air at constant

speed. The instrument was simply fastened to

a flat plate at the end of the arm as shown in

figure 1, and the arm was rotated at a series of

known rates. The accuracy of a calibration by
this method was limited by the so-called swirl

correction, a necessary but rather uncertain cor-

rection applied to the peripheral speed of the arm
to take account of the rotation of the air in the

room produced by the rotating arm.

In June 1947, it was decided to conduct all

calibrations of vane anemometers in the wind

tunnel where absolute speed measurements could

be based entirely on the standard pitot-static tube.

In making the change to the wind tunnel, the

question of the proper means of supporting an

anemometer was brought to the fore. It was
already known that the support could affect the

rate of an instrument and that the best way to

avoid possible error was to use the same type of

support at all times. The flat plate, formerly

used with the whirling arm, could be defended

only on the grounds that manufacturers in failing

to supply a supporting member of any sort pre-

sumably left the user free to adopt any support

that suited his convenience—even to holding the

anemometer in his hand. To throw some light

on the importance of this question, it was decided

to investigate the performance of several sizes of

vane anemometers of the type shown in figures 1

to 5 on the various types of support shown in the

figures. The investigation was conducted in the

Bureau's 4}^-foot wuid tunnel.

II. Interference-Free Mounting

If an anemometer is suspended in a wind stream

on wires so fine that they are incapable of produc-

ing interference, a performance free from support

interference may be obtained. By comparing the

performance obtained in this way with that ob-

tained on the rod type of support shown in figure

2, it has been found that a rod no greater than ji

in. in diameter produces no measurable interfer-

ence when it extends directly downstream. Effects

from members supporting the rod itself m.SLy be

made negligible by placing them at a sufficient

distance downstream. This requires a minimum
distance of the order of 16 times the diameter or

cross-stream width of such members. In the

mounting shown in figure 2 ample margin has

been allowed, and the mounting is interference

free. The portion of the rod directly under the

anemometer is flattened to about }^ in. in thickness.

In the investigation of the interference produced
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1. Anemometer supported on flat plate.

by other types of support, the performance on the

support in question was compared with that on
the rod.

III. Other Supports Investigated

1. Whirhng-Arm Mounting

The flat plate on which anemometers were

mounted in the past for a whirling-arm test is

shown in figure 1. A wooden member simulating

the end of the arm is shown to the right. The
plate is Ys in. thick and 3 in. wide. The distance

fromjihe end of the arm to the end of the plate

is 12)2 in. The wind moves normal to the face

opposite the dial and parallel to the flat side of

the plate.

2. Hand Support

The types of hand support shown in figures

3, 4, and 5 were chosen not as recommended
methods of support, but rather as manners in

which an observer might be inclined to hold an

anemometer in making a measurement of air

speed. The models are intended to respresent

approximately an adult hand and arm. The
arm length is not intended to be correct, and the

body is not represented. This would correspond

to the case where the.observer's body is completely

outside the wind stream. Figures 1 to 5 all

show a 4-in. anemometer, the size referring to

the inside diameter of the cylindrical housing.

Figure 3, hand 1, shows one finger through the

ring of the anemometer and two fingers support-

ing the housing. The arm extends to the side

and is at right angles to the wind.
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Figure 3. Hand 1 supporting anemometer.

Figure 4, hand 2, shows one finger through

the ring allowing the anemometer to hang down
freely. The arm is at right angles to the wind.

The thumb is on the downstream side.

Hand 3 in figure 5 shows an anemometer being

held by means of a short handle. The arm is

directly downstream inclined at an angle of 45

degrees to the wind.

III. Results

Curves showing the performance of a 3-, 4-, and

6-Ln. anemometer are given in figures 6, 7, and 8,

respectively.

The speed indicated by an anemometer de-

pends on the rate of rotation of the vanewbeel,

which in turn depends on the setting of the vanes,

the diameter of the wheel, the speed and direction

of the air through the wheel, and the friction of

the instrument. The true speed is the speed of a

Uniform parallel flow of air that would exist if

the anemometer and its supports were absent.

The indicated speed may be less than, equal to,

or greater than the true speed depending on the

factors that control the rate of rotation of the

vane wheel.

The performance given in figures 6, 7, and 8 is

in terms of the ratio of the indicated speed to the

true speed plotted against the true speed. Dis-

placement of the various curves from that marked
"rod" shows the altered performance due to the

Figure 4. Hand 2 supporting anemometer.

Figure 5. Hand 3 supporting anemometer by short handle.



interference of the support. It will be noted that

the ratio of indicated to true speed is increased in

every case. The reason for this is that the air

speed through the instrument increases locallj'

due to the fact that the au' must flow around the

support.

The changes in indicated speed due to inter-

ference are given in table 1 as percentages of the

true speed at several values of the true speed.

There is an indication that the percentages de-

crease slightly with increasing speed, but the

change is scarcely outside the experimental error.

The column of averages may therefore be used as

a reliable index of the various interference effects.

It will be seen that the interference effects are

about the same on the 3- and 4-in. anemometers

but somewhat less on the 6-in. anemometer. A
decrease with increasing size is to be expected,

because the anemometer becomes larger relative

to its support. As hands 1 and 2 produced

roughly the same effect, hand 1 was used only

with the 4-in. anemometer.

Table 1. Change in indicated speed due to interference,

expressed as percentage of true speed

1.161

Support

True air speed, fpm
Aver-

400 600 800 1,200 1,600

age

3-IN. ANEMOMETER

Percent Percent Percent Percent Percent Percent

Rod __ - 0 0 0 0 0

Plate 5.6 5.6 5.4 5.0 5.4

Hand 1

Hand 2___ 15.6 16.

1

15.4 14.4 15.4

Hands 14.6 14. 5 14.

1

13.4 14.2

4-IN. ANEMOMETER

Rod 0 0 0 0 0 0

Plate 5.5 5.3 5.4 5.

1

4.7 ,5.2

Hand 1 18.

1

17. 1 16.8 16.2 15.9 16.8

Hand 2 18.

1

16.9 16. 5 16. 5 16.8 17.0

Hand3_. 11.5 11.8 11.9 11. 7 11. 7

6-IN. ANEMOMETER

Rod 0 0 0 0 0 0

Plate.. ___ 5.0 4.3 3.7 3.3 4.2

Hand 1

Hand 2 12.7 11.8 11.9 11.9 12.0 12. 1

Hand 3 10. 7 10.3 10.1 9.7 9.6 10. 1
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Figure 6. Performance of S-inch, eight-vane anemonteter.

A, Hand 2; O. hand 3; X, plate; 4, rod.
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A, Hand 2; O. hand 3; X, plate; rod.

All of the effects demonstrated here are large

compared to the inherent accuracy of a calibration

curve. The scatter of the points about any one

mean curve in figures 6, 7, and 8 shows that a

calibration curve is defined to an accuracy of

better than 1 percent. However, there may be

systematic errors in the measurement of speeds

below 400 feet per minute amounting to several

percent, so that the scatter of observations is not

a reliable indication of the absolute accuracy at

the lower speeds. Nevertheless, interference ef-

fects are likely to be the major source of error

unless the same support system is used at all times.

The support, therefore, becomes in effect part of

the instrument and changing it amounts to chang-

ing the instrument.

Not all interference eft'ects will be as large as

those shown here, for the effect depends entirely

on the size, position, and shape of the support.

If the bulk of the support is to the rear of the

anemometer, the effect may be in the opposite

direction. It is entirely possible that some dis-

position of the support may be made such that

effects from the side and effects from the rear just

I

Figure 9. Anemometer on rod clamped to strut.

cancel. However, proper balance might be diffi-

cult to obtain over the entire speed range of an

instrument and also would be affected by wind

direction. Directional effects on anemometers

without support interference have been treated

in a previous paper.

^

IV. Adoption of a Standard Mounting for

Calibration Purposes

In considering the question of a standard

mounting, it is helpful to keep in mind the fact

that any mounting must be regarded as part of

the instrument. As an anemometer supplied by a

manufacturer should be regarded as a complete

instrument, it is assumed that nothing should be

added to it. Therefore, as the rod support is

equivalent aerodynamically to adding nothing,

' Roy H. Heald and Paul S. Ballif, Effect of yaw on vane anemometers,

J. Research NBS 19, 685 (1937) RP1056.
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the rod support of figure 2 has been adopted for

the purpose of cahbration.

Experience with vane anemometers at the Na-

tional Bureau of Standards has shown that it is

possible to employ the rod support under nearly

all conditions of use. Even when it is necessary

to use a short rod, the interference from the

member holding the rod is likely to be small.

According to Heald and Ballif (see footnote 1), for

example, the clamping device and strut shown in

figure 9 had a negligible effect at distances down-

stream of 1 foot or more. Even at 4 in., the inter-

ference effect was only of the order of 1 or 2 per-

cent. The strut in this case was Iji in. thick and

3 in. wide and extended completely across the

tunnel.

Washington, November 4, 1947.
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Liquid-Flowmeter Calibration Techniques
By M. R. SHAFER' and F. W. RUEGG,^ WASHINGTON, D. C.

Calibration techniques for liquid flowmeters are discussed

with emphasis on problems which are known to influence the

accuracy of calibration procedures. Also, reference methods

which have been used to evaluate the comparative accuracy of

different calibrators are described. The results of comparative

accuracy tests on four calibrators of different designs are pre-

sented and it is shown that the agreement between these is

within ±0.15 per cent in the test range of 10,000 to 100,000 lb

per hr. The many precautions necessary to approach this pre-

cision from the traditionally accepted "plus and minus one per

cent" are given in detail.

Introduction

In the course of a continuing program of research and develop-

ment at the National Bureau of Standards on aircraft fuel-

metering-accessory test equipment, conducted under the spon-

sorship of the Bureau of Aeronautics, the performance of various

liquid flowmeters has been investigated as well as equipment and

techniques foi their calibration. Experience has demonstrated

that absolute accuracies better than ±0.3 per cent are possible

in the calibration of direct-indicating flow-rate meters. It is

believed that the calibration techniques used to attain such

accuracies are of sufficient general interest to warrant presentation

here. Thus the objectives of this paper are to present a discus-

sion on flowmeter-calibration techniques; to present data

obtained at the National Bureau of Standards and elsewhere;

to demonstrate the present state of the flowmeter-calibration

art; and to describe some of the limitations of existing calibra-

tion equipment and procedures.

The techniques discussed herein are applicable to totalizing

meters for which calibration procedures are established and de-

fined (1).' However, our primary interest .and experience have

been restricted to direct-reading liquid flowmeters operating

under steady-flow conditions in the range 5 to 100,000 lb per hr.

\ meter calibration may be considered accurate only for the

conditions existing at the time the calibration data were taken.

Thus tho.se quantities which can influence the performance of

the meter must be known, measured, and controlled during pre-

cise calibration work. Factors influencing the performance of

the different type meters have been investigated and reported in

numerous papers, among which are (2 to 7). These factors are

the density, viscosity, and temperature of the liquid; upstream,

and to a lesser extent, downstream flow disturbances; the vapor

pressure and absolute pressure level; and the orientation and

scale sensitivity of the meter. Of course, the influence of these

varies widely among the different type meters.

Summarizing the possible influences on meter performance, it

may be noted that the influence of density usually can be pre-

dicted through analysis. The erratic effects of viscosity are

' Research Engineer, National Bureau of Standards.
^ Physicist, National Bureau of Standards.
' Numbers in parentheses refer to the Bibliography at the end of

the paper.

Contributed by the Research Committee on Fluid Meters and
presented at the Annual Meeting, New York, N. Y., December 1-6,

19.57, of The American Society of Mechanical Engineers.

Note; Statements and opinions advanced in papers are to be
understood as individual expressions of their authors and not those

of the Society. Manuscript received at ASME Headquarters, July

24. 1957. Paper No. 57—A-70.

most pronounced with the smaller sized meters and can be

established only through calibration tests. Temperature exerts

its influence through its effects upon the configuration of the meter

and upon the physical properties of the test liquid. Vapor
pressure and pressure level should have no appreciable influence

provided compressibility of the liquid is not significant and the

pressure level is sufficient to prohibit vapor formation. Finally,

meters are sensitive to external flow disturbances, and this

effect generally increases with meter size and flow rate. In fact,

inadequate control of flow disturbances is one of the greatest

sources of error in precise work.

Although meter characteristics may seem a separate problem

from that of calil:)ration, it must be stressed that precise calibra-

tion work cannot be performed unless these are given ample con-

sideration in specifying and controlling the conditions of calibra-

tion.

Selection and Calibration of Instrumentation

Extreme accuracy is now possible in the measurement of

mass, time, and those other quantities required for the flow-

meter calibration. Perhaps some thoughts regarding the selec-

tion and calibration of the separate instrumentation items

may be of value before discussing representative calibration sys-

tems. The calibrator will require a timer, scales for the

measurement of mass or prover tanks for volumetric determina-

tions, thermometers, density-measuring instruments, and perhaps

a viscometer. Each of these must have sufficient sensitivity and

accuracy to serve its intended purpose.

Electronic-counter timers are preferred for measuring the time

interval. Many different makes are now available which operate

on the principle of counting the pulses from a tuning fork or

quartz-crystal oscillator. These usually indicate in units of

0.001 sec and have provisions for electronic actuation. They

are considered to be better suited for this application as compared

to synchronous clocks and stop watches which are dependent

upon the frequency' of the power supply, have miiumum scale

divisions of 0.1 sec, and utilize mechanical methods of actuation.

Standards of time and frequency are broadcast by the National

Bureau of Standards over station WWV in Maryland and WWVH
in Hawaii (8). These precise signals, accurate 2 parts in 100

million, are adequate and convenient references for the calibration

of timers.

Volumetric calibrating syi^tems will require prover tanks.

Specifications and calibration procedures for these are given in

(1). Accuracies better than 0.1 per cent of the nominal tank

volume can be attained with prover tanks provided adequate

and proper temperature corrections are applied.

For the gravimetric-type calibrat^or a scale of conventional

design, equipped with weighbeam and counterpoise is recom-

mended. The addition of quick-weighing or automatic indica-

tion devices is not considejed necessary and possibly might

prove detrimental to over-all accuracy as compared to the free-

swinging lever system. For smaller capacities, a straight lever

system or even the equal-arm balance should be used. Balances

of the torsion-tape and/or flexure-plate type also will prove

suitable because of their inherent stability. Features influencing

their selection and use will include capacity, smallest weighbeam

graduations, and sensitivity which can be adjusted by the manu-
facturer as required.

Before placing the scale in service, two tests extending over the
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load range at which it will be used should be conducted. The
first should be made before, the other after installation of the

weigh tank and its connections. If the two are not in agreement,

connections are likely interfering with proper functioning of the

scale and the conditions should be corrected. This calibration

should be done with test weights that meet C tolerances (9 and

10) and not by the comparison of one scale with another.

Test weights may be secured from state or city Weights and

Measures Departments, or if these are not available, the services

of the scale manufacturer should be secured. The National Bu-

reau of Standards will certify test weights in Washington, D. C,
or at the National Bureau of Standards Master Scale Depot

located in the Clearing Industrial District of Chicago, 111. A
self-contained or built-in type scale is desired to prevent damage
to which portable type scales are subject during moving and

handling. Also, the scale must be protected from wind and air

currents while in use, since even light air currents produce

weighing errors of appreciable magnitude.

Temperatures should be indicated preferably with mercury-in-

glass thermometers usually of the range 0 to 120 F graduated in

single degrees and accurate to one degree or better. Standards,

specifications, and methods of testing liquid-in-glass thermome-

ters are reported in (11) for the range —110 to +750 F. This

reference lists the range, subdivisions, maximum permissible

scale error, and installation instructions for the numerous types

of thermometers used in test work.

In those calibration applications requiring a conversion be-

tween volumetric and gravimetric units, the measurement of

liquid density is of extreme importance. Instruments for deter-

mination of liquid gravity or density include the hydrometer,

pycnometer, and Westphal balance. The hydrometer is the

simplest of these and it yields fairly accurate results. Speci-

fications, tolerances, and methods of certification for hydrom-

eters are described (12). If the test liquid is a petroleum prod-

uct, any necessary conversion from specific-gravity units to

density and corrections for temperature differentials can be made
conveniently on the basis of Petroleum Measurement Tables

(13) which contain conversion and thermal-expansion factors for

all liquid-petroleum products within the specific gravity range

0.46 to 1.10.

A Static Weighing Calibration System

Calibration of a liquid flowmeter involves a determination of

the time interval required for a measured mass or volume of

fluid to pass through the meter, at a constant indicated rate,

under the specified conditions of calibration. As extreme

accuracy is possible in the measurement of mass and time, the

limiting factors in the procedure are the technique, the sensi-

tiinty of the meter, the constancy of the indicated flow rate, the

mechanics of collection of the fluid, and the method of timer

actuation.

In presenting this discussion of a representative flowmeter-

calibrating system, an apparatus which was designed and con-

structed at the National Bureau of Standards will be described.

This was developed to obtain a precision of about 0.1 per cent with

two basic features in mind: (a) A way was sought to collect the

fluid with a minimum disturbance to the steady state of flow

through the meter; and (b) a method was desired whereby

the mass of the liquid collected could be measured under a

"static" condition of no flow into the collection tank. In this

way the problem of accurate measurement of mass and time could

be reduced to a minimum as nearly all dynamic considerations

were eliminated. A schematic diagram of the apparatus is pre-

sented in Fig. 1. This particular system was used for the

evaluation of flow rates in the range 5000 to 100,000 Ib/hr,

VENT
PRESSURE GAUGE

THERMOMETER

Fig. 1 NBS static weighing calibrator

which can be extended through the techniques described herein.

Essential components are the flow-rate supply and control, the

meter under calibration, a flow-diverter valve, an electronic

timer, and a platform scale and tank.

The function of the flow-rate supply-arid-control sj'stem is to

deliver filtered liquid, of known physical properties, at a closely

controlled temperature to the meter under test. Additional

functions are to eliminate surges and pulsations within the

fluid and to provide a convenient, sensitive method of control

whereby all desired flow rates may be set and maintained to

within 0. 1 per cent of the desired value. Also, this system must
contain provisions to assure positive eUmination of all gas and

vapor from the liquid before entering the meter with special

consideration being given to the possibility of vapor formation

during the throttling action of the flow-control valve.

Quantities influencing the performance of the meter under test

have been discussed briefly. Of these, the upstream flow dis-

turbances are the most difficult to detect and control when work-

ing to tolerances of a few tenths of one per cent. Such disturb-

ances include flow distribution, pulsations, and rotational flow

which originate within the pumps and fuel-supply components.

They cannot be conveniently eliminated completely by placing

a straight length of pipe upstream of the meter.

Some success has been obtained with a flow straightener con-

sisting of bundles of small tubing and screens placed within a

larger tube installed at or near the entrance of the meter under

test. This helps in defining the calibration conditions. Also,

the flow straightener in conjunction with master meters provides

a more stable secondary reference for evaluating the comparative

accuracy of different calibrators. As a final remark on this

subject of upstream disturbances, the throttling valve should

never be installed at the entrance to the meter as erratic dis-

turbances may be introduced which will impair the precision of

calibration. Rather, this valve should be located on the down-

stream side if possible.

The function of the diverter valve is to direct the flow as

desired to storage or to the weigh tank without disturbing the

rate of flow through the meter. Leak detectors should be pro-

vided to assure that none of the metered flow can bypass the

weigh tank during the weigh-time interval. Also, in the static

test method, the diverter valve should actuate the timer during

its traverse and divert the flow quickly.

The particular diverter used in our apparatus was made of

0.035-in. cold-rolled steel in the form of an inverted V, each side

being 15 in. long and 12 in. wide, with an included angle of 30 deg.

The center of rotation was 2V2 in. above the base. Angular

displacement was performed by a pneumatic-piston device having

equal speeds in both directions with pneumatic cushions provided
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at the end of the stroke. Time of positioning of the diverter was

such that about 30 millisecond were required to cut through

the liquid stream.

The counter-type timer should be actuated by electronic means,

and in our apparatus actuation was accomplished by the diverter

valve at the mid-point of its travel. This timer indicated in

units of 0,001 sec and was calibrated against the standard ref-

erence time signal.

The platform scale used in this work was purchased on the

open market. The scale is a self-contained, straight-lever type

equipped with suspension main load-bearing assemblies and a

single bar weighbeam graduated to 100 lb in Vz-lb divisions. A
complement of counterpoise weights provided a total capacity of

5000 lb. Modifications performed at the National Bureau of

Standards included the installation of a vernier scale on the main

sliding poise to give readings to 0.05 lb. Also, concrete supports

were provided for all main-lever-fulcrum bearings and for the

weighbeam assembly to give a "built-in" scale. Thus the pos-

sibility of damage to which portable scales are subject during

transit was eliminated.

The balance-ball elevation was adjusted to give a sensibility

reciprocal of 0.1 lb at a load of 1000 lb. Sensibility reciprocal

is defined as the amount of weight required to shift the weigh-

beam from an equilibrium position at the middle, to equilibrium

at either extremity of the trig loop. Immediately prior to the

flowmeter-calibration work, a scale calibration was made using

50-lb test weights known to be accurate within Class C main-

tenance tolerances of ±-10 grains. Both ascending and de-

scending loads were used in the range of loads to be encountered

and no hysteresis was observed. Considering the sensitivity,

precision of calibration, and constancy of the scale as determined

by the tests, it was practicable to determine minimum net weights

of 400 !b to an absolute accuracy of better than 0.05 per cent.

The weigh tank had a capacity of 64 cu ft. No connection of

any kind was attached to the tank when weigh determinations

were being made, and the tank was emptied by inserting the

inlet hose of a transfer pump. However, a drain valve would be

adequate if the tank has sufficient elevation with reference to the

liquid re.servoir. In installations requiring permanent, flexible

tank connections, tests must be conducted to assure that these

are not interfering with the proper operation of the scale.

Calibration of a meter at a selected rate of flow was performed

by first determining the tare weight while the diverter valve

directed the flow to "return to storage." The diverter was then

operated to direct the liquid into the weigh tank and this opera-

tion automatically started the timer. After collection of an

appropriate amount of liquid, the diverter was repositioned to

return to storage, automatically stopping the timer. The gross

weight was then measured and the net determined for the indi-

cated time interval. It should be noted that weight determi-

nations were not made while liquid was entering the scale tank.

Weights determined by this method require a correction for air

buoyancy (1) magnitude 0.1 to 0.2 per cent, to obtain the true

weight.

Another important consideration in precise calibration tech-

niques is the piping between the meter and the weigh system.

This must be such as to assure that all of the flow and only that

flow indicated by the meter is collected in the weigh tank during

the calibration run. Aside from the obvious requirement of no

leakage or bypass from these connections, complete elimination

of gas and vapor must be assured so gas compression or expansion

cannot occur. Always remember, one of the greatest sources of

measurement inaccuracy is improper gas elimination. Thus the

meter-discharge lines should be as short and small as pos.sible

with vents provided at high points for gas elimination. As a

general rule, the volume of the discharge piping should not exceed

5 or at most 10 per cent of the flow collected during a calibration

run.

Discharge connections of small volume also reduce the effects

of thermal expansion and contraction of the liquid if an apprecia-

ble change in temperature is encountered during a run. For
instance, the coefficient of cubical expansion of petroleum

products is about 0.06 per cent per deg F, and 10 deg F change in

temperature during the test could introduce an error of 0.06

per cent if the volume of piping is only 10 per cent of the volume
of fluid collected.

Volatility of the liquid is an important consideration because

of loss by evaporation. Our weigh tanks and diverter valves

were provided with covers to reduce loss of vapor and the test

liquid was a naphtha having a Reid vapor pressure of less than

0.1 p.si. No measurable evaporation loss was detected. How-
ever, for high vapor-pressure liquids, such as gasoline, considera-

ble refinement of the techniques described herein is required to

eliminate both loss by evaporation and vapor formation in the

meter-discharge lines. The ideal solution appears to be a

pressurized weigh system, but this will introduce many additional

complications.

Examples of Dynamic Weighing Calibrators

The static weighing method of flowmeter calibration is time-

consuming and thus not well suited for those applications in

which convenience of operation is important. Thus dynamic

weighing is utilized frequently. This determines the time in-

terval required to collect a preselected weight of liquid, the

weighing being performed while the liquid is entering the scale

tank or other weight-determining collector. Although experi-

ence has demonstrated that the accuracy of dynamic caUbrators

can be just as good as the static method described, additional

dynamic factors must be considered.

Three different dynamic calibrators will be considered briefly.

Method 1, shown schematically in Fig. 2, utilizes a free-swing-

ing lever scale. With this arrangement, the weight of the fuel

in the tank increases until it overcomes the resistance of the

counterpoise weights on the end of the weighbeam which then

rises and actuates the timer. At this time an additional weight

is added to the pan depressing the weighbeam. When it rises

again the timer is stopped. This procedure requires acceleration

of the scale just prior to both the start and stop actuation of the

timer.

Three important dynamic phenomena take place during this

weigh cycle. They are: The change in the impact force of the

falling liquid between the initial and final weigh points; the

collection of an extra amount of fluid from the falling column by

the rising level in the tank; and the change in inertia of the scale

and weigh tank with the resultant change in time required to

accelerate the weighbeam past the timer trip point.

TIMER
SWITCH

WEIGH TANK -

DUMP VALVE -

LEAK DETECTOR

FLUID IN

y'RATE = k

RETURN TO STORAGE

Fig. 2 Dynamic weighing calibrator 1
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It can be demonstrated that the decrease in impact force is

essentially equal and opposite to the additional weight collected

from the falling column. Thus, even though each of these may
be appreciable, they cancel each other. The effect of change in

inertia between the initial and final weigh points can become ap-

preciable and should be considered whenever the weight of liquid

collected contributes significantly to the inertia of a scale system

requiring a relatively large travel of its weighbeam to the point

of timer actuation. This method of weighing is used frequently

in other situations, and an e.xplanation of the inertia errors in-

volved rixc-y be of interest.

Consider a scale consisting of a single, massless lever, as illus-

trated in Fig. 2, having arms of length I and L. When fluid is

added to a tank at a mass rate k, the collected weight W even-

tually will balance the counterpoise weights w. A further col-

lection of liquid wiU then deflect the lever past the point of timer

actuation as a result of the unbalance kt and its corresponding

torque kigl, where t is time measured from the instant of balance

and g is the acceleration of gravity.

As a first approximation, this torque is equal to the product of

the moment of inertia of the fluid and counterpoise weight and the

angular acceleration d^d/dt'. If the scale ratio L/l is large, the

moment of inertia is essentially that of the counterpoise weights,

and the equation of motion of the scale may be written

ktgl~ wL^
d^e

dt^
[1]

which reduces to

[2]klg ~ WL —— .

dp

as w is approximately equal to Wl/L.

Integrating twice, using constants of integration equal to

zero, and rearranging, gives the time required for deflection

through an angular displacement 6

/6L(9Pr\
[3]

Thus for a constant deflection and flow rate, the time re-

quired for deflection should be approximately proportional to

W'^'. This was tested on one dynamic weighing calibrator having

a scale ratio of 50:1 and constant values of ^ = 0.007 radian and

k = 6.4 lb per sec. The results, plotted in Fig. 3, give a least-

squares curve of

t = OmiW" [4]

This value of 0.43 for the exponent of W is in reasonable agree-

ment with the derived value of 1/3 considering the precision of

the experimental work and the approximations used in deriving

Equation [3].

The error of interest in dynamic weighing is the difference

At between the time required for the deflection of the weighbeam

at the final weight W2 and at the tare weight Wu Referring to

Equation [3] this is derived as

At = ti

(W,
[5]

which is the innrtia error in the measured time interval T =
(TF2 — Wi)/k re luired to collect the net weight of liquid. Divid-

ing by T the percentage error is

Per cent error
/ At\ /6Ldy

The relation expressed in Equation [6] was checked by com-

paring dynamic calibrator 1 with the NBS static calibrator using

a method to be described later. The results are plotted in

Fig. 4, in which different symbols are used to designate the various

flow rates. Values obtained from Equation [6], with L = 2.2 ft

and 6 = 0.007 radian, are shown by the solid line. Equation

[4], transposed to the co-ordinates of the figure, is shown as a

dashed line.

The data of Fig. 4 are in reasonable agreement with Equations

[6] and [4]. Thus it is believed that these are a measure of the

inertia errors involved in this form of dynamic weighing. When
the deflection of the weighbeam was reduced from 0.007 to about

0.0004 radian, the inertia effects became indistinguishable from

the other small errors of the system.

At the time the tests were conducted to obtain the data of

Figs. 3 and 4, we were not attempting an evaluation of the

inertia error, but only demonstrating its presence. Wi was not

determined and it was necessary to estimate its value in these

analyses. Thus the data should not be considered precise.

However, it is believed these data are sufficient for the purpose

of demonstrating that significant inertia errors may result from

this method of dynamic weighing.

Dynamic calibration method 2, shown in Fig. 5, collects the

liquid in a tube or cylinder of known cross-sectional area and

uses the pressure existing at the bottom as a measure of the

weight of liquid collected. The vertical rise in liquid between

the initial or tare and the final weigh positions is usually in the

range 2 to 20 ft. Thus it is necessary to measure and/or indi-

Eq. E

0

0 y

•

//

' /

( / A

0

lb/sec

1.13

A 2 62

0 7 0

• 20 0

001 0.02 0.03 0 04 005

Fig. 3 Scale deflection time Fig. 4 Inertia error of dynamic method 1 for (Z/5)'/a = 0.249

151-1572



cate this pressure difference of 1.5 to 15 in. of mercury to a pre-

cision better than 0.1 per cent. The majority of installations

use mercury manometers as the pressure-measuring device with

electrodes, corresponding to different collected weights, spaced at

accurately determined intervals. Contact between these and the

mercury, in conjunction with electronic circuitry, provides the

impulse for actuation of the timer. The contact spacing in these

manometers must remain constant and any dirt or oil film which

may effect the contact closure must be eliminated.

Important considerations for method 2 are: Effects of thermal

expansion on the standpipe cross-sectional area and on the density

of the manometer fluid; incomplete drainage of the cyhnder

walls before commencing the weigh-time determination, a sig-

nificant factor in working with high-viscosity liquids; and changes

in air pressure within either the cylinder or manometer column
during the timing interval. The line between the cylinder and
manometer well must never contain air or vapor. Also, the

difference in elevation between its connections to the cylinder and

manometer should be small so changes in the density of liquid

within this line will have no influence on the height of the mercury.

This is especially important when test-liquid temperatures differ

from either that of the room or the mercury.

PHOTOCELL TIMER ACTUATION

^TIMER-ACTUATION
/ ELECTRODES

,MERCURY MANOMETER

FLOW FROM METER

-DRAIN VALVE

-LEAK DETECTOR

ZIZI ^RETURN TO STORAGE

Fig. 5 Dynamic weighing calibrator 2

Dynamic considerations applicable to method 2 are first to

ascertain that the pressure-measuring device has completed its

acceleration and attained a constant velocity before the weigh-

time interval is commenced. Also, oscillations resulting from the

natural frequency of the pressure indicator must not exist. The
other dynamic consideration is that of air compression in the

collection vessel, especially at higher flow rates, resulting from

restrictions such as flame arresters placed in the vent. It is

readily seen that appreciable errors indicating higher than actual

flows can result when such restrictions exist.

Dynamic calibration method 3, Fig. 6, employs bench dial

scales for the measurement and indication of the weight of liquid.

Nine light-beam intercepting paddles were added to the indi-

cating dial, each corresponding to a predetermined weight. In

operation, when sufficient liquid has entered the weigh tank to

overcome the selected tare, the indicating mechanism of the

scale commences to move around the dial. The first interrup-

tion of the light beam, occurring when the tare weight is balanced,

starts the timer. An adjustable time-delay relay is provided

whereby the phototrip circuit will not stop the weigh cycle until

a selected time interval has been exceeded. Thereafter, when the

next paddle intercepts the light beam the timer is stopped, the

DIAL SCALE

FLOW FROM METER

DIRECTIONAL VALVE

LEAK DETECTORS

DRAIN VALVE

RETURN TO STORAGE

Fig. 6 Dynamic weighing calibrator 3

weight corresponding to that paddle is recorded, and the time

is observed and recorded.

Dynamic considerations of method 3 are impact force and
decrease in height of the falling liquid column as explained for

method 1. Another consideration is the acceleration of the scale

and its indicating mechanism to a constant velocity prior to the

starting of the timer and maintenance of this velocity until the

end of the weigh-time interval. Also, bench dial scales usually

have constant sensitivity which, even when adequate at full

scale, leads to larger percentage errors at the smaller weights.

Thus good precision cannot be expected when the lower portion

of the dial or range of the scale is used.

No attempt has been made to reveal all possible sources of

dynamic errors in this discussion. These, of course, vary con-

siderably with the difTerent methods utilized. However, an

attempt has been made to demonstrate that a static check and

calibration of the instrumentation are not sufiicient to prove the

absolute accuracy of a dynamic-weighing method of calibration,

as the response of the instrumentation used under transient

conditions is a very important consideration.

Evaluation of Calibration Procedure and Equipment

The evaluation of calibration procedures and equipment in-

cludes a consideration of the ease and convenience of operation.

Features which may be considered here are: The sensitivity and

stability of the flow control; the temperature control; the time

required to perform a weigh-time determination; and the time

interval required to empty the weigh system between successive

runs. All of these are of interest to the engineer in deciding

whether a particular unit meets the general requirements of its

intended purpose. These are not always the same for different

applications, as more emphasis upon calibration time is necessary

in a stand designed for production tests as compared to one used

occasionally for high-accuracy tests of reference meters.

However, after these general performance characteristics are

deemed satisfactory for the intended application, there still

remains the all-important questions as to the precision of the

measurement procedure and the absolute accuracy. The term

precision as used in this paper refers to the variations or dif-

ferences between repeat measurements. In the construction and

operation of any calibrating unit, considerable attention will be

directed towards refining the measurement procedure to reduce

the variation so that it becomes insignificant. Unfortunately,

this state is not always achieved and it may be necessary to

.evaluate the magnitude of the variations obtained.

The methods of statistics (14) define many units of variation

by which the precision of a measurement procedure may be

expressed. Among these ar" the "standard deviation," the

"standard deviation of the average," the "confidence interval,"

and the "difference between duphcates." These are extremely

useful to the engineer concerned with measurements and should
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be used more extensively in flowmeter-calibration work. The
ISO/TC-30 Committee of Fluid Measurements has recommended

the use of twice the standard deviation as the tolerance limit in

fluid-metering. An application of this tolerance is discussed by
Jorissen(15).

It is beyond the scope of this paper to explain and demonstrate

the application of statistics to precision of flow measured. How-
ever, the precision of the calibration procedure must be evaluated

and the standard deviation provides a useful comparative unit

for this purpose. A few representative statistical values will be

presented to demonstrate the precision of flowmeter-calibration

procedures attained in our laboratory. When data for ten

successive runs are compared, using nominal timing intervals of

60 sec, the following representative values of precision result:

Standard deviation = 0.08 per cent

Standard deviation of the average = 0.03 per cent

Ninety-five per cent confidence interval = 0.06 per cent

Difference between duplicates does not exceed 0.12 per cent

80 per cent of the time

These data were obtained during calibration of sensitive float-

type flowmeters. Naturally, they are dependent upon the sen-

sitivity of the meter under calibration and meters with low-scale

sensitivity will reduce this precision considerably.

Large differences between duplicate runs will be encountered

occasionally. These are caused by insufficient time in bringing

the meter and the liquid to operating temperature and incomplete

purging of the system of gases. This happens frequently when
small meters are calibrated on large-capacity stands. Other

causes of large differences are insufficient tare time, with dynamic

calibrators, and continuous readjustment of flow when such is

necessary to provide a steady flow indication. In fact, expe-

rience generally demonstrates that minimum variability results

when the flow-control valve can be left at a constant setting dur-

ing the calibration time-interval.

After the calibration procedure and equipment have been

adjusted to give satisfactory precision of measurement, a check

of the absolute accuracy is desirable to detect the presence of

constant errors. The best method for such a check is to use two

or more different experimental procedures to measure the same

quantity. Errors are then noted when averages disagree by an

amount larger than is to be expected from the precision of the

measurements. Perhaps our experience will be of help to others

concerned with this problem.

In 1954 the National Bureau of Standards was requested to

evaluate three dynamic weighing calibrators, one each of the

designs of Figs. 2, 5, and 6, to determine whether their absolute

accuracies were within the tolerance of ±0.25 per cent. Two of

these stands, A and B, were in our laboratory. It was decided

that the best method of detecting constant errors in these would

be through the use of a different experimental procedure to

measure the same flow rate. A static weighing stand, NBS,
similar to that of Fig. 1, was constructed for this purpose. The
third calibrator, C, is installed at another facility and some other

technique was required as moving the NBS stand was not con-

venient. Thus it was decided to use direct-reading flowmeters as

secondary references.

The following procedure was used for the determination of the

accuracy of calibrators A and B at our laboratory. The cali-

brating stand under evaluation provided storage of Uquid, pumps,

filter, and flow and temperature control. In operation, the un-

known flow rate was maintained constant as indicated by a sensi-

tive float-type flowmeter operating at a constant temperature

with a liquid of constant physical properties. This constant

flow rate was evaluated alternately by the calibration stand under

test and by the NBS static weighing method, the flow being

IpN-OFF VALVES

TO CALIBRATOR

UNDER TEST

TO NBS

CALIBRATOR

FLOW CONTROL-

Fig. 7 Comparative accuracy-evaluation procedure

directed as desired by "on-off" valves placed downstream from

the meter as shown in Fig. 7. The averages of four or five flow

determinations made by each apparatus were then compared to

obtain the difference between the calibrator under test and the

NBS apparatus for the particular flow rate. This method has

two important advantages: (a) The same quantity was being

measured by two different procedures; and (b) upstream con-

nections to the meter and downstream connections for a reasona-

ble distance are never disturbed in directing the flow as desired

to one of the two calibrating methods. Thus the conditions of

calibration at the meter are identical.

For the evaluation of calibrator C, two secondary reference

meters were selected. The first, range 7000 to 27,000 lb per hr, is

of the float-type design having a logarithmic taper, a constant

scale sensitivity of about 4 mm per per cent of indicated flow,

and a stainless-steel float. All liquid passes through the metering

tube. The larger meter is an experimental prototype design,

range 35,000 to 100,000 lb per hr, and consists of the foregoing

meter in parallel with a fixed orifice. As will be demonstrated

later, this was not suitable as a secondary reference and a third

meter was used. The third meter has a range 30,000 to 100,000

lb per hr, is a float-type having a 500-mm scale, and all of the

flow passes through the glass metering tube. This served as an

adequate secondary reference in the determination of the accuracy

of calibrator C with a single exception.

Prior to the initial calibration of the three reference meters,

the inlet and outlet connections were standardized. This in-

cluded a 2-in. orifice upstream discharging into about 6 ft of

4-in. tubing connected to the meter inlet. The orifice was used

in an attempt to obtain identical entrance flow conditions on the

different calibrators. The meters were calibrated first at a few

selected test points with the NBS apparatus and were then taken

to calibrator C where the tests were repeated again by the same
operator. Test fluids having a Reid vapor pressure of 0.1 psi

and a kinematic viscosity of 1.10 centistokes were used at each

location. Corrections were computed and applied for the differ-

ent specific gravities of 0.783 and 0.779.

The final results of the tests are given in Fig. 8 which shows

the per cent deviation of the individual calibrators from the

average results for all four. Different symbols are used to de-

signate the calibrators and each plotted point is the average of

four to six separate determinations of rates of flow. Since some

of these data may be considered proprietary information, we are

not attempting to present the specific performance of any par-

ticular method other than the NBS static weighing apparatus

represented by the open circles. Rather, the primary purpose

is to show the extent of agreement obtained between four differ-

ent methods of determination of flow rate. Where two identical

symbols are plotted for the same flow rate, they represent the

use of two different weights with corresponding timing intervals

of about 30 and 60 sec. The average from which the deviations
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were computed was obtained from the data within the ±0.15 per

cent band with each calibrator assigned an equal weight.

As can be seen, the great majority of points are within ±0.15
per cent and the exceptions will now be discussed. Three devia-

tions of about 1 per cent were obtained in the range 40,000 to

70,000 lb per hr with calibrator C. It must be understood that

these are not an indication of the accuracy of this calibrator.

Rather, they have been included to demonstrate difficulties en-

countered with the secondary reference meter of the orifice-by-

pass type. These deviations represent a change in the per-

formance of this meter as a result of different upstream flow dis-

turbances between the two cahbrators, NBS and G. It has been

concluded that a significant swirl or rotational flow difference

existed between the two stands which was sufficient to affect the

performance of the orifice-bypass meter by about 1 per rent.
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Fig 8 Comparison of four calibrators

Still referring to Fig. 8, good results were obtained on cali-

brator C in the range 50,000 to 100,000 lb per hr with the third

reference meter. A low reading of —0.35 per cent was obtained

at 40,000 lb per hr, the lowest float position where sensitivity of

this meter to upstream disturbances is a maximum. Thus it is

demonstrated that two different calibrators can both be accurate

and yet give different cafibration results because of the influence

of different upstream flow disturbances on the meter under test.

The other three low points of Fig. 8 were obtained using small

test weights on a weighing mechanism of insufficient sensitivity.

It is also possible that some unevaluated dynamic effects were

present here.

Excluding the extreme points of Fig. 8, the resulting agreement

between the four different methods of flow-rate determination

may be considered quite good as it is within ±0.15 per cent.

The program also enabled the detection of inertia errors of about

0.5 per cent and influences of disturbances upstream from the

meter of about 1.0 per cent in one case and 0.4 per cent in an-

other. Thus, through the procedures described herein, it has

been possible to detect and correct errors in calibration equip-

ment and procedures having magnitudes of less than 1 per cent.

Conclusions

Precise calibration of flow-rate meters requires a knowledge and

control of each parameter which may influence the performance

of the meter under test. Among these are the physical proper-

ties and temperature of the test liquid, at times the absolute

pressure level, and the influence of upstream flow disturbances.

The latter is perhaps the most difficult to specify and control

when working to accuracies better than 1 per cent and is one of

the primary reasons for apparent discrepancies in results between

different calibrators.

Extreme accuracy is now possible and certified standards are

available for the measurement of mass, time, temperature, and
density which a cahbrator is required to control or indicate.

However, in designing a specific calibrator, an intelligent selec-

tion of the instrumentation for range and sensitivity is necessary

if adequate precision and accuracy are to result. Also, provi-

sions must be included to insure that all of the liquid and only

that Hquid which pas.ses through the meter will be collected in

the calibrator.

Examples of both static and dynamic weighing calibrators have
been presented. For the particular calibrators and flow ranges

investigated, there is not a significant difference in the absolute

accuracies. However, dynamic weighing methods are subject to

errors which are not exposed by a static calibration of the instru-

mentation. Thus it seems desirable that dynamic weighing

calibrators of new designs should be evaluated for accuracy by
comparisons with other calibration methods.
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Discussion

R. L. Galley.'* A most interesting and thorough exposition of

the pitfalls awaiting the novice in caUbrating flowrate-measuring

devices, this paper is one of the most practical treatments of a

long-neglected subject that has come to the writer's attention.

The authors are to be commended on their work and on this

paper. It deserves wide circulation.

As one engineer who has devoted over a quarter of a century to

the measurement of flow, the writer has seen the pitiful results of

many amateur calibrators who did not know of all the precautions

that should be observed, as the authors point out. The following

comments are offered:

1 One assumes that the work deals only with volumetric and

not with the so-called "mass" or gravimetric flowmeters. Of

course, the same techniques would apply with either.

2 The problem of vapor pressure in testing hydrocarbon fuels

is well explained, but the user is well advised that in calibrating

certain turbine-type flow sensors in the same fuels, even a satis-

factory line pressure does not always preclude the possibiUty of

local cavitation in the region of the turbine blades. This can

throw results way off, and one would never suspect the reason by
the vapor-pressure criterion alone.

3 The authors do not mention Reynolds numbers, and the

reader is left to assume that flow conditions at the test meter are

sufficiently turbulent.

4 Gravity flow through the test rig is much safer than pumped
flow, as this provides a better test condition.

S. R. Grotta.^ A flow-correlation program similar to that de-

scribed in the paper was carried out by the writer's company. A
different approach was made, however, in the type of meter used

as a reference.

It was felt that a reference meter should feature portability and

ease of installation. Since the turbine meter fills this requirement

* Consiilting Engineer, Flowmeter Specialist, Woodland Hills,

CaUf.
' Experimental Engineer, Pratt & Whitney Aircraft, East Hartford,

Conn.

in the higher flow ranges (above 250 lb per hr) better than the

variable-orifice meter, an investigation was conducted to evaluate

its suitabihty for this application. The program involved tests

of flowmeter repeatability under various conditions which

probably would affect all types of volumetric flowmeters.

Most of the tests were conducted with matched pairs (same

make and size) of turbine meters installed in a recirculating flow

system. The output signal of each flowmeter was fed into a

separate electronic pulse counter. Since the output pulse is a

measure of volumetric flow, permitting the counter to totalize

these pulses for a sufficient period of time a direct indication of

the total volume of fluid passed through the meter was produced.

When the two turbine meters were placed in series and the count-

ing sequence started and stopped simultaneously, the total counts

from the two were nearly equal, with a slight difference being due

to manufacturing tolerances. The ratio of the total counts (meter

A divided by meter B) was found to remain constant over a wide

range of flow. The standard deviation for 15 observations was

0.02 per cent. The maximum deviation from the mean was 0.03

per cent. By interchanging the meter positions in the pipeUne

and repeating tests we found that the effect of the initial plumbing

configuration was less than 0.05 per cent.

The effect of flow-system-plumbing configuration on meter

performance was investigated using this test procedure. Valves

and elbows were placed in the pipe at the locations shown in

Fig. 9. An elbow immediately upstream of a 1-in. meter pro-

duced an error as great as 0.9 per cent. The addition of a straight

pipe 6 diameters in length ahead of the meter reduced this

error to less than 0.2 per cent. The different makes of turbine

meters tested were all affected by the flow pattern set up by the

elbow. The degree of effect, however, varied from make to make.

After the selection of turbine meters suitable for reference use

was made, a correlation program was carried on between the NBS
calibrator and the Pratt & Whitney flow-cahbrating standpipes.

These standpipes, as company standards, are used to perform

several hundred calibrations per year. Fig. 10 shows a portion of

the correlation data. These data are plotted as pulses per gallon

versus frequency (cps). As can be seen, the results of the correla-

tion were very encouraging. A distinct advantage of the turbine

flowmeter for correlation studies is that the accuracy of the data
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is not affected by small flowrate variations during the run. The
flowrate is, in effect, averaged by the totalizing counter and
timer the same as it is averaged by the weigh tank or standpipe

used for calibration.

Turbine meters are not immune to all problems, however.

Great care must be taken to keep the turbine rotor free of lint or

other foreign material and protected from being nicked or

scratched by hard objects. The observations made by the

authors, emphasizing the importance of specific gravity and tem-

perature measurements for the float-type meters, are even more
important for turbine-meter applications. We also have found,

as has been stated with regard to float-type meters, that air or

vapor in the system causes serious error. Cavitation at the

turbine-meter outlet also has been a source of trouble. This

difficulty was eliminated by the application of back pressure.

It is apparent that many pitfalls have to be avoided both in

calibrating turbine flowmeters and employing them for correla-

tion studies. We feel that a document setting forth recommended
procedures in the installation and use of turbine flowmeters

would be very useful to those industries requiring a high degree of

accuracy in flow measurements.

Finally, consideration should be given to means for conducting

calibrations and correlations at elevated temperatures, up to

500 F and at pressures to 1000 psi.

V. P. Head.^ Every fluid-mechanics laboratory should profit

from the authors' treatment of inertia error. Beam travel from

rest to timer operation is often or 'Ain- Note in Equation [6]

that Ld is the displacement, y, of the counterweight end of the

beam. Neglecting tare weight, and noting that W/k is the dura-
tion of the run T, and denoting per cent error by e, Equation [6]

becomes

6 \l00y
[7]

Using g = 386 in./sec^, an average 60 sec time run requires y to

be less than 0.00023 in. for 0.1 per cent, or 0.028 in. for 0.5 per

cent, or Vz in- for 1.3 per cent inertial error. Diverse beam scale

dynamic rigs prevalent in university and aircraft test labora-

tories in past years are at best 1 per cent devices, and increasing

use of the diverter, authors' Fig. 1, is to be encouraged, es-

pecially with water at low temperature where evaporation rates

are negligible.

After a year of dynamic weighing experience at General Elec-

tric's A G T Division, we were using two scales and timers with

pump and flowmeter between, and with 50 to 200 lb actual weights

moved from receiver scale to supply scale after timers were

started. Flexible hoses were hopeless. Small vertical pipes of

outside diameter d extended almost to the bottom of both cylin-

drical liquid tanks of inside diameter D. Buoyancy of the volume
of pipe plus its contained Hquid was corrected by

Wactual = Windiuted ( 1 ~
Z)2 /

[8]

This system served only to detect gross errors in damaged meters

and provide meter corrections, accurate within about 0.5 per cent,

for the effects of large viscosity variations. Otherwise, meters

were probably more accurate without the supposed corrections.

The writer then undertook the development of a new primary

standard for liquid-mass measurement, and a number of other

aircraft laboratories contributed to its perfection. Known as

the standpipe liquid weigher, and illustrated in the authors' Fig.

5, this new primary standard is not proprietary, and educational

as well as industrial laboratories are encouraged to construct

their own. While dynamic weighing is almost always used, static

weighing by means of a single micrometer-actuated contact also

could be employed, with a synchronized diverter-timer switch as

in the authors' Fig. 1. When regarded as primary, with the mass

per inch of mercury W/H calculated from Equation [9] (which

follows), performance has consistently been ±0.15 per cent.

Attempts to determine W/H by weighing withdrawn fluid on con-

ventional scales has led to errors as large as 0.6 per cent and

proved that conventional scales are secondary devices in need of

constant restandardization.

Let phg = mercury density at 70 F, £>, and = average liquid

and atmospheric densities, grams per cc. Let Ai = stand-

pipe area, A-^ = manometer well area, and A, = manometer

tube area, all in square inches at 70 F. The constant including

atmospheric-buoyancy correction is

W/H = 0.0361276
Pi - Pa

Phg I 1 + —

—

A^

Po. [9]

' Director of Hvdraulic Research, Fischer & Porter Co., Hatboro,
Pa. Mem. ASME.

Small thermal corrections, Fig. 11, are used when necessary.

Variations of p; and p^ from assumed average values have trivial

effects. In the writer's opinion, this primary liquid-weight

standard is as reliable as any in the world, though, of course, the

many factors affecting flowmeters as well as those producing dif-

ference between flow at the meter and flow into the standard, so

capably emphasized by the authors, always must be kept in

mind.
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TRUE MASS = APPARENT
MASS X FACTOR
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Fig. 11 Thermal-expansion corrections for standpipe liquid weigher

T. M. Morrow.' The authors are to be commended on the

clear, concise presentation of the problems encountered in the

cahbration of flowmeters with dynamic weighing calibrators.

They also are to be complimented on the conservative evaluation

of the effect of these problems on the state-of-the-art of liquid-

flow measurement.

Obviously, it is impossible to discuss in detail each source of

measurement error noted in the paper. This discussion, there-

fore, will be limited to the presentation of an over-all picture of

the effect which the results of this study can produce in the art of

liquid-flow measurement.

The techniques used in the comparisons are obviously the re-

sult of careful study and planning to achieve more accurate flow-

meter calibrations. Each problem is discussed with clarity noting

the effects produced not only in the flow range tested, but also in

the higher ranges of flow.

The careful planning and execution of the tests should be noted.

Only through closely controlled and monitored test conditions

could such significant results be obtained. Such tests are neces-

sary to detect errors which many manufacturers of flowmeter-

calibrating equipment consider insignificant.

To evaluate fully the extent of these errors it is necessary to.

have very accurate information concerning all the factors influenc-

ing the test. Only when each of these tests can be repeated a suf-

ficient number of times to determine the existence and extent of

the error, can a true evaluation be made of total error effect. By
repeated tests and quantitative analysis the authors have deter-

mined that these errors are significant and their effects should be

considered in precise flowmeter calibrations.

The Naval Bureau of Ordnance calibration program is con-

fronted with accuracy requirements increasing from the nominal 1

or V2 per cent at industrial level to a primary standard level of

better than 0.1 per cent. Tliis accuracy is not only required at

the flowrates at which the National Bureau of Standards tests

were conducted, but over the range of flows from 15 lb per hr to

more than 2,500,000 lb per hr. This paper, therefore, represents

a step toward the achievement of the required accuracy over this

range. The limiting factor, until now, has been an inability to

determine the rate of increase of these potential errors at higher

flowrates in dynamic weighing calibration systems.

The tests and results presented in this paper are being studied

carefully by the Naval Bureau of Ordnance to find a means of

applying the equipment and techniques found therein to the area

of high-flow, high-accuracy, liquid-flow measurement. Before

further progress can be made in adapting present, or developing

new, flow-measuring devices to newly developed fuels, hydraulic

fluids, and liquid oxidizing agents, the characteristics peculiar to

these liquids must be determined and evaluated.

These evaluations and the errors discussed in this paper should

be considered for their effect on higher accuracy requirements.

' Measurement Standards Division, U. S. Naval Inspector of Ord-
nance, Pomona, Calif.

It is suggested, indeed urged, that the authors continue their

program of research and evaluation of the errors of liquid-flow-

meter calibrators and that it be expanded to meet existing and

future requirements of increased accuracy and higher flow ranges.

E. A. Spencer.8 It is interesting to compare the equipment de-

veloped by the authors with that used to test flowmeters at the

Government's Mechanical Engineering Research Laboratory at

East Kilbride, Glasgow.

This laboratory, which is one of the research stations of the

Department of Scientific and Industrial Research, has a number

of circuits, using water as the working fluid to cover a wide range

of sizes and flowrates, the maximum capacity being 6,000,000

lb/per hr (30 cu ft per sec). A smaller version of the main rig is

comparable with the NBS static calibrator and was designed for

flowrates up to 180,000 lb per hr through 6-in. piping. Early

experiments indicated that very high accuracies could be obtained

more easily with a static weighing technique than with volu-

metric tanks' and in fact direct weighing has been adopted in all

the flow-calibration systems of the laboratories. In the main rig

a weighbridge capable of weighing 30 tons of water was installed

while for the smaller version a 2000-lb platform machine having a

sensitivity of V4 oz has been found adequate, the minimum period

for diversion into the measuring tanks being 30 sec. Like the

NBS system the movement of the diverter past its mid-travel

position actuates an electronic counter and the diversion time

can be measured in milHseconds.

One of the major differences between the authors' system and

MERL is in the siting of the flow-control valve. In the latter a

spear valve similar to that used for a Pelton wheel is situated at

the end of the calibration line and the round jet issuing from this

is changed to a thin rectangular stream by a fishtail nozzle at-

tached to the valve. High-speed cine films have shown that

the diverter moves across this stream in about 40 millisec. Ex-

perience with this method of flow control which ensures a safe

positive pressure at the meter position has been very satisfactory

and is considered preferable to the upstream position selected 'oy

the authors. In view of their remarks on the dangers of upstream

throttling the reason for not siting the valve between the meter

and the tee-junction to the calibrators is not apparent.

Although as the authors point out a calibration is only absolutely

true for the actual conditions at the time of the test, the value

of such a test on a flowmeter is that it should provide data which

can be applied to the subsequent use of the meter in its final in-

stallation. The introduction of flow straighteners at or near the

upstream entry to the meter may produce artificial conditions

which will differ substantially from those experienced in practice

and give rise to significant errors. Are the authors recommending

that in effect a flow straightener should become part of the meter?

Even with this arrangement it is desirable that the laboratory in-

stallation should be free from rotational disturbances such as

those indicated by the extreme test points in the comparison of

the four calibrators. Were the authors able to measure the

amount of the swirl upstream from the reference meters?

The authors are to be congratulated on the very high standards

of precision achieved with the equipment in calibrating flowme-

ters. These figures which are dependent on the sensitivity of the

meter could usefully be supplemented by results on the steadiness

of the rate of flow by comparing the successive measurements of

the actual flowrate determined by the NBS calibrator. At
MERL it has been found that the standard deviation of such re-

peated determinations with the control valve at a set position is

' Principal Scientific Officer, Fluid Mechanics DivLsion, Mechanical
Engineering Research Laboratory, Glasgow, Scotland.

• "Tlie Accurate Calibration of Flowmeters With Water," by E. A.
Spencer and A. T. J. Haward, Trans. Society of Instrument Tech-
nology, vol. 9, 1957, p. 1.
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0.1 per cent. It should, however, be noted that the supply to

the calibration lines is from a constant-head tank and not direct

through a pump.

Authors' Closure

The authors wish to express their appreciation for the encourag-

ing comments of the discussers. Regarding the comments by

Mr. Galley, it is correct to state that the techniques are equally

applicable to either volumetric or gravimetric flowmeters. His

observations on cavitation in turbine sensors are important as

the high velocity at the turbine blades, with its corresponding

reduction in static pressure, frequently is a cause of vapor forma-

tion especially with hydrocarbon liquids. The authors are also

in agreement that the flow must be uniformly turbulent at the

test meter, and that gravity flow provides a better test condition

for precision work.

Mr. Grotta brings out an important characteristic to be con-

sidered in the selection of reference meters; namely, much greater

precision can be obtained with reference meters of the totalizing

type having a calibration constant essentially independent of

flow rate. The newer electronic methods of digital readout can

be employed with these and the absence of an e.xact flow setting

will not influence the results significantly. This eliminates the

human error associated with the observation and setting of flow

rate and greatly increases the precision of the calibration pro-

cedure.

The treatment of inertia error by Mr. Head is correct for the

assumption of zero tare weight and a massless scale and weigh

tank. As they are never attained actually, his dynamic errors

are the maximum to be expected. However, even if these are

given due consideration, the possibility of a significant inertia

influence should be considered when dynamic weighing is used.

Mr. Morrow has effectively presented the fact that the old

industrial tolerances of one per cent are no longer adequate, at

least in the field of national defense, and has discussed a require-

ment for standards approaching the accuracy level of 0.1 per cent.

Although the various individual components and instruments re-

quired for this precision are available. Spencer' has demonstrated

the considerable work involved in attempts to attain such ac-

curacy. The problem becomes even more complicated when one

realizes that new hazardous liquids' at both high and low tem-
peratures and throughout wide pressure ranges are involved.

With reference to Dr. Spencer's very constructive comments
it should be mentioned that a fundamental difference in objectives

exists. Dr. Spencer is attempting to estabUsh a flow rate labora-

tory having the highest possible accuracy, whereas the apparatus

described in this paper was constructed for the single purpose of

evaluating the performance and accuracy of three dynamic type

calibrators of commercial manufacture. These had been de-

signed for installation in industrial facilities for the calibration of

flowmeters used in the aircraft industry. Thus in this particular

work it was necessary to use the pumps, heat exchangers, and
flow control valves supplied with the calibrators as part of the

evaluation procedure. This is the reason the flow control valve

was located upstream from the meter. The authors are in com-
plete agreement that throttling should be accomplished down-
stream from the meter whenever possible.

Regarding the subject of flow straighteners, every type of flow

rate indicating meter is influenced by the upstream flow condi-

tions. The authors still recommend that flow straighteners

should be considered part of the meter in applications requiring

accuracies of a fraction of one per cent. This is especially true

in the aircraft field where meter installation conditions deviate

considerably from the ideal. Sprenkle and Courtright'" have

recently discussed a few types of .straighteners and have demon-

strated their efi'ect upon the precision of flow measurement with

orifice-type metering elements.

No attempt was made to measure the swirl upstream from the

reference meters, it being deemed suflacient for our purposes

merely to demonstrate that its presence contributed a significant

influence. The authors are in agreement that laboratory cali-

brators should be free from rotational disturbances and pulsa-

tions. Naturally, such is best accomplished by utihzing a gravity

supply. However, this is not always feasible in industrial in-

stallations especially those using hazardous liquid-hydrocarbons

as the working fluid.

1° "Straightening Vanes for Flow Measurement," by R. E
Sprenkle and N. S. Courtright, Mechanical Engineering, vol. 80. Feb-
ruary, 1958, p. 71.

{Reprinted from the Transactions of the ASME for October, 1968
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CALIBRATION OF EELL PROVERS BY DIMENSIONAL ANALYSIS

AND BY CUBIC FOOT STANDARDS

Comparison of "Strapping" and "Bottling"

by Charles T. Collett-^

INTRODUCTION

The calibration of bell-type provers is a very worthy subject for a course

in gas measurement because provers are standards and standards are the very

foundation on which all measurements are based. After a manufacturer pro-

duces a bell designed to receive or discharge 2., ^, 100^ or some other

nominal number of cubic feet of gas^ it must be calibrated to determine its

true volume and must be recalibrated at intervals during its life^ if it is

to serve as an adeq_uate standard. •.>;..
As a background for studying the calibration of a bell prover^ let us

examine some of the characteristics of a good standard for a volume of gas.

First of all and most obviously it must become larger or smaller with a

minimum of pressure change as gas enters or leaves it. It must have a mini-
mum of friction involved in the operation of its moving parts^ because fric-

tion will introduce objectionable back pressures in the gas stream or raise

the pressure in the volume which we are attempting to measure. For strength
and rigidity it will have a circular cross-section. Preferably it will
contain no liquid becuase liquids have properties sensitive to temperature_,

will change position under pressiire, and will adhere more or less to any
surface with which they come in contact. The material of which the standard
is made will have a small coefficient of thermal expansion so that it will
change its size as little as possible when temperature variations occur.

So^ the idealized standard for gas vol-ume would perhaps be a piston^, moving
with a minimum of friction^ and gas tight in a true cylinder.

In reality^ all existing standards for gas measurement must in some way make
a compromise between desirable and undesirable characteristics. For instance^
we accept the use of liquids to secure the advantages of perfectly gas-tight
seals with a minimum of friction between moving parts. For higher accuracy
we may sacrifice large capacity, and vice versa. One standard now available

J consists of a plastic piston with a mercury-ring seal, moving in a precision-
*l bore glass cylinder. The travel of the piston and the mean diameter of the

!
cylinder can be measured to within a few thousandths of an inch. These are

j

coming into general use for volumes up to about one-half cubic foot. Above
!

this size the cost of the precision-bore glass tube and the difficulty of

I

m.aintaining the mercury seal eliminate this type of construction from con-
' sideration at present.

;

^Physicist, National Bureau of Standards

ij
Presented at Appalachian Gas Measurement Short Course, Morgantown, ¥. Va.,

ij August 26, 196^4- and American Gas Association Operating Section Distribution

jj

Conference, Minneapolis, Minn., May ^, 1965'

•i

\
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Bell-type provers are a special form of piston-cylinder combination in which
the cylinder (bell) moves and the piston (sealing liqijid) would ideally
remain stationary. In this case the volimie of gas discharged would be very
simply the internal volume of a section of the cylinder.

However the level of sealing liquid does cliange for several reasons. As
the bell descends the immersion of additional metal displaces liquid and
raises the sm^face. The internal gas pressure is usually higher than atmos-
pheric, and this depresses the liquid level between the inside of the bell
and the inner wall of the tank, with a corresponding rise in the level
between the outer surface of the bell and the outer wall of the tank. As
the bell rises, liquid adheres to both inner and outer surfaces, lowering
the level in the tank. The adhering liquid flows down the surfaces and
raises the level in the tank gradually and at a decreasing rate for hours
and even days. The level also clianges slightly because of temperature
variations.

. ; .

Each of these changes has some effect on tlie calibration and use of a prover
AlthOTogh it would be a pleasing circumstance if they were not encountered,
fortunately none of them seriously impair the value of the device as a
standard. The variations can either be shown to be insignificant, or can
be taken into accoimt by the application of suitable corrections.

For several decades, indeed about as long as meters have been checked
against provers, it has been almost a universal practice to calibrate a bell
type prover by "bottling" It; that is, to transfer a cubic foot of air
between a standard bottle and the prover. This procedure, which was de-
scribed as early as 1926 in a publication of the National Bureau of Standard

£\J , had apparently become so traditional that for a long time not much
attention was given to the possibility of finding other and perhaps better
methods. However, several years ago, Mr. Hilding V. Beck and some of his
associates in the American Meter Company developed an entirely different
method of calibration in which the physical dimensions of the bell and the
tank and the levels of the sealing liquid are measured, and the capacity
is then computed. Because a steel tape is passed around the circumference
of the bell, the procediu'e has become linown as "strapping" f^J-

It is the purpose of this paper to compare the methods of calibration by
bottling and strapping, including some of the advantages and disadvantages
of each, and to point out the sources and effects of the measurement un-
certainties involved in each method.

1. CALIBRATION BY CUBIC-FOOT BOTTLE . .

:•

The immersion type cubic-foot bottle now in general use is well known in the

gas industry. The nickel or chromium-plated copper bottle is open at the
end of the lower neck and may be lowered into a tank of sealing liquid,

usually a light oil of low vapor pressure. As the liq\iid enters at the
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"bottom and fills the interior up to a graduation mark on the gage glass in

the upper neck, one cubic foot of air is displaced and flows through a

connecting tube to the prover bell, which rises.

The transfer of air can be from the descending bottle to the rising bell of

the prover, or from the descending bell to the rising bottle. In either

I
case the results should be approximately the same, except for slight differ-

' ences in the behavior of the sealing liquid. A residual amount will remain
.' on the walls of the instrument that has been standing in a raised position
I before it descends, while the rising surfaces of the other will carry ad-

hering liquid upward. Because the total involved surface area of the bell
I will not be the same as that of the bottle, a perfect duplication of per-

j

formance between the two cases cannot be expected.

Transfers can be made with the system under normal prover pressure, or
with the counterweights adjusted to balance the bell at atmospheric pressure.
The first method produces the slight difficulty of setting the liquid level
in the gage glass of the bottle while it is slightly below the level of the

I surface in the tank; also it involves the necessity of raising the bottle
^t the end of the transfer until one or two small bubbles of air are seen

j
to escape.

' For each cubic foot of air to be passed into or out of a prover, the bell

!

is first placed in a position, by manipulating the rotary slide valve, so

that the trial begins with a cubic-foot mark on the scale opposite the

,
pointer. If the scale, the standard, and the procedure were all perfect,

' the next cubic -foot mark would be exactly opposite the pointer at the end

I
of the test. The difference between one cubic foot and the volume indi-
cated by the scale is the error determined by the calibration. This pro-

1 .cedure is repeated to measure successive cubic-foot increments until the

I
entire range of the prover has been tested.

' Frequently the bottle has been replaced by another device called a "Stillman

,

cubic -foot standard" after its inventor, the late Mr. M. H. Stilljnan of the
National Bixreau of Standards /3_7* ^ movable bell rises and descends in an

I

annular tank very similar to that of a prover. The bell is guided by a
central vertical column sliding in a close-fitting cylinder, and upward

I travel is limited by an adjustable stop. This standard is about as accurate
! as a cubic-foot bottle, is used in a similar procedure, and offers the

additional advantage that it is easily portable. By draining the sealing

.j
oil from it, and placing it in its carrying case, a task which can be

{
accomplished quite readily, the user can easily transport it from place to

I

place, say by automobile. It is as easily set up and placed in service,

j'
except that a period of several hoiars is sometimes required for the tempera-

,j
ture of the standard to stabilize and become equal to that of the prover to

j

be tested. Because of its portability and its relatively small size

161-5

>



compared to a bottle in an immersion tank^ it has found wide-spread ac-
ceptance by State public utility commissions and office of weights and
measures. Like the bottle^ it can be sent to NBS for calibration.

The foregoing brief description of calibration by bottling is considered
sufficient for the purposes of this article; the reader is referred to
publications £)SJ and £2. ~J in the list of references for complete detailed
instructions on this traditional and widely used procedure.

2 . CALIBRATION BY STRAPPING • -

The procedure of strapping a prover is well described in an article by
Mr. Beck jyj and he has kindly given the writer his permission to draw
freely from the material therein. The following discussion is illustrated
by figures 1 and 2., which show diagrammatically the cross section of a
typical bell-type prover. The capacity of the bell^ i.e.^ its internal -

vol-ume^ plus the volume of the metal in the bell^ is designated as the
"outside volume." Each term applies only to the volume above the liquid
surface^ or "seal."

The validity of the method is based on this relationship: When a prover
bell is lowered from any position to any other position^ the volume of gas
discharged will be equal to the outside volume above the seal at the first
position^ minus the outside volume above the seal at the second position_,

plus the volume of the metal in the scale that becomes immersed^ and minus
the volume of the fluid that rises between the outside of the bell and the
main tank. The truth of this statement is not immediately obvious^ but
will be made clear by a simple analysis.

Figiire 1 illustrates the bell position at 0 on the scale, with an internal
pressure represented by the difference in levels of the sealing liquid
inside and outside of the bell, designated by H. As the bell descends to
position 100, as shown in figiore 2, if there were no change in the level
of the sealing liquid, the vol-urae of gas, Q, discharged would be equal
just to the change of interior volume of the bell, B, above the liquid
surface. However, the level of the surface in the annular space between
the main tank and the outside of the bell, and the level between the inside
of the bell and the center tank, rise because some liquid is displaced by
the metal in the bell and the scale. The vol-ume of liquid which rises
between the inner tank and the interior surface of the bell, displaces
gas and therefore adds to the volume of gas, Q, which is discharged. The
interior volume change, B, is eqml to the outside volume change, V,
minus the volume of the metal that becomes immersed, M. The volume of
the immersed metal of the bell, M, plus the vol\mie of the immersed metal
of the scale, S_, is equal to the volume of the liquid which rises between
the inside surface of the bell and inner tank, W, plus the volume of the
liquid which rises between the outside surface of the bell and the main
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tank, T. Stating these facts 'by symbols and rearranging:

Q-B + W B = V- M M+S=T + W

Q = y - M + W M - T + W - S

Q = V- T- W+ S + W

Q = V + S - T

The last equation shows that the statement of principle, upon which the

method is hased, is indeed true.

The outside volxme of the hell is obtained by measuring the circum-
ference, or "girth", with a calibrated steel tape, determining the ver-
tical distance through which the bell travels by measuring the distance
between graduation marks on the scale, and then calculating the volume.
The tape has thickness and is read on the outer surface, therefore a

correction is necessary. On the assumption that the extension and com-
pression of the layers of the tape outside and inside the center are
approximately equal, the thickness multiplied by tt. is deducted from
the circumference reading. However, there is a commercially available
steel tape reading directly in diameter of a cylindrical object, with
the tape thickness taken into account.

Jfe-nufacturers state that prover bells are usually quite cylindrical, with
circumferences which do not deviate more than about plus or minus O.O3
inch from the average circumference. If the bell i-s found to be as

I
cylindrical as this figure indicates, an adequate calibration could be

'j based on the average girth, and the scale would have eqml divisions

j;

throughout its length. However, some bells will be found which deviate
|l more than this amount from a perfect cylinder, and the decision as to how

many increments should be individually calibrated will be based on the
pattern and amount of deviation. In laying out a plan for a calibration,
the scale point at the middle of the increments being tested should be
selected, and the corresponding plane of intersection of the liquid with
the bell should be observed. The circumference of the bell should be
measured in this plane.

The volme of liquid which rises in the tank is computed from the change
in surface level and the bell and tank dimensions. Liquid-level readings
should be carefully made by means of a micrometer depth gage firmly held
and unmoving on a flat upper surface of the tank.

For the relationship Q=V+S-T to be rigorously true, two requirements
must be satisfied. First, the prover and coimterweights must be adjusted
to insure that the pressure within the bell is the same at any position as
well as those seen in Figs. 1 and 2. This may be checked by connecting a

|1
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good draft gage or inclined manometer to indicate the internal pressiire.

Another procedure is to open the interior to atmosphere by means of the
prover rotary valve, adjust the counterweights until the bell remains
stationary at any position, and perform the calibration under these condi-
tions. Second, and again speaking in the most rigorous sense, there should
b e no lic|_uid adhering to or draining down the walls, a condition which is

theoretically never achieved. The practical effect of this will be dis-
cussed in a subsequent section.

A typical set of measured values and the simple calc\ilations req.\3lred are
shown below. Not all of the recorded figtires given can be justified by
the accuracy of the measurements, but they are retained for clarity in the
illustration.

Average observed circumference of prover bell 66.0k'J in.

Length of scale, 0 to 5 ft 3 25.031 in.

Average thickness of prover scale 0.117 in.

Average width of prover scale 1.125 in.

Average distance between outer surface of bell
and inner siirface of outer prover tank 1.9^2 in.

Oil rise in tank for bell travel 0 to 5 ft^ 0.3^5 in.

Thickness of strapping scale 0.006 in.

Corrected average circumference of prover bell,

66.01^7 - (3.1^^ X 0.006) = 66.028 in.

Bell diameter, D = 66.028 f 3.1^l6 = 21.017 in.

Outside volume of bell,

_ 3.1^16 X (21.017)^ 2^-031 _ . 0251^ ft3

Volume of immersed portion of scale,

S =
'^-"^^

\]2f^ ' 0-0019 ft3

Tank diameter at sealant level,

= 21.017 + 2(1.9^2) = 2i<-.901 in.

Volume of oil rise,

^ 3.1kl6 (2i..901^ - 21.017^) 0^ ^ (,_^80 ^3
k X iW 12

Volume of air discharged, V + S - T = ^-9993 ft^

Scale too short by ^'^^^ 000*^^^^ ^ " 0.0l4^
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3. COMPARISON OF GEKERAL CHARACTERISTICS
AND SOURCES OF UNCERTAINTIES

Bottling

Most cubic -foot "bottles are calibrated, at the National Bureau of Standards

by weighing them while filled with water. The reported volume is estimated

to be accurate to within 1 part in 25,000 or 0.00i^-/o. However, the only

link between this standard and the prover being tested is the air that fills

the system diiring the test, and the accuracy of the final results can be

only as good as this connecting link will permit. Air will change in

volume by about 1 part in 500 per degree F of temperature change, there-

fore if bottle and prover temperatures differ by 1 °F an error of about

0.2^ will result. It is recognized that the bottle shoiild stand close to

the prover in a room with stable temperature until the temperatures of the

instruments are nearly the same, and an overnight period is desirable.

The value within which successive bottling calibrations should agree was

stated as 0.3% in 1926 / 1/ and 0.2% in 1965 / 2/, Careful observers

working in rooms with stable temperatures can readily repeat their results

within 0.1%.

Sealing liquids, whether oil or water, adhere more or less to the walls of
bottles and bells as they are raised, and drain back into the tanks rapidly
at first and then more slowly. Some oil may be retained on the walls for
many hours, but a 3-minute draining period in advance of a test run is

thought to eliminate any significant errors from this cause /~57*

With the exception of preliminary waiting periods, the process of bottling
is accomplished within a few minutes of actml work, and the amount of data
recorded is small compared to that req_uired in strapping. Dents and any
other significant deformations of a prover bell are automatically included
in the results of a bottling calibration, and the procedure may also call
attention to friction or unbalance in the chain, pulley, and counterweights.

«

Immerson-type bottles are suitable only for semi -permanent installation in
laboratory-type rooms, but the Stillman cubic -foot standard offers about
the same inherent accuracy combined with complete portability.

One of the outstanding characteristics of the strapping method is its insen-
sitivity to changes in ambient temperature. In contrast with air, the
steels and coppers used in bells and in measuring tapes have a linear ex-
pansion of only a few parts per million per °F. A tape is in firm contact
with a bell during the measurement of its circiimference; their temperatures
thus tend to be nearly equal. About the only other requirement as to tempera-
ture is that it sho\ild not be changing rapidly enough during the calibration
to affect the level of the sealing liquid, a very unlikely circmstance.

Strapping
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The steel scales^ verniers^ and micrometers used in strapping shOTild be of
high quality; the bias or error Inherent in the instruments should be rela-
tively insignificant compared to the uncertainties associated with making
the measurements

.

-3

If reasonable care is used in calibrating^ say^ a 5 ^'^ prover, the maximvun

variations between measurements by different observers and at different
times should be not more than: 0.01 inch for the length of the scale;
0.001 inch for the average thickness and width of the scale; 0.001 inch for
the change in fluid s\irface level; and O.OO3 inch for the bell diameter
and the distance from bell to tank.

A variation of 0.01 inch in measiiring the scale lengthy for instance, will
produce a change in the computed scale error of 0.05^. In contrast, a
variation of 0.01 inch in the measurement of the width of the scale will
not affect the computed scale error within the limits of significant
figures retained. In the improbable event that all the values of a set of
measurements were larger, or all were smaller, than the values of another
set by the maximum amounts estimated above, the total variation in the
computed values for scale length error would not exceed 0.07^.

When a bell is first raised, for a few seconds the adhering sealing liq.uid

drains downward so rapidly that waves are visible as they descend. If the
liquid is oil, the surface level dioring this brief period will be abnormally
low, by as much as O.O5 inch in a 5 ft prover tank, equivalent to a com-
puted scale error of 0.05'^. Actually this drainage can be detected for
several hours, but its effect on the surface level becomes negligible after
just a few minutes. A carefiil observer should make a few readings with
the micrometer depth gage while the bell remains stationary at its upper-
most position, and thus determine when the effect of drainage is small
enough to be disregarded.

Since the calculations depend upon the relationships between the circumfer-
ences and diameters of circles and the diameters and altitudes of cylinders,
the bell must have a cross section close to a true circle. If this require-
ment were not satisfied it could not be claimed that the calculations were
rigorously true. Actually this does not cause any real difficiilty. Manu-
facturers say that the production of a prover bell with a truly round
cross section is not difficult by modern methods. Strapping has no tendency
to distort the shape of the bell; on the contrary it has a theoretical,
but insignificant tendency to make the shape of the bell approach a cy3.inder.

Even if a circular cross section should be distorted into an ellipse by de-
creasing one diameter 1 percent and increasing the diameter at right angles
also by 1 percent, the total change in area would be only about 0.01 percent.

Appreciation is extended to the Rockwell Maniifacturing Company and the American
Meter Company for supplying information and assistance.

I
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I, ABSTRACT

Laminar meters are now widely vised for measurement of gas flow, and

high accuracy can be achieved with proper calibration and use. It has been

found necessary to modify Poiseuille's law for laminar flow to explain

the performance of meters over the wide range of flow conditions encountered*

A one-dimensional flow analysis is used to derive the effects of meter

shape, heat transfer, and compressibility of the gas on meter performance,.

A relationship between the meter flow coefficient and the similarity

parameters of Reynolds number, Prandtl number, Mach number, and Knudsen

number is given in a form that is convenient for both the calibrator and

\iser of the meter. The small but significant effects predicted are compared

with experimental results.
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II. INTRODUCTION

The laminar flowmeter is finding acceptance as a convenient instru-

ment for measurement of gas flow, and a variety of sizes and designs are

in use. Both accurate measurement and flexibility of use should be pro-

moted through an improved, more complete understanding of the phenomena

encountered in a practical meter operating over a wide range of conditions.

The design of conmercial meters is the result of compromises between

requirements of size* multiplicity of channels, cost, flow theory, and other

requirements. Although the discussion is mainly about flow theory and its

application, some aspects of consnercial or "practical" iqeters are also

discussed.

In this paper, xising information in the literature, flow through a

model which simulates some features of a practical meter is analyzed to

derive the effects on meter performance of (a) gas properties including

compressibility, (b) meter design, (c) heat transfer, and (d) the effect

of "slight" rarefaction and slip flow of the gas if encountered. Soxaz

approximations are necessary to derive a useable meter equation that

describes the influence of the effects mentioned. The description of the

flow given by Hagen and Foiseuille, with volume rate proportional to

pressure differential, is corrected by factors containing the appropriate

similarity parameters. The resulting meter equation is given in a form

that utilizes measured quantitites directly to determine the flow

coefficient and the corresponding rate of flow. Results of experiments

over a wide range of conditions with two gases and two meters are treated

as required by the meter equation.

It is hoped that calibrating, reporting and use techniques will be

improved. Meter designs, which are not yet standardised, may benefit
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through this attempt to derive the effect of some of the practical aspects

of meter construction.

III. THE METER

The model chosen for the meter is illustrated in Figure 1 and con-

sists of n identical slots of length L from stations 1 to 3, with ends of

the slots connected to common plenum chambers of cross-sectional area

Aq a 2aS. Half-he^ight of each slot is called b, depth normal to the plane

of the figure is S, and is the total cross-sectional area of the n

slots assumed much smaller than A^. Flow separation in the region of

length i between the abrupt contraction and station 1 is passible with

unknown effects therein. A constant velocity is assumed across station 1

where the velocity profile starts to develop towards a fully developed,

parabolic profile at station 2. Laminar flow with a parabolic velocity

profile exists between stations 2 and 3, and is assumed not to be distorted

significantly by heat transferred to or from the meter body. At station

3 the ends of the slots connect to a plenum chamber which also has cross-

sectional area A^. Pressure taps in the side walls are used to measure

static pressures Pq and P4 in each plenum chamber.

Although laminar flow is assumed to exist in the slots, the possi-

bility of turbulent flow in the plenum chambers should be considered.

Flow in a slot with one side 2b much smaller than the other side S can be

characterized by a Reynolds nvmiber Rjj as given by

using (i and w as the fluid viscosity and total mass flow, respectively,

and the assumption that each slot receives an equal share of the flow.

The Reynolds number in the plenum of hydraulic mean depth m " 2aS/ (4a+2S)
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Is given by

and the ratio Ra/Rb is

I - (2)a ia(4a+2S)

_ Sn

Rb (2a+S)

In the case of a meter with a single slot, n = 1, the length of side 2a is

usually approximately equal to S and R^ is smaller than Rjj. However,

for a meter with many slots and with 2a « S, R^ will approach hRjj, giving

the possibility of turbulent flow in the plenum chambers. A similar

analysis for a meter with concentric, annular slots also gives Ra Rb^,

and also a possibility of turbulent flow in the plenum chambers.

IV. FLOW ANALYSIS

The fall in pressure (Pq -B4) from stations 0 to 4 is given by the

sum

P0-P4 - (Pq-Pi) + (P1-P2) + (P2-P3) + (P3-P4)

and Information in the literature is used to derive the part that each

term plays in the sum. The influence of compressible flow and heat trans-

fer on (P1-P2) + i^2~^3^ ^® derived using a one-dimensional analysis of

the flow of a perfect gas. Both heat transfer and compressibility are

assumed to play a small, but significant, role in the result. Coefficients

are used in the one-dimensional alaysis to make the results applicable to

the actual flow pattern which is, for all practical purposes, two-dimen-

sional between stations 1 and 3. The results are given as a functional

relationship

f(ilr, Uh* M, a. A) - 0 (5)

for a flow coefficient for the meter, t , and the sitoilarity parameters

^b' and ^* These parameters are the Reynolds number, Mach number.



Prandtl number and a shape factor for the meter, respectively, \|f is a

ratio of (Po-P4)/^J^Q to the value given by Poiseuille, [ (Po-?^/fiQ] o, with ^

and Q the fluid viscosity and total volume rate of flow, respectively. A

2
second shape factor for the meter, L/b k-^. Is Implicitly Included In

[ (Pq-P4)/i^Q] Q . Equation (5) may be used as a basis for a calibration

curve for the meter.

A. (PQ-P2) . Referring to Figure 1, effects of the sudden contraction

between stations 0 and 1, and development of laminar flow between stations

1 and 2 are treated as corrections to a fully developed flow starting at

X = 0, Measurements reported by S. T. McComas and E. R. G. Eckert [1]^ in

a developin^^ laminar flcv/ along a circular tube downstream from an abrupt

entrance indicated the possibility of flow separation at the entrance, but

no measurable Irreversible pressure loss therefrom. In their experiment

the velocity across the plenum chamber was presumably a constant or

possibly similar to a fully developed, turbulent flow. The pressure

measured in the fully developed laminar flow at station 2 was essentially

equal to that predicted for a flow which started with a constant velocity

across the tube. Distance i between the abrupt entrance and station 1

is assigned as a reminder that a pressure tap located in a region of

possible flow separation may Indicate an abnormally low pressure, and with

the reservation that the question of the length of the separated flow region

and its effects is not definitely resolved. E..M. Sparrow, T. S. Lundgren

and S. H. Lin [2] derived the pressure drop for a developing laminar flow

between parallel planes and reported it as a correction P^ over and above

that for a fully developed flow. For a continuum (or non-slip) flow

Numbers in refer to the literature references.



regime, approached a limit value of about 0.85 q2» The term q is

1 2
defined as , with p and V the fluid density and bulk velocity, respec-

tively. The distance between stations 1 and 2, Xj^-X2, or the distance in

which approached 98 percent of 0.85 q2 is given in [2] as

Xj^-X2 = 0.04bR,j . (6)

Corresponding values given by S. Goldstein [3] are 0.6q2 for P^ and

about 0.04bR|j for xj^-X2. Considering the results presented in [1] and [2],

X2 is also taken as 0.04bR|^, and if the meter length L is longer than X2)

P^ is considered as 0.85 q2. For a meter shorter than 0.04 bR^,, P^ depends

on the length. The results of [2] are approximated here by the relation

Pc(^> _
1 -

Q 33
^ exp(-100x/bRb), L < 0.04bR5 . (7)

If turbulent flow exists at station 0, Bernouilli's equation between

stations 0 and 2 may be written, with subscript t to represent the turbu-

lent case, as follows: . ,

(Po-P2)t = qi - qo + Pc, L > 0.04bRb . (8)

At this point it is desirable to write the q's in equation (8) in terms of

a q based on average conditions of temperature f between stations 1 and

3, and pressure P between stations 0 and 4. A relation between
q^^

and ^

can be shown to be as folloi^s:

- P Ti (A)2

qi " q —r- . (9)

P, f A,2

For incompressible flow between stations 0 and 1, equation (9) transforms

equation (8) to

P T o P

<V^2>t - q — - A^ + (10)

Fl T q^
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using Aj^ for A and A2, and A as the ratio A^/A^. Equation (10) can also

be written in the form

with
J.
derivable from Equation (10),

If laminar flow exists at station 0, Bernouilli's equation may be

applied to the flow between station 0 and 2 as

<Po-5'2)l («Il - H <io + Pc) (12)

using 54/35 as a factor to derive the kinetic energy per unit mass from

the bulk velocity in the laminar region. Velocity across a thin duct

(a « S) with laminar flow therein was derived from the equation

2
V(y) - (1 - ^), 0 < y < b (13)

with y as the variable distance from the center of the duct. Equation

2
(13) can also be used to show that V is 37^, with the velocity at the

center. Equation (12) for (^o''^2^L transformed with the aid of an

equation similar to Equation (9) to:

^o~^2 ' 5 ^t,L - ^ %1 - ~ A^ + !£) . (14)
P^T 35 qi

Use of the pressure correction procedure outlined above requires that

equation (4) be modified as follows:

VP4 = <Po-Pi> + <PrP2)c + (P1-P3) + (^•3-^4) * <15)

In this form subscript c identifies the pressure correction between

stations 1 and 2, and (Pj^-P3) will be calculated below for a fully

developed flow.

B. (^1*^3) • The influence of friction, gas compressibility, and

heat transfer on the pressure drop (P1-P3) is derived starting with a
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genarallzed, one-dimensional flow equation as given by A, H. Shapiro [4].

In terms of the Mach number M the equation is

dMj , kM^f (;M) 4fdx ^ (W)f(M) df ^^^y
I-M^ 4b 1-M^ T

in which k is the ratio of specific heats, T® is the stagnation tempera-

1 9
ture which changes as heat is transferred, and f (M) is 1 + 2'(k-l)M'^. A

proper choice for the friction factor f in Equation (16) gives the correct

results for a flow that is actually two-dimensional from a one-dimensional

analysis. Use of the Mach niimber M implies that the fluid is compressible

and therefore a choice of f based on incompressible flow theory should be

justified. R. A. Noftzger and J. R. Moszynski [5] demonstrate that the

velocity profile is little changed by the compressibility from the para-

bolic profile and conclude that the distortion has a small effect compared

to the acceleration of the fluid along the duct. With little distortion

of the profile an "incompressible f" is a reasonable choice. A multipli-

cation of both sides of Equation (16) by (l-M^)/(ldl^f (M)) gives

1-M^ dM^ 4fdx
.
l+m^ dT*—— ——- a

I-
—- \i-0

kM'^f(M) 4b kM"^ T

Integration of this will require some approximations.

Integration of the left side of Equation (17), assuming k constant,

gives

II

rikKii_^.^ + M,„ iffli. (18)
kM2f(M) m2 kM2 2k m2

Some relations as given by [4] and used to transform Equation (18) to a

more useful form are listed below: _

(a) - v2c'2, c = velocity of sound
1

(b) C (kR TAJ)^, R « universal gas constant

W " molecular weight
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(c) T* » Tf(M), T » static temperature (19)

(d) w = PA]^M(Wk/RT)^, w « mass flow . .

(e) w « pQ « pAjlV » PW Aj^V .:

(f)

Equation (18) is transformed, using relations (a), (b), (c) of Equation

(19), to get

kM f(M)M kM 2k kR T

Insertion of the limits of integration in the logarithmic term is per-

formed (approximately) with aid of the differential calculus (as dinx ~ dx/x)

and with the aid of Equation (19e). The differential calculus (to find

d(P^ir^)) and Eqviation (19d) are used to expand k"Hl"^, and Equation (20)

becomes:

\ —;
- —7-" (P1-P3) (1 + ' —

>

Jj kirf(M)M^ w'^R f 2(Pi-P3) T
(21)

k + 1 2(T3-Ti) 2(Pi-P3) T*3-T*i
-—--( + —r~'—

)

2k T Pj^ 3 T*

The technique of inserting the integration limits assumes that change of all

quantities is small compared to their absolute value. The influence of

pmall, second order quantities ignored ordinarily will not be detectable.

The first term on the right side of Equation (17) may be integrated

after replacing f with K/R|j as given by [ 3] . Thus, we have

Jfdx KAi f tidx H-.KAt f T ^ dx
L \— - \ t- f - (22)

b 4bw J b 4bw O Iq b

with the viscosity expressed as dependent on temperature with exponent r.

R. H. Norris and D. D. Streid [6] numerically integrated the energy

equation for a two dimensional, laminar flow field assumed not distorted
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by the heat transfer from boundaries at temperature T^. Their results

are reported in the form of a table of Nusselt niimbers (Nu) vs. values of

the parameter <|)(x) » oR4b/x. It can be shown that the mean or "mixing

cup" temperature T at any point x along the meter is given by the relation

T(x) - T„ Nu
» e(x) = 1-4 (23)

Ti-T^ <p(x)

when Nu is based on the temperature difference at the inlet. Their

results transformed in this manner yield an approximate relation for 9,

to be used herein, in the form:

e(x) 2i exp[-(32/<^(x)]. (24)

From Equation (24) values of 6 for small distances from the inlet are not

more than about 8 percent greater than those given in [ 6]

.

Equation (24) is based on a fully developed flow field, but here it

is to be applied to the developing field with justification as follows.

E. R. G. Eckert and R. M. Drake, Jr. [ 7] report on local values of Nu

' in the developing region inside a circular tube. In the last 90 percent

of the length of the developing field the values of Nu are, on the average,

about 15 percent larger than for the fully developed flow. For flow

between parallel planes, the difference is expected to be about the same,

and the error in using equation (24) will not be large. Thus the eight

j
percent error in equation (24) may be partially compensated when it is

used in the developing flow field.

Assuming that the meter responds to viscosity \i as determined from

T(x) given by 9 ,
equations (22) and (23) yield, using the first term of

a series expansion of T^,

Sfdx ^JloKA^ r ^1"^ , dx
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An Integration, using 6 as given by equation (24), and the assumption

that a and R inC|X(x) are constants , produces

i^fdx KAi L— « ~i - H^f «p) . (26)
I

b 4bw b ^ ^

This contains the viscosity « |1q (T^/Tq)^ modified by a correction

factor f(<P) given below:

T -T

f «>) - (1 - ^<P(L) [exp (-32/<p(L))-l])'' . (27)

In considering the final term of equation (17), the second on the

right, it is noted this also involves the effect of heat transfer on the

meter performance. In this integration M is assumed a constant and equal

to Mj^ 2 average between stations 1 and 3. Little error is introduced

by this assumption as we are Interested in small values of dT*/T* only.

With the aid of equation (19d) and the above assumption, the integral can

be written

r 1+kM^ dT^ WAi^P,^.
\. 5 o (1 +-^4^) in r . (28)
J kM T" w RT

Again, using d in x =» dx/x for inserting the integration limits we have:

5
1+kM dT* WAi Pn -J T-j^-Ti®

^ . (1 + —i--^) o (29)
kM'' T* w^RT T*

All terms of equation (17) are now in forms useful to find (Pi"P3)»

ind the equation is now written, using equations (21), (26), and (29) as

2A 2
1 W Pj^ 3(Pi-P3) ^1 3 fcfl 2Ar 2AP AT*

w^RT 2AP T 2k T Pj^^3 T*

KAiLU f(^) WA^pJ 3 AT*

4wb w RT T*
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with taken as (?i'?2^> ^ taken as (13-!^^) , and T* as -jCT'^ + 1*3).

The equation above can be simplified by combining like terms after

AT/T is expressed in terms of AT* /T*. Using equations (19a), (19c) and (19e)

we have

F^T- ^^^1,3 2»> • (31)

Equation (31) is an approximate relation because terms containing have

been omitted. Use of equation (31), and a multiplication of both sides

of equation (30) by 2 q ( s6e Cl9e) and {l9f)), transforms it to

Pi o 2 i (P)2 P, ^AT' KI+L 5f(<P)

(PrP3)4^ (1 - -r- -y- El + J^T^l) —V— > (32)
P

^ ^^13 Sh

a form which illustrates the effect of heat transfer and compressibility

on the pressure drop (Pj^-P3) , The influence of compressibility appears in

-2
the term 2 q/P which can also be written as kM .

C. (P3-P^). The conservation of momentxim theorem as given by [4]

is used to derive the pressure change across the abrupt enlargement at

station 3. No skin friction is assumed at the walls of the plenum chamber

and therefore the theorem gives:

A4(P3-P4) = Ao(P3-P4) = vldA^ - V3dAo , (33)

As before-, we consider the flow laminar at station 3, and include both

turbulent and laminar flow cases at station 4.

In the turbulent case, is essentially constant across station 4,

and equation (13) is used for the velocity profile at station 3 (inside

the slot). Equation (33) is now written in the form

^o<^3-^4> " ^4Vo ^ [ (1 ~ ^ • (34)
Jo b
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An integration, substitution of —V3 for V^, use of a relation for the

q's as in equation (9) and an assumption that P3 ™ P4 transforms equation

(34) to that below:

72 P T 72

(P3"P4)t - <13<2A^ - —A) - q — -^-(2^^ ' " ^ t ' (35)

A similar analysis for the case of laminar flow at stations 3 and 4

yields

72 P T 72

(^3-^4>L " ^3 — - A) «. i — —(a2 - A) « i l . (36)

15 P3 T 15

The term Pj^ 3/P in equation (32) can now be evaluated using equation

(10) (with P •» 0 to derive P.) and equation (35) for turbulent flow, and

equations (14) (with P^ « 0 to derive Pj^) and (36) for laminar flow in

the plenum chambers. Pressures Vi and ?3 are derived from these equations.

One half of their sum, taken as Pj^ ^, when divided by one-half the sum of

P^ and P^, or f, gives the ratio ?^ In the turbulent case as

(-T^)t - 1 + ~r(Se,t - Ci,t + (37)
P 2P ' *

qj^

and as " ^ ' ^i,! + —> <3S)

P 2P *
*

^1

in the laminar flow case. In both equations above, is assumed to

adequately represent the term (P^PT^/qj^TPj^) « Both of the above equations

are essentially functions of* A, a shape factor for the meter, with
p
1 3

pressure and temperature correction factors applied to A to derive '
«

P

D. (Pq-P^). Before summing the individual terms of equations (4) or

(15) to find (Pjj-P^), each of which has been expanded in the previous sec-

tlons» equation (32) is first modified for the term P^^ 3/F.
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expression appears in equations (37) and (38) » and when Inserted Into

equation (32) the latter becomes,

(P^-Pg) (1 - —[1 + J^J— » - -^1) ^
. (39)

f APT* 4 4q^ 8b2Aj^

A sum of the individual terms of equation (4) can now be written,

using equations (11) or (14), equations (35) or (36), and equation (39)

^

as follows:

8b AiF(M)

A correction factor F(M) therein is taken from equation (39) as

2q P, oAT* C- - P_
F(M) = 1 - —(1 + ' -— ~ -—) (41)

P APT* 4 4qj^

to account for the effects of heat transfer and compressibility c Equation

(40) is the sum of the pressure drops associated with the end effects and

with the region of viscous flow. The latter is that given by Poiseuille

modified by the correction factors f(P) and F(M) for heat transfer and

compressibility. Without these factors equation (40) is the same as

commonly used and reported on by H. H„ Allien [S], It should be noted

that the end effect coefficients also appear in F(M) as a result of basing

Q on P and T.

i

\
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The correction factor F(M) for the effects of compresslTDlllty

and heat transfer, as stated in equation {hi), is hased on a

one-dimensional analysis and use of bxilk properties in the equations

of motion and energy. R. A. Naftzger and J. R. Moszynski [5] used

the classical momentum equation (for two-dimensional flow) and reduced

it, for an assumed isothermal flow, to the "boundary layer equation

for a compressible fluid. This was solved subject to the assumption

of similarity of velocity profiles at all points in the channel.

One of the results of the solution was a correction factor for the

compressibility effect. The canpressibility correction factor given

by equation (^1) is in agreement with the results of [5] to a value

of 0.5 for M. The results of the present experiments (to be

described) are not carried beyond a value of M of about 0.3* There-

fore it is suggested? pending results of further analysis and data,

that use of F(M) be restricted to those cases in which M is less

than 0.>

E. The Laminar Meter Equation . Equation {ko) is now rearranged

to measure the meter performance in terms of the Poiseuille prediction,

as the viscous flow effect is expected to be dominant. This leads to

a coefficient which pennits a sensitive as well as convenient means of

describing the meter's performance. It is also desirable to be able to

derive Q, usually the unknown quantity, directly from measurements made
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at the meter. This requires either an explicit solution of the equation

for Q, or optionally, an arrangement in which Q appears in only one side

of the equation. It will be noted by examining equation (40) that as Q

approaches zero, the ratio (Pq"P4)/^^Q approaches the value KL/8b Aj^,

which is now labeled as [(Pq-P^)/^ QI^. This may be called Poiseuille's

flow coefficient for incompressible, laminar flow in a duct without end

effects. We also use if as the quantity

[(Po-P4)/m Qlo

which may be considered a flow coefficient for the meter. If both sides

of equation (40) are divided by [i^^ii^Q-'Bi^) /[i QIq and multiplied by Ijr,

1 -"2, 2
the equation takes the form, using q « pQ /A| , as written below:

t\l - 1^,. i i^I^ '^^'^
. (43)

Some comments regarding the laminar meter equation (43) are now

appropriate and are listed below:

(1) F(M) as given in equation (41) contains some quantities not easily

measured, such as AP, Pj^, P3, qj^, q2, instead of (Po~P4) , P, and q

which ordinarily are measured or derived from the measurements. In

principle the procedure outlined herein can be used to derive them from

the measured quantities for use in F(M). However, it is expected that the

coefficients C^, and the end effects will not be known with sufficient

accuracy to warrant such a procedure. The error caused by use of

(Pq-P^), P and q in their place in F(M) probably will not be significant,

l2)Ihe term on the right side of equation (43) can be written as

I85-15



7 2 2
~ ~2 <^^>

which demonstrates that equation (43) contains ilcRj^ as specified by equa-

tion (5). Further, all of the similarity parameters of equation (5) are

implicitly included in equation (43)

,

(3) It is unlikely that practical, commercial meters can be made with (a)

all slots identical and (b) with slots and plenum chamber arranged for

the same flow in each slot as used in the derivation of equation (43),

Disregarding the latter problem, and considering n non-identical slots,

equation (40) should be applied to each by labeling all terms therein

except (Pq-P^), K, L, p, and with subscript i (i « 1 to n). Use of

the procedure leading to equation (43) gives n equations which when summed

become

T» - 2 J* ~

JQ.^ ' Ai Fi(M) 2y^k^ [ (V?;4>/^^<i]o

.r> ^ 2 (^5)

X ( /(Ci + Ce)i )

using an average half-height b in E (Pq-P4)/hQ]q . The sums involving

quantities Q/Q^ probably cannot be determined explicitly from equation

(40), at least for a practical meter. More importantly, equation (40) can

be used to demonstrate that both sums in the left side of equation (45)

are variables dependent on P (Po"'^4)/l-S^ ^8 well as on the construction

of the slots. Therefore equation (43) is not entirely valid for prac-

tical meters which are built with non-identical slots. For this case it

appears that calibration must be employed to determine the relationship

between the quantity on the left side in terns of that on the right side

of equation (43). 186-16



(3) Under conditions of low pressure inducing "slight" rarefaction, the

molecular mean free path X for the gas in the meter becomes comparable

to b, and the effects of slip-flow should be detectable. An approxi-

mate correction for slip may be incorporated into equation (43) by multi-

plying F(M) therein by (1 + 3Kn) , as used by [2], with the Knudsen number

Kn defined for use here as X/b. In more familiar terms Kn is approximately

1.5M/Rjj as given in [7], and the slip-flow effect is estimated as less

than one-half percent when H/K^ < 10"-^. When M/R|j > O.OZ as possible under

condition of still lower pressure, a transition to free molecule flow

j

begins, and a modification of the correction for slip should be necessary.

[

V. EXPERIMENTAL DATA ANALYSIS

Two meters were calibrated with air over a range of pressure levels

to determine if the preceeding analysis correctly describes the meter per-

, formance and the magnitude of the compressibility effect. Data has not

yet been obtained to determine if the analysis correctly describes the

I

effect of heat transfer. One of the two meters was similarly calibrated

with helium to determine if the laminar meter equation (43) correctly

'predicts the effect of change of gas properties. Evaluation of the con-

stants in equation (43) may be performed by a "complete" calibration of

la meter over a range of pressure and temperature levels, and once determ-

I ined the constants should be applicable to all "perfect" gases. However,

a "limited" calibration, defined as a determination of \|f vs P(Po-P4)/m^ ,

I

may be sufficient for many uses of the meter. Transfer of a "limited"

i calibration from one gas to another also would be desirable for maximum

utility of calibrations, as will be discussed.
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A, Meters . Two commercial meters tested are identified by the

numbers 93 and 96, each containing a single slot sized for a nominal capa-

city of 1 and 30 liters per minute, respectively. The slot for meter 93

probably was formed by milling a groove into a flat plate, which was then

soldered to another flat plate to provide the fourth side of the slot.

Meter 96 contained a slot between two concentric tubes, with distance

between the tubes small compared to their diameters. Dimensions for the

meters are tabulated below, using other quantitites expressed in the foot,

slug, second system of units to derive the values given for i(,^2"^U^^^^^o''

<X3-X2),ft S, ft bxlO^, ft A^, ft^ A [(P2-P4)/^Q]o

ft-3
Mfg. Derived Derived

Meter 93 0,225 0.0156 4,6 4.84 1.51x10"^ 0.006 1.905x10^^

Meter 96 0.271 0,205 5,2 6.6 2,7xl0"^ 0.08 6.86x10^

It will be noted that two values of the half»height b for the slots are

listed, and that length of the metering elements is given as that between

stations 2 and 3, The latter is given because the upstream pressure tap

is not located in the plenum chamber, but about 0.04 ft downstream from

the beginning of the slot for both meters. Disregarding the uncertainty

about entrance effects and distance i, equation (6) specifies that the

laminar flow field would be more than 98 percent developed at the tap

location with values of up to 2000 and 1500 for meters 93 and 96,

respectively. With the restriction that values of Rj^ are less than 1500,

both and Pg/q2 equation (43) should be zero for its use with these

two meters, and should be replaced with P2,

One of the values of b given for each meter is derived from valties

of [(P2"P4)/lJ Q1o» also tabulated, using 24 for K and the values of
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X3-X2 (for L) and the values of S. A curve of observed values of

- - 2
(P2-P4)/MvQ vs p(P2-P4)/^V ^as extrapolated to zero for the latter

coordinate to find the Polseullle flow coefficient tabulated for meter

96. For meter 93, the plots showed a pronounced knee in the curves for

both gases, and a value of the Poiseuille flow coefficient [(P2"P4)/l^ QIq

approximately two percent larger than the intercept value is taken as

the reference value for the derivation of This choice permits the

data (for ijr > 1) to be fitted to equation (43) as will be described. The

"knee" at the fast change of slope of the "limited" calibration curves iJr

2
vs p(P2"P4)/Mw illustrated in figure 2 as In the neighborhood of

Rjj " 100. As t is not based on the intercept value of I (P2"P4)/|\,Q1v

\|r becomes less than 1 as the flow approaches zero. Returning to the

derived values of b, the value for meter 93 is in reasonable agreement

with that specified by the manufacturer, but for meter 96 it is about

25 percent larger than specified.

B. Transfer of a "Limited" Calibration >|f . Equation (43) requires,

for transfer, that 2q/P in F(M) be equal for both gases, as well as

equality of the two values of i|r and of the two values of p(Pq-P4)/h^ .

Values of the viscosity correction factor f((p) should also be equal, but

this will not be considered in the following analysis for th& case of no

heat transfer. With subscripts 5 and p used to identify two gases and

by use of the gas law (P = pRT/W) , the three equalities mentioned can be

stated as follows:

(a) <fe-'¥fe)5 ^

<^^w Q)6

wQ>^
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(c)
P5

.

1/2

- 1/2 - 1/2
^

(V C^) t^,p W5

Equation (46c) is the most useful of the three equations. It was

derived by substitution of the gas law and equations (46a) and (46b) into

~ 2
the required equality of the two values of p(Vq-'P^^)/\\j . As it contains

all three requirements for transfer, a "limited" calibration curve of )|r

2 _ _

vs P (Po"'P4)/l-H^ obtained at constant levels of Pp and can be used for

gas 6 at levels P5 and T5 as given by equation (46c).

Three separate "limited" calibration curves are plotted in figure 2.

for meter 93, each derived from cdibration data for both helium and air

to test the validity of the transfer equation (46c). This equation

requires, for the same temperature (near ambient), that the pressure level

for helium be about 2.9 times that for air. Data points for helium at

the pressure levels of 15.2, 30.5 and 43.5 psia define the same curves as

those for air at corresponding pressure levels of 5.25, 10.5 and 15 psia,

but a few of the data points do differ from their respective curves by

almost 1/2 percent. We infer that equation (46c) provides a basis for

transferring "limited" calibration curves from one gas to another. The

accuracy of transfer depends, of course, on the accuracy to which the gas

viscosities involved in the transfer are known.

Figure 2 demonstrates that if only a single "limited" calibration

curve is available for a meter, the meter should be used near the condition

existing during calibration. Thus the user should maintain P and T in the

meter as in the calibration (or as derived with equation (46c) if deviation

is necessary), observe differential pressure
^^i^g » enter the graph

~ 2with the calculated value of P^obg/^^^ to find the corresponding value

of i)r. Volume rate Q at conditions P, T is then given by the equation
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^obs
(47)

curve ••v*2 4' ^ o

If several "limited" calibration curves are available, the \iser could

deviate from the meter calibration conditions, either by using equation

(46c) to find suitable use conditions, or by interpolating between the

calibration curves for the desired use conditions. These techniques would

avoid errors (possibly up to 5 percent for meter 93) caused by using a

"limited" calibration over an extended range of conditions.

C. Complete Calibration . The laminar meter equation (43) cannot be

evaluated directly unless the coefficient (Ci-Ce)/4 in F(M) is accepted as

derived from coefficients C^ and Cq which are given by equations (14) and

(36), respectively. It seemed advisable to use the data to determine

(Cj|^-Cg)/4, as well as the other coefficient (Cj.+Cg), and then from these

determine C^ and Cg individually for comparison with the values given by

equations (14) and (36). Use of two terms of a binominal series expansion

of the reciprocal of F(M) permits equation (43) to be written as

PA^ ^ [(P2-P4)/^^Q^o

-1
Coefficient D is presximably equal to E, (C^+Cg) is given by D , and

(C£-Cg)/4 is derivable from coefficients F and D as follows:

C. -Cg F

4 D

For meter 93, a least squares fit of the data (for i|f > 1) with a

standard deviation of the fit of 0.4 percent based on determined

coefficients D, E(= 0.998D) and F in equation (48) with standard devia-

tions of 6, 6 and 18 percent, respectively. It did not seem likely that

equation (48) could account for the "knee" displayed by the curves of
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figure 2, without making the standard deviation of the fit much larger

than 0.4 percent, and data for t ^ ^ therefore excluded. Coeffi-

cients (Ci+ Ce) and (Ci-Ce)/4, for both meter 93 and 96, together with

values of and Cg derived from both the data and from equations (14)

and (36) are listed below:

Meter 93 Meter 96

(Cj^-Cg) -0.48 + 0.60 . -0.37

(Ci4€g) 0.46 + 0.03 1.9

C^, data -0.01 + 0.3 0.2

Cj^, analysis 0 0

Cg, data 0.47 + 0,3 1.7

Cg, Eq (35) -0.03 "0.4

Coefficient is nearly zero as expected from the location of

pressure tap for with the rather large uncertainty deriving from the

factor of four in equation (49) and the 18 percent standard deviation for

coefficient F, The value of C^ is not negative as expected, and only with

the negative uncertainty included is it in reasonable agreement with the

value given by equation (35)

.

Figure 3 shows the data of figure 2 for meter 93 together with

additional data for air plotted according to the form suggested by equa-

tion (48). Values for and M/R|j are also included to illustrate in

another way the range of the calibration data. There is some evidence

that the data points for helium are generally below the line in figure 3.

The possibility of a systematic error, perhaps arising from the particular

choice of a viscosity for helium, is suggested. However, the error is less

than 0.4 percent in terms of i|r.
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Meter 96 was calibrated with air over a range of pressures from 3 to

30 psia, with T near ambient, to provide additional information on per-

formance of laminar meters. Figure 4 contains a plot of the data in

terms of the quantities in equation (43), using coefficient (Cj^-Cg)/4

selected by trial until all data points reasonably define a single cali-

bration curve. For the conditions of test, the compressibility correc-

tion was as large as about 3 percent based on values of Coefficients

for this meter are listed in the previous table, with the value (0^+ Cg)

equal to 1.9 as derived from the slope of the curve in the lower 40 per-

cent of the flow range. Based on values of \|f, the data departs from the

straight line used to define the slope by about 3 percent at the largest

flowrate. Coefficients Cj^ and Cg are not in good agreement with those

given by the theory herein, presumably because equation (43) does not

account for the "practical" aspects of the meter construction.

It is probable that meter 96 is similar to one with non-identical

slots as previously discussed. Eccentricity or nonparallel alignment

of the tubes "^orming the flow passage could cause the annular distribu-

tion of the flow to change with rate. Although the data does not define

a straight line, as would be desirable, it does appear that the function

of i|f in equation (43) is adequate to correlate the data within the cali-

bration range. Values of Rj, and M/Rj, are included in figure 4 to illus-

trate the range of the data, and the symbols used there indicate the

values of P.

The 'Complete" calibrations of the types described by equation ^8)

for meter 93 or by figure 4 for meter 96 probably will not be directly
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involved in routine use of the laminar meter. Rather, they should find

use in generating curves for routine use in measuring the flow of the

desired (perfect) gas at selected levels of p , or if more convenient, at

selected levels of or P4. For a chosen density level, each assumed

2
value of (Pq-P^) gives a value of p(Po-P4)/Mv • This value is then used

2 -1
to find the corresponding value of (t - ^{fF ) by analytical or graphical

techniques, depending on the meter and its calibration. To find Q, the

quadratic equation for ijr is solved (with Q assumed zero) for a first

trial value of tj^, which in turn gives a first trial value of
Q^^

by using

equation (47). Ordinarily a second and final trial value of i|f2 can be

determined with sufficient accuracy by including the compressibility term,-2-1
based on Qj^, in (t -"i/F ), and the final Q2 is derived from ^2 with

equation (47). Values of Q2 so determined can be plotted vs the assumed

values of (Po~P4) to define an operating calibration curve for the chosen

density level.

VI. CONCLUSION

An equation for a laminar gas meter has been derived with correction

factors to be applied to a flow coefficient derived from the Hagen-

Poiseuille relationship. The equation derived has been tested with air

and helium in a single slot meter over a wide range of flow and pressure

levels. Presentation or use of the data may involve a "limited" cali-

bration concept, or a "complete" calibration concept. A "limited" cali-

bration results in one or more performance curves at selected levels of

pressure and temperature. The curve(s) were usable with both gases and

transferable to other conditions derived as described. A "complete"

calibration should be generally useful and involves & determination of



the meter coefficients for use in the analytic equation (43) given or for

use in a graphical display of the functional relationship between the

pertinent similarity parameters. It is probable that the graphical method

will be required for use with practical, multi-channel meters.
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VII. NOMENCLATURE

a half height of plenum chamber

A plenum chamber area
o

Aj^ total area of slots, 2bSn

b half-height of slots

c half<«helght of metal between slots

Cp specific heat

C velocity of sound

inlet end effect coefficient, Eqs (11) and (14)

outlet end effect coefficient, Eqs (35) and (36)

D,E,F coefficients in Eq (48)

f( ) indicates function of the quantity in ( )

f (^) viscosity correction factor, see Eq (27)

f friction factor

f (M) 1 + |(k-l)M^

F(M) compressibility and heat transfer correction factor, Eq (41)

k specific heat ratio

K constant in Poiseuille's incompressible laminar flow equation

Kn Knudsen number

i unknown flow separation length J?

L slot length beyond

m mean hydraulic depth, area t perimeter.

M] Mach number

Nu Nusselt number based on (T^-T )1 w'

n number of slots

P pressure
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p flow development pressure correction

Q total volume rate of flow

= P1-P3

AT = T3-Tj^

Reynolds numbers

R gas constant

S depth of slot normal to plane of Fig. 1

T^, meter body temperature

T* stagnation temperature

T static temperature

V bulk velocity

w total mass flow

W molecular weight

X distance from station 1

y distance from midpoint of slot normal to flow direction

T = 1(11+13)

UPo-P4)/^iQ]o " KL/8b\

© dimensionless temperature, Eq (24)

^ absolute viscosity

p density

cr Prandtl number, p,c^/( thennal conductivity)

<P(x) aR4b/x

^ ratio of flow coefficient to the flow coefficient at

zero flow, see Eq (42)

^ molecular mean free path
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Subscripts

0,1,2,3,4 stations in the meter

c center of slot, or correction term

w meter temperature

a,b Reynolds number basis

i slot number

0 reference condition of temperature

L laminar flow

t turbulent flow

& gas identity

$ gas identity

Superscript

average condition

stagnation temperature
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IX, LIST OF FIGUEES

lo The laHdnar meter

2e Three "limited" caHbration curves for meter 93 ¥ith air
and helium I T « 53^4- "R, and P as iudicated by symbols "below.

Air n A O
5*25 10.5 15 psia

Helium •
15o2 30.5 lj-3c5 psia

CuTfe No 1 2 3

3o "Complete" calibration for meter 93 vith_air and helium; ;

T « 53^ M/H15 < 3 X 10-^^ pressure P as indicated by
symbols belowo Dashed lines represent the standard
deviation of the fit of OA percent based on 1f«

AlrX+OOA
25 20 15 12.5 10.5 T,5 5.25 psia

Helium #
J+3.5 30.5 15.2 psia

If. "Con5)lete" calibration forjneter 96 with air: T = 53^
^^R•^3< 3 X lO'-^^ pressure P as indicated by symobla below.

Symbol X O A O

psia 30 15 7 3
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Figure 2. Three_" limited" calibration curves for meter 93 with air

and helium: T = 534 °R, and P as indicated by syabols below.
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Figur£ 3. "Complete" calibration for meter 93 with air and helium:
T = 534 °R, M/R^^ < 3 x 10"^, pressure P as indicated by

symbols below. Dashed lines represent the standard
deviation of the fit of 0.4 percent based on t.
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96 with air: T = 534 °R, M/Rb < 3 x 10"^,
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Temperature Coefficients for Proving Rings

By Bruce L. Wilson, Douglas R. Tate, and George Borkowski

Proving rings for calibrating testing machines are not compensated for change in elastic

properties and dimensions with temperature. For this reason, temperature-correction

factors must be used in computing ring loads from deflections obtained at temperatures that

differ from the temperature of calibiation. Temperature coefficients for 14 representative

rings were computed from calibration results obtained at temperatures of 70° and 100° F.

The temperature coefficient of one ring for the range +70° to —93° F was determined from

measurements of the natural frequencies at these temperatures. The temperature coefficient

of a proving ring is shown to be equal to the temperature coefficient of Young's modulus of

elasticity plus twice the coefficient of thermal expansion of the material of the ring.

I. Introduction

The proving ring is the most widely used elastic

cahbration device [1] ^ for calibrating testing

machines that apply forces to engineering materials

and structiares. About four-fifths of such devices

submitted to the National Bureau of Standards for

cahbration during the past year were proving

rings. The rings are not compensated for the

change in elastic properties and dimensions with

temperature, therefore, a knowledge of the tem-

perature coefficient is required for use in computing

ring loads from deflections obtained at temper-

atxu"es that differ from the temperature during the

cahbration of the ring.

The tests described were undertaken (a) to

determine experimentally the temperature co-

efficients of a number uf representative proving

rings for the usual range of room temperatures, (b)

to determine the coefficient of a representative

I

' Figures in brackets indicate the literature references given at the end of

ij this paper.
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ring at a temperature near —100° F, and (c) to ured values of the temperature coefficient of

determine whether the temperature coefficient may Young's modulus of elasticity and the coefficient

be calculated with sufficient accuracy from meas- of thermal expansion for the material of a ring.

IL Description of Proving Ring

The proving ring has been described in a

previous paper [2]. Briefly, it is an elastic ring

in which the deflection of the ring, when loaded

along a diameter, is measured by means of a

micrometer screw and a vibrating reed mounted
diametrically in the ring. One of the rings used in

the tests reported is shown in figure 1 . This ring,

which was used for the tests at — 93° F, was made
of steel having the following chemical composition

:

C, 0.50 percent; Cr, 1.00 percent; and Ni, 1.75

percent. It was heat treated to show a Vickers

number of about 475 (diamond indenter, load= 120

kg). It is believed that each of the proving rings

tested had a total alloying content not exceeding

5 percent.

Proving rings are usually calibrated in dead-

weight machines [3], in which their deflections are

determined for 10 uniformly spaced loads. The
calibration factor, the ratio of the load to the

deflection of the ring, is calculated, and the results

are shown graphically as in figure 2. When a

ring is used to measure loads, the observed de-

flection is multiplied by the product of the calibra-

tion factor read from the calibration graph and a

temperature correction factor.

Calibration Graph for

. tlorehouse f^rovirtg ^ir}^ No./44
Capacity 2,000/b

/OO 200 300 'fOO
Oef/ecfion- Giii'isions

Figure 2.

—

Calthrdlion graph for Morehouse proving ring

No. 144.

1. Relationship Between Temperature
Coefficient and Deflection for Proving
Rings

The temperature coefficient, k, of a proving

ring is defined by the equation

k=il/F,){dF/dt), (1)

in which Fc is the calibration factor for the ring

at the standard temperature of calibration.

The calibration factor F; for any temperature,

t, becomes

F,=F,[l+k(t-Q], (2)

where

calibration factor for a temperature of

t degrees

4= standard temperature of calibration.

Equation 2 may be written in terms of deflections

measured in dial divisions as

d,= d^[l+k{t-Q], (3)

Thermal Effects

in which

= deflection of the ring at a temperature

of tc degrees

c?,= deflection of the ring at a temperature

of t degrees. ^

Solving equation 3 for the temperature coefficient

dt{t—tc)

By means of equation 4 the temperature coefficient

for a ring may be computed from deflections for

the same load obtained at different temperatures.

2. Relationship Between Temperature

Coefficient of Proving Ring and
Temperature Coefficient of Young's

Modulus of Elasticity and Coefficient

of Thermal Expansion

The deflection in the direction of the load of a
;

closed circular riug of rectangular cross section
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FiGDRF. 1.— Morehouse proving ring No. 144, capacity 2,000 lb, with tension fittings attached to external bosses.
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loaded at opposite ends of a diameter is given

approximately by the expression eq 4

where
d=APr'IElh\ (5)

(i= deflection of the ring in the direction of

the forces

A=dL numerical constant

P=load on the ring

r= initial radius of curvature of the neutral

surface

S^^Youth's modulus of elasticity of the

material of the ring

Z=width of the cross section of the ring

A= thickness of the cross section of the ring.

The deflection of a proving ring is not exactly

proportional to the load as indicated in equation

5. The calibration factor increases sHghtly with

increasing tensile load as shown in figure 2.

UsuaUy the cahbration factor for 10-percent capac-

ity load differs from the cahbration factor for

capacity load by less than 3 percent.

As the calibration factor of a proving ring is,

by definition, the ratio of the load to the deflec-

'j
tion of the ring measured in dial divisions, the

effect of changing temperature on the micrometer

screw shoiild be included in the expression for the

i cahbration factor. UsuaUy the micrometer screw

is made of steel and has about the same coefficient

of thermal expansion as the ring. If the axial

travel of the micrometer screw per unit dial

division is denoted by N, the calibration factor F
may be written as

F=(PN/d). (6)

\ After combining equations 5 and 6 the result may
j

be expressed as
' F=BEL\ (7)

[
in which

B=au niunerical quantity, constant for a

given ring

-£'=Young's modulus of elasticity, lb/in.

^

i=a quantity having the dimensions of

length, in.

Differentiating equation 7 with respect to tem-

peratxu'e and then dividing by equation 7,

I dF_l dE 2 dL
Fdt~Edt^Ldt'

Since the value of F changes by less than 1

percent over the temperature range in which prov-

ing rings are ordinarily used, it is permissible to

write

1 dF^l_ dF^
F dt F, dt

the temperature coefiicient of the ring.

Since

1 dE_
E dt

the temperature coefficient of Young's modulus of

elasticity

ldL_
Ldt

~~

the coefficient of linear thermal expansion.

Equation 8 may be written

k=e+2a. (9)

By means of equation 9 the temperature coeffi-

cient of a proving ring may be calculated from the

temperature coefficient of Young's modulus of

elasticity and the coefficient of thermal expansion.

3. Relationship Between Temperature
Coefficient and Spring Constant
for Proving Rings

The temperature coefficient of a proving ring

ma^' be computed from measurements at two tem-
peratures of the natural frequency of the elastic

system consisting of the ring and its load of dead

c

Figure 3.

—

Elastic sysiem used in the vibration tests.

The load applied to the ring is represented by M. the. spring constant of the

ring by c, and the spring constant of the loading fixtures by c'

.
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weights shown in figure 3. The natural frequency

of the system may be written [5]

f-1 /_£^
'''2^^^| (c+c')m'

(10)

in which

/= natural frequency of the system

c= spring constant, load per unit deflec-

tion, for the proving ring

c'= spring constant for the loading fix-

tures

m=mass suspended from the ring.

From equation 10 the spring constant for the ring

at any temperature, t, is

(11)

An expression for the temperature coefficient in

terms of the spring constants of the ring may be

derived from equation 4, which gives the relation-

sliip between the temperature coefficient and the

deflections of the ring. It may be shown that

(12)

in which

c,= the spring constant of the ring for the

temperature t degrees

c<;=the spring constant of the ring for the

temperature tc degrees

a=the coefficient of linear thermal expan-

sion.

The last term in equation 12 is due to the change in

pitch of the micrometer screw with temperature.

By means of equation 12 the temperature coeffi-

cient of a proving ring may be calculated from the

spring constants of the ring for two difi^erent tem-

peratures and the thermal coefficient of linear

expansion of the material of the ring.

IV. Experimental Procedure

1. Temperature Range 70° to 100° F

The tests were made in dead-weight testing

machines [3], the loading frames of which are

inclosed in a temperature controlled room. The
air temperature of the room could be maintained

near 70° or 100° F and held constant to within

one-half degree Fahrenheit.

During the cahbrations a steel block having a

section approximately equal to the section of the

ring being calibrated and long enough to reduce

thermal end efi^ects was placed near the ring.

The bulb of a sensitive calibrated thermometer

was sealed into a hole bored to the center of the

block. The calibrations of the rings were made
with both the block temperature and the air

temperature maintained within one-half degree

Fahrenheit of the desii-ed temperature. The aver-

age temperature of the block during the interval

of calibration was taken as the average tempera-

ture of the ring.

2. Temperature Range +70° to -93° F

For tests at — 93° F the ring was inclosed in a

wire-mesh cage, which in turn was inclosed in a

box supported by the upper puUing rod. For

the low-temperature tests the space between the

wire-mesh cage and the box was packed with

solid carbon dioxide. The box and cage were so

designed that, although the ring was almost com-

pletely surrounded by solid carbon dioxide, suffi-

cient clearance was provided for the ring to

vibrate without damping effects produced by
friction with the cage or the walls of the box.

Vibration tests at 70° were made with the box in

place.

The temperature of the ring was measured by

means of five cafibrated chromel P-alumel ther-

mocouples in contact with the surface of the ring.

It is believed that the errors of the temperature

measurements did not exceed 1 degree Fahren-

heit. During the low-temperature tests, the

temperature of the ring differed from point to

point due to conduction of heat along the pulling

rods, but in no case did the temperature measured

at any point differ from the average temperature

by more than 5 percent of the total tempera-

ture range.

Vibration of the ring was produced by a single

impact of- a small hammer swung from a constant

height about a fixed axis. The hammer swung

freely, struck a rubber pad, and was caught on

the first rebound. Therefore, the initial ampli-

tude of the rmg vibration was very nearly

constant.

The natural frequency of the vibration of the]

2,000-lb-capacity ring loaded to about 60-percent-

1

capacity load was measured by means of a Tucker-



man strain gage attached to projections on the

piilhng rods of the ring. The images from the

! gage, a reference mirror, and a vibrating mirror

controlled by the standard 60-cycle-frequency

signal from the Bureau's Radio Section were

photographed in an autographic autocoUimator.

The film was moved continuously by a synchro-

nous motor at a speed of approximately 10 inches

i per second. The length of film exposed during

{

each run was sufficient to photograph at least 60

I complete wavelengths of the ring vibration.

Typical records are shown in figure 4.

j
The frequency was determined from measure-

ments of the number of time waves corresponding

I

to a fixed number of wavelengths of the ring

1
vibration. By projection, the number of time

'wavelengths was determined to within 0.1 time

wavelength. In no case, it is believed, did the

error in the measurement of the frequency exceed

0.02 percent.

j

The effect of damping on the frequency was
' calculated from measurements of the amplitudes

on each film. In no case was the calculated error
'i

1

i
1. Temperature Range 70° to 100°F

1 The temperature coefficients were determined

for 14 proving rings for the range of temperatures

;i
from 70° to 100° F. In preHminary tests it was

i observed that the result obtained by computing
'i the coefficient for the three highest of the 10,

i uniformly spaced test loads applied to the ring,

j
e. g., 80, 90, and 100 percent of capacity, did not

1^ differ significantly from the result computed for 10

^ uniformly spaced test loads. Therefore, the

ij
temperature coefficients were determined for the

\ three highest test loads. The temperature coef-

^ ficient, k (equation 4) was computed for each ring

f'!

by the method of least squares.

' Typical average deflections for a 100,000-lb-

H capacity compression proving ring are as foUows:

Applied load—

80,000 90,000 100,000

lb lb lb

Deflection, for 101.6° F, divisions 484. 21 545.33 606. 67

Deflection, for 70.2° F, divisions 482. 07 542. 82 603. 82

Difference, divisions . 2. 14 2.51 2. 85

due to damping greater than 0.001 percent.

Under ordinary conditions of use sufficient time

elapses after the application or removal of load to

a proving ring to permit almost complete tempera-

ture equalization before readings are observed,

and the action may, therefore, be considered

isothermal [6]. During the vibration tests the

frequency was about 12 cycles per second, and the

action was nearly adiabatic. As the difference

between temperature coefficients for steel rings

determined under isothermal and adiabatic con-

ditions can be shown to be less than 1 percent [7],

no correction was considered necessary.

The spring constant of the loading fixtures (c',

equation 10) was nearly independent of the tem-

perature of the ring as the temperature of the air

surrounding the rods and frame of the dead-

weight machine was constant. The constant c'

was evaluated by substituting in equation 11 a

value of Ct derived from the calibration graph of

the ring for 70° F and the measured natural fre-

quency of the system for a ring temperature

of 70° F.

Table 1.— Temperature coefficients for proving rings for the

temperature range 70° to 100° F

Capacity

Temperature coefficient, k

Compression
per ° F

Tension per

MOREHOUSE MACHINE CO.
PROVING RINGS

Pounds

2,000 -0. 000144 -0. 000134

10,000 -.000148

10,000 -.000143

10,000 -.000152

10,000 -.000146

20,000 -.000155 -.000147

60,000 -.000155

100,000 -.000160 -.000149

100,000 -.000146

100,000 -.000150

100,000 -.000158

TINIUS OLSEN TESTING MA-
CHINE CO. PROVING RINGS

2,000 -0.000123

20,000 -.000155

100,000 -.000151

Average value of the temperature coefficient for proving rings,

fc= -0.000148/° F

V. Results
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The temperature coefficient calculated from these

data by the method of least squares is

Ar=— 0.000146 per degree Fahrenheit

Temperature coefficients for the 14 proving

rings are given in table 1

.

The temperature coefficients for proving rings

varied from —0.000123 to —0.000160, the mean
value being —0.000148 per degree Fahrenheit.

This value corresponds to the value —0.000149

per degree Fahrenheit calculated by means of

equation 9 from values for the coefficients of

Young's modulus of elasticity and thermal expan-

sion reported by Dadourian [8]. Keulegan and
Houseman [9] reported results from which com-
puted values wei'e obtained ranging from
— 0.000132 to —0.000146 per degree Fahrenheit

for steels of less than 5 percent total alloying

content.

The temperature coefficient of one of the rings

differed from the average value for all of the rings

by 0.000025 per degree Fahrenheit. For this ring,

correction by means of the average value for a

temperature difference of 30° F, a considerably

greater temperature difference than is ordinarily

encountered, would result in an error of 0.075

percent. This is less than the tolerance (0.1 per-

cent) for proving rings [2].

2. Temperature Range +70° to -93° F

Low-temperature measurements were made on

the proving ring shown in figure 1. The calibra-

tion graph for this ring for a temperature of 70° F
is shown in figure 2

,

The temperature-correction coefficient was cal-

culated from measurements of the natural fre-

quency of vibration recorded on six films. The
following results were obtained.

Tempera-
ture

Frequency
Spring
constant
of ring

Temperature
coefScient
per °F

69.4

-9.3. 2

c/s

12. 391

12. 585

lb/in.

23,050

23,840

-0. 00023

The value —0.00023 obtained for the temperature

range +70° to —93° F differs considerably from
the average value of —0.00015 obtained for the

temperature range 70° to 100° F. Benton [10]

also reported a considerable increase in the tem-

perature coefficient of Young's modulus at low

temperatures. The greatest som-ce of error in the

low-temperature tests was the nonuniformity of

the temperatures of different portions of the ring.

Nevertheless, it is believed that the value reported

is not in error by more than 1 part in 23.

As a check on the method used in the low-tem-

perature tests, the temperature coefficient of a

ring was measured by the same method over a

temperature range of 70° to 178° F by means of

heaters mounted in the box used for the low-tem-

perature tests. A value ^= — 0.000153 per degree

Fahrenheit was obtained, which agrees with values

obtained in the dead-weight rnachines.

VI. Conclusions

The temperature coefficients of a group of 14

proving rings were measured for the temperature

range 70° to 100° F and found to average -0.00015

per degree Fahrenheit. This value is in agree-

ment with values calculated from the results of

other observers for this temperature range.

The work of Keulegan and Houseman [9] has

indicated that the temperature coefficient of

Young's modulus changes very slowly in the

range of temperatures ordinarily encountered in

the operation of testing machines. It is believed,

therefore, that for rings made of steel having a

total alloying content not exceeding 5 percent,

the temperature coefficient will not vary more

than 10 percent from 30° to 120° F. An error of

10 percent in the temperature coefficient wUl

introduce less than 0.05-percent error in the

calculated ring load for a temperature difference

of 30° F, a greater difference than is usually

encountered.

The temperature coefficient of a proving ring

was also measured for the temperature range

+ 70° to -93° F and found to be -0.00023 per

degree Fahrenheit.

The temperature coefficients of rings made of

steels having a total aUoying content exceeding

5 percent may be expected to differ signfficantly

from the values reported.
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PREFACE
The trend in present-day engineering design is toward the use of effi-

cient, Ughtweight structural elements and machine parts. Such elements

have of necessity been utilized by aircraft and ordnance engineers, and
their application is now being given increased attention by engineers in

all fields. In the development of efficient designs it is necessary that

materials be tested before being used as structural elements and machine
parts to insure that they will have the required mechanical properties.

Structures and subassemblies must also be tested to verify the soundness
of design and point the way to still more efficient designs. This testing

requires the use of accurate load-indicating testing machines. To insure

the reliability of the test results obtained with load-indicating testing

machines, frequent periodic calibration is recognized as being essential.

A study of methods of calibrating testing machines, initiated at the

Bureau some 25 years ago, showed the equipment then available to be
inadequate and led to the development of the proving ring by H. L.

Whittemore and S. N. Petrenko. The proving ring, because of its accu-

racy, constancy, and convenience, is now the most widely used device

for the calibration -of testing machines. Several hundred of these devices

are now in service in commercial and government laboratories in this

country and abroad. This Circular summarizes the Bureau's experience

in the calibration and use of proving rings and makes recommendations
for their proper use.

E. U. CONDON, Director.



PROVING RINGS FOR CALIBRATING
TESTING MACHINES

By Bruce L. Wilsosi, Douglas R. Tate, and George Borkowski

ABSTRACT
A description is given of the proving ring, which was developed at the National

Bureau of Standards to provide an accurate portable load-measuring device for
calibrating testing machines. Metliods are described for calibrating proving rings
by dead weights for loads up to 111,000 lb and by means of other calibrated prov-
ing rings for higher loads. Rings which complied with the specification included in
the paper were subjected to tests to determine the errors introduced by variations
of the conditions of use. Provided reasonable care is exercised in using proving
rings, the errors are shown to be small compared to ±1 percent, the generally rec-
ognized tolerance for testing machines.
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1. INTRODUCTION
Experience at the National Bureau of Standards and in other labora-

tories in using testing machines that apply forces to engineering materials

and structures has indicated the advisability of frequent periodic calibra-

tion of such machines, if reliable test results are to be obtained. To insure

the accuracy of the results obtained with a machine, it is necessary that

the calibration include loads up to the capacity load of the machine.

Some types of low-capacity machines may be calibrated to capacity by
means of standard weights or by means of standard weights and proving
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levers. Because these methods of calibration were not adequate for cali-

brating all types of small machines, and particularly, because they were
inadequate for calibrating large testing machines, experiments were
undertaken more than 20 years ago with portable elastic devices which
could be calibrated under accurately known forces and then transported

to the testing machine and used to measure the forces applied by the

testing machine. These experiments led to the development of the proving
ring [1, 2, 3]^ by H. L. Whittemore and S. N. Petrenko. The develop-

ment and commercial production of the proving ring led to a greatly

increased use of elastic calibration devices and made it necessary to pro-

vide facilities for the calibration of these devices. For calibrating devices

up to 111,000 lb two dead-weight testing machines [4] have been in-

stalled at the Bureau. Methods of calibrating elastic devices for loads

up to 300,000 lb by means of several 100,000-lb-capacity rings have been
developed. The purpose of this paper is to describe the proving ring, its

calibration, and performance under various conditions of use.

II. DESCRIPTION OF PROVING RINGS
L DEFINITION

A proving ring is an elastic ring, suitable for calibrating a testing

machine, in which the deflection of the ring when loaded along a diameter
is measured by means of a micrometer screw and a vibrating reed mounted
diametrically in the ring.

2. DESIGN
(a) SHAPE

A compression proving ring is shown in figure 1. Forces are applied to

Figure 1.

—

Proving ring for measuring compressive forces.

the ring, A, through the integral external bosses, B and C. The reoulting

deflection of the ring is measured with a micrometer screw, D, and a

vibrating reed, E, which are attached to integral internal bosses, F and G.

By means of a graduated dial, H, and an index pointer, 7,- the deflection

of the ring may be measured in divisions of the micrometer dial. A prov-

ing ring for measuring both tensile and compressive forces is shown in

figure 2 with the tension fittings attached.

' Figures in brackets indicate the references given at the end of this paper.
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Figure 2.

—

Proving ring for measuring both tensile and compressive jorces,

with tension fittings attached.
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The end of the lower external boss of a compression proving ring usu-
ally is plane and perpendicular to the axis of the bosses. The end of the

upper external boss is usually convex. It is frequently made a portion of

a sphere having as center the center of the end of the lower external boss

and a radius equal to the over-all height of the ring. The external bosses

of rings for measuring tensile forces are provided with tension fittings

for applying forces to the ring. The fittings usually include spherical

bearings to minimize eccentric loading of the ring.

(b) CAPACITIES

Compression rings having capacities from 300 lb to 300,000 lb, and
tension rings having capacities as great as 100,000 lb have been sub-

mitted for calibration. The over-all heights of compression rings vary
from about 6 in. for 2,000-lb rings to 19 in. for 300,000-lb rings. The
weights of compression rings vary from about 2 lb for 2,000-lb rings to

150 lb for 300,000-lb lings.

Figure 3.

—

Proving ring equipped with electrically operated vibrating reed.
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The weights and heights of tension rings without tension fittings are a
little greater than for compression rings of corresponding capacities.

(c) DEFLECTION-MEASURING APPARATUS

The vibrating reed and micrometer screw provide a sensitive and re-

liable means for measuring the change in diameter of the ring under load.

When the reed is vibrating and the micrometer screw is adjusted so that
the button on the spindle contacts the vibrating reed, a sensitive indica-

tion is produced, which varies rapidly as the button is advanced. Experi-
ence indicates that with micrometer screws having pitches varying from
40 to 64 threads per inch, as commonly supplied on most proving rings,

readings may be made with a sensitivity of about one or two hundred
thousandths of an inch.

Two types of vibrating reeds are used on proving rings; on,e type is

operated manually and the other is driven electrically [5]. Figures 2 and
3 show proving rings having the two types of vibrating reeds. When read-
ing a ring equipped with a manually operated vibrating reed, the

lower end of the reed is pushed aside about i/2 inch with the end
of a pencil or other suitable object and released. Use of the finger

is not recommended because changes in length of the reed with tempera-
ture change the reading of the ring. While the reed is vibrating, the dial

is rotated, advancing the button into the path of the reed until a charac-
teristic buzzing sound is produced, and the time required to reduce the

amplitude from about 1/2 in. to zero amplitude is 2 or 3 seconds. Either

or both of these effects may be used by the operator in setting the dial.

With no contact between the reed and button, the vibration will continue

from 10 to 15 seconds. An operator usually has no difficulty in obtaining

reproducible readings to about —0.1 dial division at zero load. Different

operators will obtain zero-load readings that differ by more than this

amount, as will a single operator if he uses different sound intensities and
different lengths of time for stopping the motion of the reed. As deflec-

tions of the ring are the differences between zero-load readings and load

readings, it is important that the operator adjust the dial in the same way
in making each reading. Different operators will obtain comparable
deflections even though their methods of adjusting the dial differ.

With the electrically driven reed the best results are obtained by turn-

ing the dial to advance the button just far enough to interfere with the

vibration of the reed. This condition can be detected better by watching

the change in amplitude of the reed than by listening for the change in

intensity or frequency of the sound. Readings taken by advancing the

button until a large change in amplitude is produced or until the motion

is nearly stopped have been found much less reliable than readings taken

in the manner described above.

Experience indicates that the combination of a well-made micrometer

screw and vibrating reed is about equal in sensitivity and superior in rug-

gedness and accuracy to dial micrometers for measuring the deflections

of elastic devices. The best dial micrometers commercially available have

errors several times the errors of well-made micrometer screws. For this

reason, the American Society for Testing Materials [6] permits the

use of devices having dial micrometers only at the test loads for which

they have been calibrated.
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(d) DEFLECTION

Proving rings are usually designed to have a deflection of 0.05 to 0.10 in.

under capacity load. The dimensions of a ring that will have approxi-

mately a desired deflection may be computed by means of equations

given in engineering textbooks. Equations for computing the deflection

of plain rings loaded at opposite ends of a diameter have been published

by Timoshenko, Bach and Baumann, and Larard [7, 8, 9, 10]. For a plain

ring having a rectangular cross section, the equation given by Timoshenko
reduces to the following:

where
d = deflection of the ring in the direction of the loaded diam-

eter, in.

P = applied load, lb

r = radius of the centerline of the ring, in.

E = Young's modulus of elasticity for the material of the ring,

lb/in.

2

I — width of the cross section of the ring, in.

t = thickness of the cross section of the ring, in.

t

log
^ 2r

Actually, the measured deflections of proving rings are about 25 per-

cent less than the deflections computed by means of equations derived
for plain rings because of the stiffening effect of the integral bosses. As
the relationship between the deflection of a proving ring and the applied

load is determined by applying accurately known forces to the ring, the

derivation of an equation which would take into account the stiffening

effect of the bosses is unnecessary.

(e) STRESS

To obtain satisfactory elastic behavior of a ring, the maximum stress

must be less than the stress required to produce an appreciable permanent
set in the material. Equations for computing the maximum bending
moment in a plain ring loaded at opposite ends of a diameter are given

by Timoshenko, Bach and Baumann, and Larard [7, 8, 9, 10]. The fol-

lowing equation derived from Timoshenko's results gives the maximum
stress for a ring having a rectangular cross section:

where
"Jmax = maximum fiber stress across the inner cylindrical elements

passing through the load line, lb/in.

^

P = applied load, lb

r = radius of the centerline of the ring. in.

-1
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width of the cross section of the ring, in.

thickness of the cross section of the ring, in.

t

e

This equation for plain rings does not apply accurately to proving
rings having integral bosses (fig. 1) because the bosses influence the stress

distribution in the plane containing the maximum bending moment.
Experience has demonstrated that stress values calculated by the above
equation are satisfactory for design purposes, provided there are adequate
fillets where the bosses join the ring and no "stress raisers" are present.

Breakage of some rings through holes and stamped numbers has indi-

cated the desirability of avoiding holes, stamped numbers, tool marks,
cracks, etc.

Except for rings having deflection-measuring apparatus attached by
means of plugs or screws, computed working stresses as high as 150,000
to 165,000 Ib/in.^ have been found satisfactory.

Proving rings are usually made of alloy steel, rough-machined from
annealed forgings, heat treated, and then ground to size. Probably rings

unpolished after heat treatment or finished by some other method would
be satisfactory. One chromium-plated ring has given satisfactory service

for several years at the Bureau.
Satisfactory proving rings designed along the lines indicated in the

preceding sections have been made from a steel having the following

chemical composition: Carbon, 0.50 percent; chromium, 1.00 percent; and
nickel, 1.75 percent. This steel is heat treated to give about the following

properties in tensile tests:

All proving rings submitted for calibration at the National Bureau of

Standards are calibrated for compliance with the performance specifica-

tion given in the appendix, section VIII. This specification does not give

detailed requirements for the design of proving rings, but it does include

performance requirements that have been found necessary to insure that

rings will maintain their calibrations satisfactorily with ordinary use

and with the handling to which rings shipped by commercial carriers are

subjected.

Proving rings are calibrated by determining the relationship between
accurately known forces and the corresponding deflections.

2. LOADS NOT EXCEEDING 111,000 LB

Two dead-weight testing machines [4] have been installed at the

National Bureau of Standards for calibrating elastic calibration devices.

(f) MATERIAL AND FINISH

Yield strength (offset=0.05 percent)

Tensile strength

Elongation in 2 inches

210,000 lb/in.2

230,000 lb/in.2

8 percent

III. CALIBRATION
1. GENERAL
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With the larger machine, compressive and tensile loads from 2,000 lb to

111,000 lb by 1,000-lb increments may be apphed. With the smaller

machine, loads from 200 lb to 10,100 lb by 100-lb increments may be
applied. The errors of the weights do not exceed about 0.01 percent.

3. LOADS EXCEEDING 111,000 LB

Calibration loads exceeding 111,000 lb are applied to large proving
rings by means of three calibrated 100,000-lb-capacity proving rings as

shown in figure 4. The three nearly identical calibrated rings are placed

Figure 4.

—

Calibration oj a proving ring for loads exceeding 111,000 lb by means of

three calibrated 100,000-lb-capacity proving rings.
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in a vertical testing machine at the corners of a triangle so oriented that
the centroid of the triangle lies on the axis of the machine. A thick steel

plate is placed over the upper bosses of the three rings. The ring to be
calibrated is placed on a hardened block on the plate above the three
rings and so located that when forces are applied to the rings by means of

the testing machine, the deflections of the three lower rings are equalized
to within about 1 percent.

During the calibration the load indicated by the testing machine is

disregarded. The four j)roving rings are read simultaneously while the

load is held constant or increased very slowly. The force applied to the
ring being calibrated is the sum of the forces measured by the three pre-
viously calibrated rings.

This method of calibration has been used for loads up to 300,000 lb, the
capacity load of the largest compression ring submitted for calibration.

The errors of measuring the load applied to the ring being calibrated

do not exceed 0.1 percent. Calibration factors (see below) computed
from results obtained in the dead-weight machine and from results

obtained on the same rings by the method described fit smooth curves
about equally well. The relatively smaller observational error in deter-

mining the deflection of the ring for the higher loads compensates for the

greater errors of the loads measured with the three rings so that the
departure of individual calibration factors is little greater for a given ring

for loads exceeding 111,000 lb than for loads applied by dead weights.

4. LOADING PROCEDURE
Proving rings are calibrated by increasing the loads to the test loads.

Compressive loads, except those on concave and convex bearing blocks
[appendix, paragraph II-5(d) ], are applied to the lower boss of a ring

through a plane, hardened steel bearing block and to the upper boss either

through a ball or a soft-steel block. Tensile loads are applied to a ring

through pulling i-ods provided with the ring. The tension fittings usually
include two or more spherical bearings so that the ring will not be loaded
eccentrically.

Proving rings are usually calibrated for 10 approximately equally
spaced loads from 10-percent-capacity load to capacity load. A prelim-

inary preload to capacity is desirable to stabilize the no-load reading of

the ring. Before and after each load reading, a no-load reading of the
ring is observed. The deflection of the ring is computed as the difference

between the load reading and the average of the no-load readings observed
immediately before and after the application of the load. For each deflec-

tion the calibration factor, which is the ratio of the load to the correspond-
ing deflection, is computed.

5. CALIBRATION GRAPH

The calibration factors are plotted on the calibration graph as a func-

tion of the deflection, as shown in figin-e 5. Well-made rings in good
condition exhibit a nearly linear relationship between the calibration

factors and the deflection. The calibration factor for compression rings

decreases with increasing ring deflection, as shown in figure 5. The cali-

bration factor for tension rings increases with increasing ring deflection.

In using the ring the load is computed from the ring readings by multi-
plying the ring deflection by the calibration factor read from the calibra-

tion graph.
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/OO 200 JOO 400 SOO 600 700

Def/ec//o/7 - c7ms/ons

Figure 5.

—

Calibration graph for 50,000-lb-capacity compression proving ring.

Line "a" represents the calibration line for 70° F; line "b" represents the specification limits.

6. TEMPERATURE COEFFICIENT

Because the dimensions and the elastic properties of a ring change with
temperature, the deflection of a ring for a given load varies with the tem-
perature. The variation is not large for small temperature changes;

usually it is less than 0.02 percent per degree Fahrenheit. Calibration

results for proving rings are given for a temperature of 70° F. When the

rings are used to calibrate testing machines and the ring temperature is

different from 70° F, the results may be corrected for temperature by
the formula

dro = dt [I + K [t - 70)1,

where
d7o = deflection of ring at a temperature of 70° F
di = deflection of ring at a temperature of t degrees Fahrenheit
K = temperature coefficient of the ring

i = temperature, degrees Fahrenheit, during test.

The temperature coefficient, K, depends primarily upon the tempera-

ture coefficient of Young's modulus for the material of the ring.

The temperature coefficient of Young's modulus for steels depends

upon the chemical composition of the steel and its heat treatment. For
rings made of steels having a total alloying content not exceeding 5 per-

cent, the value K = — 0.00015 per degree Fahrenheit has been found

sufficiently accurate. For some other steels, values of the temperature

coefficient of Young's modulus of elasticity, that would result in values

of K ranging from — 0.00011 to — 0.00024 have been observed. Most
of the proving rings submitted for calibration are made of steel having

a total alloying content not exceeding 5 percent.

Calibrations of proving rings in the dead-weight machines at the

National Bureau of Standards are made at 70° F, whereas calibrations

at loads beyond the capacity of these machines are made at room tem-
perature, usually in the range 65° to 90° F, and then corrected to 70° F.
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IV. USE
1. CALIBRATION OF TESTING MACHINES

Proving rings are used primarily for calibrating testing machines, the

puipose for which they were developed. In figure 6, a 100,000-lb-capacity

compression proving ring is shown in a vertical hydraulic testing ma-

FiGURE 6.

—

Proving ring in testing machine ready for the calibration of the

testing machine in compression.

chine. The ring, together with bearing blocks through which the loads

are applied to the external bosses, takes the place of the specimen in the

machine. When rings are used for calibrating horizontal testing ma-
chines, the no-load ring readings are taken with the rings supported by
their external bosses.

In carrying out a calibration, two operators are required to read the

indicated load of the testing machine and the ring simultaneously. The
iemperature of the air near the ring is recorded so that the proper temper-
ature corrections may be applied.

A sample data sheet fur the partial calibration of one scale range of a

testing machine is given in table 1.

The results in the first tiiree columns of table 1 were observed during

the calibration. The results in the fourth column were obtained by sub-

tracting from each load reading the average of the no-load readings

taken before and after the load reading. The ring load was computed by
multiplying the ring deflection for 70° F by the corresponding calibration

factor. The error in pounds was computed by subtracting the ring load

from the m^ichine reading.
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Tablk 1.

—

Data sheet for the partial calibration of 200,000-lb scale range of hydraulic

testing machine with a 100,000-lb-capacity proving ring

Machine
reading

Tem-
perature

Ring
reading

Ring
deflec-

tion

Ring*
deflec-

tion for
70° F

Calibra-
tion,

factor
Ring
load

ICrror

of

testing
machine

Percentage
error of
testing
machine

lb

0
60,000
0

79

dii).

32.1
442.7
32.1

581.2
32.2

719.6
32 .

2

442.8
32.2

580.8
32.2

719.4
31.8

div. dill. lb/dill. lb lb

410.6 410.05 145.85 59,806 + 194 + 0.32

80,000.
0

549.05 548.31 145.58 79,823 + 177 + .22

100,000- 687.4 686.47 145.31 99,751 + 249 + .25

60,000
0

410.6 410.05 145.85 59,806 + 194 + .32

80.000
0

548.6 547.86 145.58 79,757 + 243 + .30

100,000-
0 79

687.4 686.47 145.31 99,751 + 249 + .25

?; Ring deflection for 70° F = Ring deflection for 79° F (1 - 9 X 0.00015)
Read from the calibration curve or calculated from the equation:

Calibration factor = 146 66 - 0.00197 X deflection for 70° F.

To obtain information concerning the reproducibility of the readings

of a testing machine the errors are frequently determined for two or more

1-2.0

^1.0

o

7-1.0

X -2.0
o

1-4.0
0

,v: -5.0

-6.0

-7.0

-d.O
O 20 40 60 80 /OO /20 /40 160 /80 200

Mach /ne f^eoding- kt'/os

Figure 7.

—

Calibration results obtained on a 200,000-lb-capacity testing machine

in need of repairs.

fZ.O

0 -1.0

'^-2.0

i
(

^ ( I < ^
< 0 ( 1 ( ' ( 1

20 40 60 60 /OO /20 140 160 /80 200
'

Machina Reading-Mi/oa

Figure 8.

—

Calibration results obtained on a 200,000-lb-capacity testing machine
in good condition.
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applications? of the same indicated testing-machine loads. The results of

complete calibrations of two testing machines are given in figures 7 and 8
to illustrate results for machines in unsatisfactory and satisfactory con-
ditions. The American Society for Testing Materials [6] tolerance lines

of ±1 percent are shown by the dashed lines. The machine found to be
unsatisfactory (fig. 7) had been in regular use prior to its calibration.

Several rings may be used together, as shown in figure 9, to calibrate

machines having capacities exceeding the capacity of a single ring. The

Figure 9.

—

Eight compression -proving rings arranged to be loaded in parallel to

obtain test loads equal to the sum of the forces applied to the individual rings.

indicated load of the testing machine and the rings are read simulta-

neously, and the ring load is computed as the sum of the loads carried

by the individual rings. By this method, calibrations have been made
with proving rings for loads up to about 2 million pounds.

2. OTHER USES

Proving rings have also been usetl as dynamometers, for weighing
elevator cars, and for weighing bridge reactions [11].

V. ERRORS
1. ERRORS DUE TO VARIATIONS IN LOADING SCHEDULE

During calibration proving rings are read within a few seconds after

the load is applied or removed and a no-load reading is observed before

and after each load I'eading. It is not always possible to follow such a

time schedule in using proving rings, and it is sometimes necessary to

use them for measuring decreasing as well as increasing loads. To de-
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termine the errors that might result from such variations in the condi-

tions of use, dead-weight tests at 70° F were made on three rings having

capacities of 3,000 kg, 20,000 lb, and 100,000 lb. Each of the rings had
been calibrated and found to comply with the requirements of the

specification given in the appendix.
After having been unloaded for more than 24 hours, each ring was

loaded to capacity and kept under capacity load for 3 hours. Ring
readings were observed as soon as possible after the load was fully

applied and again after intervals from V2 minute to 3 hours after appli-

cation. The maximum observed creep under capacity load for the 3-hour
period was 0.05 division, or 0.01 percent of the capacity load.

After each ring had remained under capacity load for 3 hours, the

load was completely removed. The no-load reading of the ring was
observed as soon as possible and again after intervals from I/2 minute
to 3 hours after removal of the load. In every case the no-load reading

changed during the first half-hour of the 3-hour period. The maximum
observed zero shift was 0.4 division, or 0.06 percent of the capacity

deflection. Within 32 minutes for the 3,000-kg and 20,000-lb rings and
within 64 minutes for the 100,000-lb ring, the no-load readings equalled

the no-load reading observed before the application of the capacity Ickad.

The hysteresis at half-capacity load was determined for each ring

by computing the difference between the ring readings at half-capacity

load observed before and after the application of capacity load. The
results indicated a hysteresis of 0.10 percent for the 3,000-kg and
100,000-lb rings and 0.15 percent for the 20,000-lb ring.

2. ERRORS DUE TO INSTANTANEOUS TEMPERATURE EFFECT

When a proving ring is loaded, both tensile and compressive stresses

are set up in the material of the ring. An increase in temperature
occurs in the material subjected to compressive stresses, and a decrease

in temperature occurs in the material subjected to tensile stresses

[12, 13]. Consequently, the reading of a suddenly loaded (or unloaded)

proving ring changes as the temperature throughout the material of the

ring becomes equalized. This equalization occurs so rapidly that it may
be ignored without significant error in rings not exceeding 100,000-lb

capacity. For larger rings, errors due to this cause become negligible

if readings are taken no sooner than 30 seconds after removal of load.

No delay in taking readings under load is necessary because with ordi-

nary testing machines the time required to apply and adjust the test

load and read the ring is great enough to permit nearly complete
temperature equalization.

3. ERRORS DUE TO ANGLE OF LOAD LINE

If a proving ring is loaded through suitable bearing blocks or tension

fittings in a testing machine whose platens are plane and parallel, the

load line will be very nearly coincident with the axis of the bosses of

the ring. For compression rings a lack of parallelism of the heads of

the testing machine may result in an inclination of the load line with
respect to the axis of the bosses of the ring.

To determine the magnitude of the error introduced by an inclination

of the load line, a 100,000-lb-capacity compression proving ring was
loaded in the 111,000-lb-capacity dead-weight machine through 2- and
4-degree wedges, as shown in figure 10. The errors resulting from these



Figure 10—Effect oj the angle of the load line on the calibration of a 100,000-lb-

capacity proving ring.

conditions of loading are plotted in percent as a function of the applied

load. The maximum errors introduced by the 2-degree wedges were

about 0.17 percent at 20-percent-capacity load and 0.1 percent at capac-

ity load, values which do not exceed the tolerances of 0.5 percent and

0.1 percent, respectively, given in the Bureau specification for proving

rings. The maximum error introduced by the 4-degree wedges was

about 0.46 percent at capacity load.

As an angle of less than 2 degrees can easily be detected by inspec-

tion, there is no reason for the occurrence of appreciable errors due to

inclination of the load line.

4. ERRORS DUE TO CHANGE OF CALIBRATION WITH TIME

The relationship between the deflection of a proving ring and the

applied load depends not only upon the dimensions of the ring but also

upon the elastic constants of the material of the ring. Provided the

dimensions are not altered by removing material or by plating the

surface, and provided a ring has not been overloaded or subjected to

sufficient wear to introduce errors from these causes, a study of the

constancy of the calibration with time may be expected to indicate the

magnitude of any change in elastic constants with time.

Experience indicates that there is no appreciable aging effect for rings

made of the steel described on page 7. The results of a study of the

calibrations of three 300,000-lb-capacity rings for a 12-year period are

given in figure 11. Each ring was calibrated seven times during this
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Figure 11.

—

Effect of time and use on the calibrations of three proving rings for

calibrations spaced over a period oj years.

The dashed line represents the average of the individual calibration lines indicated by the light lines

which were drawn to represent experimental points not shown. The curved lines are the specification

limits corresponding to the average calibration line.

period. The individual lines drawn to represent each calibration arc

shown as solid lines. An "average" calibration line for each ring is

shown by a dashed line. Specification limits corresponding to the dashed
line, computed as defined in the appendix, are shown for each ring. It

is evident that the changes in calibration with time are small compared
to the tolerances for constancy. Furthermore, the small changes ob-

served indicated no progressive trend but were apparently random
changes of a magnitude about equal to the experimental error of deter-

mining a given calibration line. Experience with other capacities of rings

is in accord with the results given for the 300,000-lb rings.
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5. ERRORS DUE TO WEAR
Each time the reading of a proving ring is observed, the end of the

vibrating reed repeatedly strikes the button on the spindle of the

micrometer screw, tending to wear the contacting surfaces. Although

the rate at which metal is worn away varies with the operator and
frequency of use, ultimately the alteration in the shapes of the surfaces

leads to errors in the measured deflections of the ring.

Errors of this type generally may be observed as a cyclic departure

of the calibration points from the straight line of the calibration curve,
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—

Effect of wear on the calibration results.
A, Original calibration of a new ring; B, calibration of the .same ring after considerable use; and

C, calibration of the same ring after reconditioning of the worn surfaces of the deflection-measuring
apparatus after the calibration marked R.
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as shown in figure 12. In this figure, A shows the original calibration

of a 100,000-lb-capaeity ring, B shows the calibration made after con-
siderable use, and C shows the calibration made after the worn surfaces

of the deflection-measuring apparatus had been refinished. Experience
indicates that for rings used frequently the worn surfaces should be
refinished at intervals of 2 or 3 years.

The calibration of a ring that has been overloaded sufficiently to

produce a set is permanently changed, and the ring should be recali-

brated after any necessary repairs. A considerable number of rings

have been recalibrated after having been overloaded and reconditioned
and have shown satisfactory performance.

VI. CONCLUSIONS

Proving rings that comply with the specification included in the

appendix are suitable for determining the errors of the indicated loads

of testing machines. Such rings, provided they are not overloaded, sub-

jected to excessive wear or otherwise damaged, maintain their calibra-

tions without significant change over periods as long as 12 years. How-
ever, it is recommended that rings be recalibrated after intervals of

from 1 to 2 years. Even under unusual conditions of use the errors of

proving rings certified to comply with the specification given in the

appendix are small compared to the generally recognized tolerance of
— 1 percent for testing machines.
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VIII. APPENDIX

NATIONAL BUREAU OF STANDARDS
SPECIFICATION FOR PROVING RINGS

FOR
CALIBRATING TESTING MACHINES

(Letter Circular LC 822, April 15, 1946)

INTRODUCTION
The National Bureau of Standard^ has had more than twenty-five years of experi-

ence in calibrating testing machines which apply forces to engineering materials.

This experience has indicated the advisability of frequent periodic calibration of

such machines, if reliable test results are to be obtained. It also /indicated the need
for a calibrating device which would be sufficiently accurate for the purpose and at

the same time more readily portable and convenient in use than the devices previ-

ously available. Proving rings were developed at the National Bureau of Standards
to meet this need.
This specification is the result of over 20 years' experience in the development of

proving rings and in calibrating them periodically in dead-weight calibrating ma-
chines. It contains requirements which have been found necessary to insure that

proving rings complying with them will be satisfactory, reliable instruments for

calibrating testing machines.
These technical requirements are identical with those in Letter Circular 657,

which this specification supei-sedeS. The simplified procedure for the recalibration

of rings previously certified is justified by the experience of the past 7 years.

I. DEFINITIONS
1. PROVING RING
A proving ring is an elastic ring, suitable for calibrating a testing machine, in

which the deflection of the ring when loaded along a diameter is measured by means
of a micrometer screw and a vibrating reed moimted diametrically in the ring.

2. READING

A reading is the value indicated by the micrometer dial when it has been adjusted

to contact the vibrating reed.

3. DEFLECTION

The deflection of the ring for any load is the difference between the reading for

that load and the reading for no load.

4. CALIBRATION FACTOR
The calibration factor for a given deflection its the ratio of the corresponding load

to the deflection.

II. COMPLETE CALIBRATION
1. MARKING
The maker's name, the capacity load, and the serial number of the ring shall be

legibly marked upon some part of the instrument.

2. MICROMETER DIAL

(a) The dial of the micrometer shall be of the uniformly graduated type. When
successive graduation lines on the dial are set to one fixed index line, the positions

of successive graduation lines nearly diametrically opposite referred to another fixed

index shall differ from each other by not more than 1/20 of the smallest division

of the dial.

(b) The smallest division of the dial shall be not less than 0.05 inch and not more
than 0.10 inch.

(c) The width of any graduation line on the dial shall not exceed one-tenth of

the average distance between adjacent graduation lines.

(d) The width of any index line shall be not less than 0.75 and not more than 1.25

times the average width of the graduation lines on the dial.

3. OVERLOAD

The ring shall be overloaded repeatedly to a load of not less than 9 percent nor

more than 10 percent in excess of the capacity load. The difference between the
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no-load reading after the first overload and the no-load reading after any subsequent
overload shall not exceed one-tenth of one jiercent of the deflection of the ring
under capacity load.

4. STIFFNESS

Under the capacity load the ring shall deflect not Ictis than 0.040 inch.

5. CONSTANCY

(a) Range 1/10 to ^/lO-Capncily Load.—The observed deflection of the ring, for

an applied load of not less than one-tenth nor more than two-tenths of the capacity
load, shall differ from the average of at least three successive observations for the
same applied load by not more than one-half of one percent of the deflection for the
applied load.

(b) Range 2/10 io Capacity Load.—The observed deflection of the ring, for any
applied load not less than two-tenths nor more than the capacity load, shall differ

from the average of at least three successive observations for the same applied load
by not more than one-tenth of one percent of the deflection for the capacity load.

(c) Disassembling.—The difference between the deflections of the ring, observed
before and after the deflection-measuring apparatus is removed and then replaced,

shall be not greater than the maxima specified in paragraphs II-5(a) and II-5(b)
of this specification, under the loads there specified.

(d) Bearing Blocks.—A compression proving ring shall be loaded through plane,

concave, and convex bearing blocks. The deflections of the proving ring for the
minimum load and for the maximum load applied by dead weights during the

calibration shall be determined when the load is applied to the lower boss of the
ring through concave and convex bearing blocks. The difference between the average
deflections observed using the concave bearing block and the average deflections

observed using a plane bearing block for the same loads shall not exceed the maxima
specified in paragraphs II-5(a) and II-5(b) of this specification. The differences

between the average deflections observed using the convex bearing block and the

average deflections observed using a plane bearing block for the same loads shall

not exceed the maxima specified in i)aragrai)hs II-5(a) and II-5(b) of this specifica-

tion. The concave and convex bearing blocks shall comply with the following

requirements:

(1) They shall be steel.

(2) The Brinell numbers shall be not less than 400 and not more than 600.

(3) The radii of curvature of the spherical surfaces shall be not less than 9 feet

and not more than 10 feet.

III. RECALIBRATION
1. CONSTANCY

(a) Range 1/10 to 2/10-Capacity Load.—The observed deflection of the ring, for

an applied load of not less than one-tenth nor more than two-tenths of the capacity

load, shall differ from the average of at least three successive observations for the

same applied load by not more than one-half of one percent of the deflection for

the applied load.

(b) Range 2/10 to Capacity Load.—The observed deflection of the ring, for any
applied load not less than two-tenths nor more than the capacity load, shall differ

from the average of at least three successive observations for the same applied load

by not more than one-tenth of one percent of the deflection for the capacity load.

(c) Comparison with Last Calibration.—The observed deflections of the ring

during recalibration shall differ from the deflections observed at the time of the last

calibration by not more than the maxima specified in viaragraphs III-Ka) and
Ill-l(b) of this specification, under the loads there specified.

(d) Alternative Procedure.—If the ring fails to comply with the requirements of

paragraph III-l(c) of this specification, the deflection-measuring apparatus shall be

removed and then replaced. The difference between the deflections observed before

and after this is done shall be not greater than the maxima specified in paragraphs

Ill-l(a) and Ill-l(b) of this specification, under the loads there specified.

IV. METHOD OF CALIBRATION
1. COMPLETE CAUBRATION

The proving ring shall be calibrated in accordance with the requirements given

in section II, Complete Calibration:

(a) If the ring has not been calibrated by the National Bureau of Standards since

the revision of this specification on April 4, 1934.
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(b) If the ring was not certified when last calibrated by the National Bureau
of Standards.

(p) If the ring has been repaired or modified since its last calibration by the
National Bureau of Standards.

2. RECALIBRATION

Except as provided in paragraphs IV-l(a), IV-l(b), and IV-l(c), Complete
Calibration, a ring shall be recalibrated in accordance with the requirements given
in section III, Recalibration.

3. LOADS NOT EXCEEDING 110,000 LP

For loads not exceeding 110,000 lb the proving ring shall be calibrated by appl}'-

ing dead weights known to within 0.02 percent.

4. LOADS EXCEEDING 110,000 LB

For loads exceeding 110,000 lb the applied load shall be known to within 0.1 percent.

5. LOADING PROCEDURE

The proving ring shall be calibrated under increasing loads. Compressive loads,

except as provided in paragraph II-5(d), shall be applied to the lower boss of the
ring through a plane, hardened-steel bearing block and to the upper boss either

through a ball or a soft-steel block. Tensile loads shall be applied to the ring

through the pulling rods provided with the ring.

6. TEMPERATX'RE CORRECTION

To compensate for temperature changes which occur during calibration, the

deflections of the proving ring shall be corrected for temperature using the formula

rfvo = d,[l + K {I - 70)],

where

dm = deflection of ring at a temperature of 70° Fahrenheit

di = deflection of ring at a temperature of t degrees Fahrenheit

K = temperature coefficient

t = temperature, degrees Fahrenheit, during test.

The coefficient K depends upon the chemical composition of the steel of which the
ring is made and its heat treatment. For steels having'a total alloying content not ex-

ceeding five percent, the value K = — 0.00015 per degree Fahrenheit is sufficiently

accurate. For some other steels, values of K have been found ranging from — 0.00011
to — 0.00024. When the proving ring is submitted for calibration, t he value of A' shall

be furnished this Bureau by the person submitting the ring or by the manufacturer
of the ring.

V. METHOD OF REPORTING RESULTS

1. CERTIFICATES OF CALIBRATION

For a ring which complies with the requirements of this specification, a certificate

of calibration will be issued including a calibration graph showing the calibration

factor as a function of the ring deflection.

2. REPORTS

For a ring which does not comply with the requirements of this specification, a

report will be issued giving the result.s in the form of a table and stating wherein
the ring fails to comply.

Washington, March 25, 1946.
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UNCE31TAINTIES ASSOCIATED WITH PROVING RING CALIBRATION

by Thomas E. Hockersmith
Mechanical Engineer
Harry H. Ru
Mathematical Statistician
National Bureau of Standards
Washington, D. C.

ABSTRACT UMOBRTAINTY

A method of error analysis is presented
using data obtained from dead-weight calibration
of various capacity proving rings. A breakdown
of the errors into components by statistical
methods and their combination into a final un-

certainty statement is discussed in detail.

Graphical representations are used in several
places to help in the exposition.

Extension of the analysis and method of

handling calibration data for multiple proving
ring setups is discussed in an effort to show
that the same general method of analysis should
be adequate.

INTRODUCTION

A proving ring is a compact and dependable
force measurement device developed at the

National Bureau of Standards by H. L. Whittemore
and S. N. Petrenko for the original purpose of

calibrating testing machines. A typical prov-
ing ring is shown in Figure 1. It consists basi-
cally of the following components; an elastic
steel ring with diametrically opposed integral
loading bosses, a vibrating reed, and a micro-
mater dial and screw assembly. The reed and mi-
crometer screw assembly are mounted along the

diameter concentric with the bosses. When a load

is applied to the ring a deflection is measured
by turning the micrometer screw until positive
contact is made with the vibrating reed. This
deflection value is read in terms of the arbit-
rary scale inscribed in the face of the micro-
meter dial. For details on the design, use,
and calibration of proving rings, see Circular
of the National Bureau of Standards C 454 [1]*.

In recent years a significant increase in

the use of the proving ring as a secondary
transfer standard, in the field of force meas-
urement, has precipitated the need for informa-
tion dealing with accuracy of the calibration
process. The purpose of this paper is to dis-
cuss methods of extracting such information
from the calibration data and to present the
results in a useable form.

The numbers in brackets refer to similarly-;

Calibration may be generally thought of as
the process of comparing an unknown with a stand-
ard and determining the value of the unknown from
the accepted value of the standard. The accuracy
of the reported values are usually given in terms
of bounds to inaccuracy, or limits of uncertainty.

In any calibration process there are three
possibilities available in dealing with the un-
certainties. These are:

1. Report only the values obtained and make
no statement about their uncertainty.

2. Make some statement of the uncertainties
affecting the calibration process based
on personal judgement and general ex-

perience.

3. Through the use of error analysis form
an objective estimate of the uncertain-
ties affecting the reported values.

The uncertainty of a measurement process may
be characterized by giving (1) the imprecision,
and (2) limits to the overall systematic error.
Imprecision means the degree of mutual disagree-
ment, characteristic of independent measurements
of a single quantity, yielded by repeated appli-
cations of the process under specified conditions.
The accepted unit for the imprecision of a cali-
bration process is the standard deviation, a,

which provides a measure of how close a particular
calibration result in hand is likely to agree with
the results that might have been (or might be) ob-
tained by the same calibration process in this
(or other) instance(s). The larger the value of
a, the more imprecise the method of measurement,
and the greater the disagreement to be anticipated
between strictly comparable calibrations.

The systematic error of a calibration pro-
cess refers to the more or less consistent de-
viations of the values observed, from the stand-
ard, or from the value intended to be measured.
If the direction and the magnitude of systematic
error were known with sufficient accuracy, a
correction could be applied to render the re-
ported values free from bias. Usually only
limits of systematic error can be given, e.g.,
resulting from the uncertainty in the deter-

abered references at the end of this paper.



mination of the mass of weights in a dead-weight
load calibrating machine. Limits of systematic
error are generally based on knowledge and ex-
perience with similiar measurements, information
available from special studies, and judgement.
In calibration the sources of systematic errors
are usually studied carefully, and their effect
on the final results minimized or eliminated if

possible.

The total uncertainty of a calibration
process places limits on its probable inaccuracy.
It includes both the imprecision and the system-
atic error. Accuracy requires precision but pre-
cision does not necessarily imply accuracy. For
example, a calibration process may be highly
precise and yet when applied to a standard yield
values consistently greater, or consistently less,

than the accepted value of the standard.

The present method of reporting proving
ring calibration employed by the NBS does not
give explicitly a single expression of the over-
all uncertainty involved, but instead, gives
estimates of the imprecision and systematic
error from which the total uncertainty can be

derived. This practice is in keeping with the
recommendations on "ELxpression on the Uncertain-
ties of Final Results" in Chapter 23 of NBS
Handbook 91 [2]. The estimate of imprecision
of the calibration process is given by the stand-

ard errors of the tabulated load values, which
measure the combined performance of the calibra-
tion process and the particular ring. Bounds
for the systematic errors are given in percent
error of applied load for both dead-weight loads,
and loads measured by means of a multiple ring
setup.

DEAD-WEIGHT CALIBRATION

A dead-weight calibration of a proving ring
consists of ten nearly equally spaced loads ap-
plied in either the 10,100-lb or the 111,000-lb
capacity testing machines presently in use at

the National Bureau of Standards.

Three runs of ten loads are taken on each
ring to make up a calibration. Before and after
each load reading a no-load reading is taken and

recorded. The average of the two no-load read-

ings is subtracted from the load reading to

yield a deflection value of the ring under that

load. This yields a total of thirty deflection
values, three values for each loa,d point from

ten-percent of capacity to capacity load. These

thirty deflections are punched on computer data

cards with their corresponding load values and

are fed into an electronic digital computer. A
second degree equation of the form

2
D = a + bL + c(L)

is fitted to the averages of the three deflec-

tion values for each load, where

D = average deflection value
L = load in pounds

and a, b, c, are coefficients. The computer pro-
gram performs the task of statistically analyzing
the data, fitting the data by the method of least
squares, and printing out a load versus deflectio:
table as well as the various statistical quanti-
ties included in the report. The thirty deflec-
tion values obtained during the calibration of a

100,000-lb capacity proving ring are given in

Table 1. A sample of the load versus deflection
table printed out as a result of the computer fit

of these data is found in Table 2.

The selection of a second degree equation in
terms of load was decided upon as a result of pre-

liminary investigation, both theoretical and ex-
perimental, to determine the proper degree of the
calibration curve to represent the characteristics
of the proving ring as evidenced by the raw data.
At the same time it was necessary to keep in mind
the many problems associated with applying an err-

or analysis to such data.

Figure 2 shows the three deflection values
at each of the ten load points for proving ring
A, with most of the linear trend removed from the

deflection values. The smooth curve represents
the plot of the computed deflection values derivee

from the second degree fit with the same linear
trend removed. This figure shows how well the
second degree curve fits the observed deflections.

Several interesting and useful comparisons
resulting from the error analysis and fitting
techniques employed are as follows. From the
dispersion of the three deflection values at each
load point about their average, the standard de-

viation of a deflection value can be computed witl

two degrees of freedom. Since these standard de-

viations computed over the range of loads are
comparable in magnitude, the ten values may be

pooled together. This pooled value of the stand-

ard deviat ion, denoted as s^, can be compared to

its long run average value over many previous
calibrations to determine if the calibration pro-

cess is under control, i.e., stable with respect

to precision.

A standard deviation s associated with the

calibration of this particular ring can be com-

puted from the residuals of the ten average de-

flection values about the second degree curve.

This value of the standard deviation, s, can be

compared with the pooled standard deviation of

an average deflection value, s^*^> obtained from

the ten sets of triplicate deflection values (i.

e, , the pooled estimate of the standard d^eviation

of an individual deflection divided by_\/3). If

the two standard deviations s and s /v 3 are of
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nearly the same magnitude then the ring is in

good condition and the scatter of the points is

due mainly to the inability of the calibration
process as a whole to repeat. Conversely, if

the standard deviation s computed from the de-

viations of the ten average deflection values _
from the curve is considerably larger than s^"^3,

the estimated standard deviation of an average
deflection value, then the condition of the ring
is not good and reconditioning by the manufac-
turer is indicated. An example of this can be

seen in figure 2. This ring is apparently not
in good condition since the broken curve con-
necting the averages of the three deflection
values at each load point does not follow the
fitted curve closely. For rings in good condi-
tion, the two curves are practically indistin-
guishable on a graph to this scale. In the
future this type of reasoning may be used as a

basis for acceptance or rejection of a particular
device.

Previously a calibration graph was in-

cluded with the calibration certificate as shown
in figure 3. This graph was a plot of the cali-
bration factor for the ring in pounds per divi-
sion versus the deflection in divisions. The
straight line through the points was drawn for

"best fit". Because the calibration factors were
computed by dividing each deflection into its
corresponding load, the points of the plot near
the lower end of the load range, of the device,
show considerably more dispersion than the points
near the upper end. Therefore the upper points
were considered to be better indicators for the
drawing of the "best fit" line through the plot-
ted points. In the case of the second degree
fit of deflection versus load by the method of

least squares, the individual points are treated
with equal weight, a more accurate fit of the
calibration data is obtained, and no possibility
of personal bias is introduced.

The above can be illustrated as the by-
products of a simple test designed and suggested
by W. J. Youden of NBS. This test consisted of
several operators taking readings with a proving
ring under various known dead-weight loads.
These loads were then computed as if they were
unknown using first the table of load values
from the second degree fit and second the load
values derived from the "best fit" curve. Com-
parison showed that over the range of the ring,
the load values computed from the second degree
fit were closer to the actual known loads applied
to the ring. Therefore, if the ring is to be
used over its entire calibrated range the second
degree fit gives more accurate load values. The
same data were also used to check the computed
limits of uncertainty for the particular ring
and in no case did the difference between the
actual and computed load value exceed these
limits. / sample of the values determined dur-
ing this experiment can be found in Table 3.

In order to arrive at some measure of de-

pendability of the values given in the load table

the corresponding confidence interval is needed.

To determine such an interval, the standard err-

or of a deflection value for a given load is

computed and some multiple of this value is used

as limits of uncertainty on the imprecision.

To predict a deflection value D, for a

particular given load L^, the deflection value
can be expressed as D. = a + bL. + cL,

^ i 1 i . Thus
is a linear combination of the coefficients

estimated, and its standard error s. can be ex-

pressed in terms of the standard deviation s

(estimated from the residuals of the fit, with
seven degrees of freedonj), and the load L^^, and

the variance-covariance matrix [C , . ] of the

estimated coefficients a, b, and c, as follows;

where the vector L' = (1, L^, ).

(For details of the method of polynomial fitting
used and the calculation of the standard error
s the reader is referred to sections 6-3 and
6-5 of Chapter 6 of NBS Handbook 91 "Experimental
Statistics" [2].)

The dependence of s^ on the value of in-

dicates that values corresponding to values
at the two ends of the range of L have larger
prediction errors than do D. values corresponding
to L. in the center portion. For convenience,
the largest value of the standard error s^ com-

puted from the above expression is used for all
values of in a proving ring report, and for

ten equal increments of equally spaced loads L^,
the value of the largest standard error, s., is

approximately equal to 0.79s. This is converted
into load in pounds by multiplying 0.79s by the
maximum calibration factor, in pounds per divi-
sion, for the particular ring.

Using the t_ statistic and the computed stand-
ard error a confidence interval for the deflection
value on the curve for a single given load can be
calculated. In calibration work, however, we re-
quire not merely the calculation of a confidence
interval for the deflection value corresponding
to a single load, but the calculation of a confi-
dence band for the whole calibration curve.

Therefore, a wider interval will be required for
the same level of confidence. The confidence
band for a line as a whole is discussed on pages
5-15 to 5-17 of reference [2] and for entire
curves , in Chapter 28 of [3], where it is shown
that in the general case, the half width at L =

L of the confidence band for the curve as a

whole is:

v/k F (k,v) X s. ,

where k is the number of coefficients estimated,
V is the number of degrees of freedom in esti-
mating s , and F is an appropriate upper percent-
age point of the distribution of the F statistic
(as an illustration we are using the upper 5%
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point). Thus for k = 3, V = 7, and ten equal In-
crements of loads the half width of the 957. con-
fidence interval is 73 x 4.35 x 0.79s = 2.86s.
(Since the largest value of the computed stand-
ard error is used, the confidence level is at
least 957o. ) Therefore the over-all limits of
uncertainty for the calibration by this procedure
could be expressed as 2.86 x s, (s is the stand-
ard deviation given in the report), plus the
systematic error.

Some of these problems cannot be solved without
considerable changes in the procedure of cali-
bration. Since such changes are impractical, and
in the near future dead-weight calibration capa-
city will be extended to 1,000,000 lb, one solu-
tion is to fit multiple ring calibrations by the
same method as that for the dead-weight calibra-
tions. The following discussion is based on the
results of calibrations of rings fitted by this .

method.

It may appear that the above procedure for
determining the limits of uncertainty in the
calibration of a proving ring by basing it on
the prediction of a deflection value for a given
load is a reverse procedure. However, for the
method of calibration described this seemingly
reverse procedure is the proper one. Figure 4
is a schematic diagram of the deflection - load
curve obtained from a calibration with the cor-
responding confidence band sketched about it.

For any given load, the true deflection value is

expected to be situated within the band. Con-
versely, if a deflection value d is given, a
horizontal line parallel to the load axis will
intercept the curve at the corresponding load
value L; in addition this line will also inter-
cept the band at two points and which give
the corresponding lower and upper confidence
limits for the load. This is true provided that
the deflection value is known without error. If
the uncertainty of the deflection value can be
represented by D. and D , then the corresponding
confidence interval for the load will be wider,
as given by and L^. In other words, the ac-
curacy with wnich the deflection readings are
obtained in using the ring must be taken into
account by the user of the ring.

Each load value given in the table of load
versus deflection is therefore the predicted
value of the load, given a deflection value, and
is expected to be within the uncertainty limits
given for the calibration.

CALIBRATION OF RINGS USING MOLTIPLE RING SETUPS

The present practice for calibrating prov-

ing rings with nominal capacities in excess of

110,000 lb is as follows:

1. to divide the nominal capacity into ten
approximately equal increments,

2. to calibrate the ring by dead weights
for the increments of load less than

110,000 lb, and

3. to calibrate the ring by either a 3, 4,

or 5 proving ring setup for the re-

maining increments of load.

For a calibration using this procedure

there are a number of problems relating to the

analysis of data and interpretation of results.

Examination of these results showed no evi-
dence of bias in the sense that residuals of the
fit at the two adjoining increments of load, i.e.

the last dead-weight and the first multiple ring
load, are not unusually large or consistently of
opposite sign. For this to remain true it is

necessary that the calibrations of the rings used
to determine the load in a multiple ring setup
be unbiased. To insure that this condition is

maintained the rings owned by the Bureau are
usually reconditioned yearly and are calibrated
frequently.

For dead-weight calibration the errors of

the applied loads were assumed to be negligible
in fitting the data; for multiple ring calibra-

tion, errors are introduced in the determination
of the loads applied. Thus a non-linear func-

tional relationship is to be estimated between
deflection and load where the measurements of

both are subject to error. There is no simple

solution to this problem except that experience

in this laboratory has shown that the least

square fitting procedure still gives satisfactory

estimates provided the errors are small compared

with the range covered. This requirement is

satisfied since each increment of load is more

than 700 times the magnitude of the error in-

volved. • i . • ".. - i.a

Considering the above, and from a study of

numerous past calibrations, it was decided the

deflection should be fitted as a function of

load since the former is believed to have larger

errors than the latter.

Since the dead-weight calibration is pre-

sumably more precise than the multiple ring cali-

bration, the question of weighting the observa-

tions prior to least square fitting was consider-

ed. Results of the rings studied indicated that

the standard deviation of an average deflection

obtained from multiple ring calibrations was not

significantly larger than that for the dead

weights. Thus the inflation of this deviation

due to the errors in the loads does not increase

the total imprecision by any appreciable amount.

The use of weighting factors is therefore not of

practical importance.

E>camination of the plot of residuals re-

sulting from fitting deflections to the loads,

both in dead weights and in multiple ring setups,

indicates that the deviations of the data points

I



from the fitted curve contribute a large part of

the total error. In view of this it appears
reasonable that the averages of the deflection
readings should be used for fitting, similar
to the procedure used for dead-weight calibration.
Thus, the standard error includes the imprecision
canponents of the calibration error for both the

ring being calibrated and the rings being used
to mea. ure the applied load.

Bounds for systematic error of a multiple
ring setup can be estimated by summing (1) the
systematic error due to the dead weights (2) the
systematic difference due to change with time in

the calibrated values of the load measuring de-

vices, and (3) other sources of error due to the
inherent difficulties in using and reading the
devices simultaneously. For example, such an
estimate can be given an percent error of applied
load for loads in excess of the dead weights.
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CONCLUSION

In the above we have presented a procedure
for the determination of limits of uncertainty
for the calibration of proving rings. The
method of analysis includes; the fitting of this
type of data to an appropriate curve by the meth-
od of least squares, the use of confidence in-

tervals and bands as limits of imprecision, and
the estimate of bounds for systematic error.

Since many types of devices and instruments
are calibrated similiarly at selected points a-

long their ranges, it is believed that the pro-
cedures outlined above may be useful, when

I

properly modified, in yielding a realistic eval-

I

uation of the uncertainties associated with their
calibration.

Figure 1 Proving Ring



iaoie J A Calibration of Proving Ring A

App 1 ied Deflection
load Run 1 Run 2 Run 3

J. D div div div

10,000 68.32 68.35 68.30

20,000 136.78 136.68 136.80

30,000 204.98 205.02 204.98

40,000 273.85 273.85 273.80

50,000 342.70 342.63 342,63

60,000 411.30 411.35 411,28

70,000 480.65 480.60 480,63

80,000 549,85 549.85 549,83

90,000 619.00 619.02 619.10

100,000 688.70 688.62 688.58

Table 2 - Computed Load Table in lb for 70 Degrees F for Proving Ring A

Deflection
Div

60.

70.

80.

90,

100.

10245.

11710.

13174.

14638.

10392.

11856.

13320.

14784.

10538.

12003.

13467.

14930.

10685,

12149.

13613,

15077,

10831,

12295.

13759.

15223.

10978.

12442,

13906.

15369,

11124,

12588,

14052.

15516.

11270,

12735,

14199,

15662,

9952,

11417.

12881.

14345.

15808.

10099.

11564.

13027.

14491.

15954.

640,

650,

660.

670.

680.

93007,

94446.

95885.

97323.

98761.

93151,

94590,

96029,

97467,

98905.

93295.

94734.

96173.

97611.

99048.

93439.

94878.

96316.

97754.

99192.

93582.

95021.

96460.

97898.

99336.

93727.

95165.

96604.

98042.

99480.

93871.

95309.

96748.

98186.

99623.

94014.

95453.

96892.

98330.

99767,

94158,

95597.

97035.

98473.

99911.

94302.

95741.

97179.

98617.

100054.
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Table 3 - Sample Results of Experiment Designed by W. J, Youden of NBS for
Proving Ring A

Load applied
to ring

•DO

Computed load

degree fitting
method

minus
Column B

C

using "best
fit" method

Co lumn A
minus

Column C
Ring
reader

lb lb lb lb lb

10,070 10,077 - 7 10,090 -20 1

, pot +1

1

~X -J + 6 1

40,050 40,059 - 9 40,064 -14 1

80,020 80, 032 -12 ^ 80,036 -16 1

10,020 10,033 -13 10,046 -26 2

in nsnJ\J , \JD\J + 'iT J _ -1

-J
o
c.

40,000 40,011 -11 40,016 -16 2

80,070 80,081 -11 80,082 -12 2

10,000 9,993 + 7 10,007 - 7 3

'^n c\ic\JU y\) iKi 0\J y KJ DJ T /
QJ

40,020 40,029 - 9 40,034 -14 3

80,050 80,061 -11 80,062 -12 3

10,050 10,058 - 8 10,068 -18 4

30,020 30,010 +10 30,013 + 7 4

40,070 40,087 -17 40,096 -26 4

80,000 80,025 -25 80,030 -30 4
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Absolute Value of g at the National Bureau of Standards

D. R. Tate

Institute for Basic Standards, National Bureau of Standards, Washington, D.C.

(.4pril 6. 1966)

A determination oi the absolute value of the acceleration due to gravity has been completed at

the National Bureau of Standards near tiaithersburg, Maryland. The value, reduced to a gravity meter
station on the floor of the site is 9.801018 ni/s- with a standard deviation of 0.3 x IQ-'' m/s'-. The ab-

solute value, which is 13.2x10"^ m/s- (13.2 milligals) less than the corresponding Potsdam value, is

in general agreement with other recent absolute determinations.

Key words: Absolute gravity, acceleration, tree-fal geodesy, gravity. Potsdam system.

The National Bureau of Standards has recently

completed a determination of the acceleration due to

gravity at its new facility near Gaithersburg, Md.
The measurements were made in the Engineering
Mechanics Building during the months of April, May.
and June of 1965.

The determination was derived from observations

of the increase in speed of a one-meter fused silica

tube falling freely within a vacuum chamber which
was itself falling with approximately the acceleration

due to gravity. The measurements included data

from four different fused silica tubes yielding a total

of 36 sets of observations. Each set was normally
composed of 16 independent free-fall observations.

There were no statistically significant differences

among the results for the four tubes, the observed
variations being well within that expected on the basis

of the standard deviation of 1.4 X 10"^ m/s" found for

individual sets of observations.

The determination was made in Room 129 of Build-

ing 202 at the National Bureau of Standards. The
site is illustrated in figure 1, taken from the 1965 report

of D. A. Rice of the U.S. Coast and Geodetic Survey
to Special Study Group No. 5 of the International

Association of Geodesy, for their compilation of ex-

centers ' for World First Order Gravity Stations.

The absolute determination was made 30 cm east and
26.3 cm above the point marked NBS-1. The abso-

lute value was reduced to the reference point NBS-2
on the floor of the room by gravity meter connections
made by the U.S. Coast and Geodetic Survey during
October 1965. These connections are included in

the report to Special Study Group No. 5.'

The determination resulted in an absolute value of

gravity for NBS-2 of:

g= 9.801018 meters/second^.

The standard deviation of this value based on sta-

tistical variation but not including systematic error

was less than 0.3 X 10"^ m/s.^

' Excenters are {iravity i^lalinns located in ihe vicinity iif a primary station and connected
> it b> accurate -iravity measurements. \ connection to an excenter is equivalent in

i ruracy to a connection to the primary station.

'These data are available trom the files of the L.S. (^oasl and Geodetic Survey.

The point NBS-2 has a value of 9.801150 m/s- ob-

tained by gravity meter connections based on a Pots-

dam value of 9.80118 m/s" for the national gravity

base in the Department of Commerce Building in

Washington. D.C. The absolute value is therefore
13.2 X 10-'^ m/s'-' (13.2 milhgals) less than the Potsdam
value for NBS-2.
A complete description of the experimental pro-

cedure will be given in a forthcoming publication.
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Gravity Measurements and the Standards Laboratory

D. R. Tate

The local value of the acceleration due to

gravity Is a fundamental datum for almost every -
;

standards laboratory as it, together with accurate
standards of mass, is the basis for the standards
involving force. Instruments used as standards in

this area include precise deadweight piston gages,
deadweight calibrators for force transducers, liquid
manometers, and earth field acce lerome ter calibrators.
The practical realization of the absolute ampere and
the absolute volt require a knowledge of force. This
paper presents the basic information about how gravity
measurements are made and outlines procedures for

obtaining a suitable value for a given location. It

also gives a brief discussion of the background and
meaning of the term "standard gravity", and its

application in the computation of forces in units of

the pound-force and the kilogram- force

.

Key words: Absolute gravity, deadweight, force,

geodetic pendulum, gravity, gravity
meter, Potsdam system, standard gravity,
units of force

.

1. Introduction

The local value of the acceleration due to gravity is a matter of

considerable importance to almost every standards laboratory as it, to-

gether with accurate standards of mass, is the basis of all force

measurements. Instruments for the measurement of acceleration, acceler-
ometers, have also reached a stage where, for earth field calibrations,
the acceleration due to gravity must be known quite accurately. It is

the purpose of this paper to present the basic information about how
gravity measurements are made and to outline the procedures for obtain-
ing a suitable value for a given location.

2. Gravity Networks '

'

'

Gravity measurements have been made by geodesists for many years
and a well developed science, with instrumentation and technique, has
grown up in the field. Primarily the interest of the geodesist is to

gain a better knowledge of the shape and structure of the earth, and
the work that has been done has resulted in a network of gravity values
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covering the greater portion of the habitable parts of the world. This
network, with its excellent coverage in Europe and the Americas, affords
a ready-made basis for obtaining satisfactory values in most labora-

tories .

It is helpful to understand the methods by which gravity networks
have been established. The direct measurement of the acceleration due

to gravity through the observation of time and distance is a difficult
undertaking and not well adapted to survey methods. Consequently the

principle has been to establish an absolute value at some one point
and to make the survey measurements with instruments that measure the
difference in gravity between two points, starting at the absolute
site and moving out in the closed-loop technique commonly employed in
other types of surveys. The network values in existence today are
derived from an absolute measurement made in Potsdam, Germany.

3. Absolute Measurements

Absolute determinations of the acceleration due to gravity, in

addition to being difficult and time consuming, have in the past been
subject to serious systematic errors which were large when compared to
the accuracy of differential measurements made with survey type
instruments. Consequently it has been desirable to make additional
absolute measurements at various points in the world network, even
though only one such determination is theoretically necessary. Up to

quite recently, absolute measurements were restricted by practical
considerations to locations in the national standards laboratories of
some of the larger nations.

The classic absolute measurement was made at Potsdam by Kuhnen
and Furtwangler and published in It was made by the use of

reversible pendulums of the Kater type and resulted in a value of

9.81274 m/ s for that station. Subsequent absolute determinations made
in Washington by Heyl and CookCs] and at Teddington, England by ClarkL3].
gave values 15 to 20 parts per million less than the Potsdam result
after consideration of the gravity differences between the sites. In

recent times absolute measurements have been made from observations on

freely falling objects in vacuum by several workersC4,5,6,7,8,9] . a
discussion of absolute determinations is given by A, H. CookClO].

The conclusion has been reached that the original Potsdam value is

in error by about 14 parts per million, and in October of 1968 the

International Committee on Weights and Measures adopted a resolution
that, for the needs of metrology, the value at Potsdam should be re-
garded as 9.81260 m/s^.

Figures in brackets refer to references at the end of this paper.
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Currently the development of stabilized gas laser systems has made
it possible to make absolute determinations in which the falling object
is one reflector of a Michelson interferometer. This technique improves
the accuracy over the older methods by about an order of magnitude.
Measurements by this method are under way by FallerC H] and SakumaC 12]

,

Faller's apparatus is sufficiently portable that it can be transported
from one laboratory to another and it is expected to prove most useful
in giving precise values for a number of points in the pattern of the

world gravity network.

4. Survey Measurements

As indicated previously, the values of gravity at most points of

interest are determined from the cumulated differences between a series
of stations starting at a point where the absolute value is known or

assumed. Usually, values for well known intermediate points have been
established through a number of redundant measurements made over a

period of years. An interesting example of this is the well established
gravity tie made between Potsdam and Bad Harzburg. Since Potsdam lies

in East Germany, it was not accessable to geodesists from nations out-
side of the Soviet Bloc for many years and Bad Harzburg in Western
Germany became the reference point for the western nations.

Instruments used for gravity surveys fall into two basic categories.
Originally, all such measurements were made with instruments of the

pendulum type, known as geodetic pendulums. These pendulums have, in

essence, an unknown but constant length, and the difference in gravity
between two stations is deduced from the changes in period of the

pendulum when it is swung at the two sites. Successful measurements
with pendulums of this type require highly developed techniques,
painstaking care, and considerable time for each determinat ion[l3].

In more recent years, a different type of instrument has been used
for gravity survey work. These instruments, known as gravity meters,
operate on the principle that a mass suspended by a spring will change
its equilibrium position with changes in gravity. Since gravity
differences are small, such instruments are examples of ingenious de-

sign[l4] and construction. Usually the mass is attached to an arm
pivoted at the other end with the torque due to the mass being opposed
by a non-linear spring and moment arm arrangement. The arrangement is

usually such that the system is very near to unstable equilibrium so

that a small change in the force on the mass tends to produce a large

displacement of the arm. The actual motion is limited by stops and the

arm is brought back to its initial position by a fine spring actuated
by a micrometer screw adjustment. These instruments must be calibrated
by measuring gravity differences between points having known differ-
ences, such as stations with geodetic pendulum gravity values.



5. Local Values of Gravity

The principal agency of the United States Government for the

determination of gravity values is the Coast and Geodetic Survey, a

part of the Environmental Science Services Administration of the U. S.

Department of Commerce. The Coast and Geodetic Survey has on file

values of gravity measured in many parts of the country and new measure-
ments are constantly being added to the list.

In cases where a standards laboratory is working at an exception-
ally high level of accuracy, it may be desirable to have a direct
gravity tie made by means of a gravity meter from the nearest network
site to the point of interest in the laboratory. For many laboratories,

a value of ample accuracy can be obtained by computation from the nearest
established network station. The Coast and Geodetic Survey can provide
assistance with such a computation if they are given the latitude,
longitude, and elevation of the laboratory point where the value is

needed. The latitude and longitude should be furnished to the nearest
0.1 minute of arc, and the elevation above sea level within about five

feet. At most locations of standards laboratories, this type of

information will enable the computation of gravity with a standard
error not exceeding ± 0.00004 m/s^ . Values furnished by the Coast and
Geodetic Survey are accompanied by an estimate of standard error.

In general, repeat gravity measurements for a particular location
are unnecessary. Diurnal variations, following the luni-solar tidal
cycle, do not exceed ±0.000003 m/s^, and secular changes of the order
of 0.00001 m/s^ have not been confirmed since the advent of precise
gravity measurements

.

6. Standard Gravity

The term "standard gravity" is so widely encountered and so much
misunderstood that some explanation is desirable. Standard gravity
bears no relationship to any system of gravity measurements, absolute
or otherwise. It is simply an acceleration that has been adopted by
agreement among the nations of the world as the definition of the
engineering units of force. These units of force, taken as the weight
of a unit mass, were objectionable in their original form because they
varied with the location of the mass on the surface of the earth. By
common consent it was agreed that such a definition must be tied to

some specific location on the globe, and a value at 45 degrees latitude
and sea level seemed a reasonable compromise. Any other location
would have been equally valid providing everyone agreed to it. In 1901,
five years before the publication of the Potsdam absolute determination,
the International Conference on Weights and Measures adopted a value
of 9.80665 m/s^ as the definitive va lueClS]. This value had been
obtained by reducing an absolute measurement made at the International
Bureau of Weights and Measures by Monsieur Defforges to 45 degrees and
sea level. Later it was pointed out that, because of the existence of
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gravitational anomalies, there was no unique value for that latitude

and elevation. In 1913, the International Conference reviewed the

situation and reaffirmed that the conventional value should be repre-

sented by the number 9,80665 m/s^ . In essence, this meant that the

definition of the practical units of force was not to be based on the

weight at 45 degrees and sea level, but on the arbitrarily adopted

acceleration value.

It may be seen from this that the value of 9.80665 m/s^ is an

arbitrary value of acceleration and not the value of gravity at a

specific location. It is not expected that this value will be changed

in the future

.

7. The Computation of Forces .

'

In the standards laboratory it is frequently necessary to calculate

the force exerted by a given mass in air as, for example, in the

operation of a deadweight piston gage pressure standard. The force,

F, is calculated from the relationship ,.

F = Kmg(^ 1 - -
J

where m is the mass, g is the local value of the acceleration due to

gravity, O! is the density of air, and p is the density of the mass.
If m is given in terms of "apparent mass versus brass standards in

normal air", Q' should be assigned the value 1.2 kg/m3j the adopted
value for the density of normal air, and p should be assigned the

value 8400 kg/m^, the adopted value for the density of brass.

The quantity K is a numerical factor, the value of which depends
upon the units of F, m, and g. In the SI system of units,

K = 1, for F in newtons , m in kilograms, and

g in meters per second squared.

Other relationships are as follows:

K = 1, for F in dynes, m in grams, and g in

centimeters per second squared,

K = 1, for F in poundals, m in pounds mass, and

g in feet per second squared,

K = 1/32.17405 for F in pounds force, m in

pounds mass, and g in feet per second squared,
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K = 1/980.665 for F in pounds force, m in pounds
mass, and g in centimeters per second squared,

K = 1/9.80665 for F in kilograms force (kiloponds),
m in kilograms mass, and g in meters per second
squared

.

8. Summary

Most laboratories that carry out calibration functions involving
force measurements, such as various forms of pressure measuring
instruments, force transducers, and certain types of accelerometer
calibrations using the earth's field as a reference, need a suitable
value of gravity established within the laboratory. The value need
not be determined by actual gravity measurement except in exceptional
cases. A value within 0.0001 m/s^ (10 milligals) gives force values
within one part in 100,000 which is adequate for most purposes. For
most locations of standards laboratories, a value well within this

limit can be obtained from the Coast and Geodetic Survey. In any case,

it is advisable to write to them to ascertain if it is available.

The term "standard gravity", e.g. 9.80665 m/s^, is in reality an

arbitrarily defined acceleration adopted to define units such as the

pound-force and ki logram- force . It is not the value of gravity at any
specific location and is not affected by any corrections to the Potsdam
system.

9. References

1. F. Kuhnen and P. Furtwangler, Bestimmnung der absoluten Grosze
der Schwerkraft zu Potsdam (Verof fentlichung des K. Preuszichen
geodatischen Institutes, N. F. no. 27) Berlin: P. Stankiewicz
1906.

2. P. R. Heyl and G. S. Cook, The value of gravity at Washington,
J. Res. NBS 17, 805 -39 ( 193 6)RP946

.

3. J. S. Clark, An absolute determination of the acceleration due
to gravity, Phil. Trans. Roy. Soc. London, Ser . A., 238,
65-123(1939)

.

4. P. N. Agaletskii and K. N. Egorov, Rezul' taty absoliutnykh
opredelenii uskoreniia sily tiazhesti v punkte VNIIM (Leningrad),
Izmeritel Tekhn., Vol for 1956, no. 6, 29-34^

257-6



5. A. I. Martsiniak, Opredelenie absoliutnoi velichiny uskoreniia
sily tiazhesti po padeniiu zhezla v vakuume , Izmeritel Tekhn.
Vol for 1956, no. 5, 11-15.

6. H. Preston, Thomas and others, An absolute measurement of the
acceleration due to gravity at Ottawa, Can. J. Phys 3_8, 824-52

(1960)

.

O

7. A Thulin, Une determination absolue de g au pavilion de Breteuil,
par la methode de la chute d'une regie divisee, Ann. Geophys,

16, 105-27 (1969).

8. A. H. Cook, A new absolute determination of the acceleration due

to gravity at the National Physical Laboratory, England, Phil.

Trans. Roy. Soc. London, Ser. A., 26_1, 211-252 (1967).

9. D. R. Tate, Acceleration due to gravity at the National Bureau of

Standards, J. Res. NBS , 72C (Engineering and Instrumentation)
No. 1, 1-20 (1968).

10. A. H. Cook, The absolute determination of the acceleration due to

gravity, Metrologia, _1, no. 3, 84-114 (July 1965).

11. J. A. Hammond and J. E, Faller, Laser interferometer system for

the determination of the acceleration of gravity, IEEE J. Quantum
Electronics, QE-3 , no. 11, 597-602 (1967).

12. A. Sakuma, Etat actuel de la nouvelle determination absolue de la

pesanteur au Bureau International des Poids et Mesures , Inter-

national Association of Geodesy, Bulletin Geodesique, n.s.,

no. 69, 249-260 (1 Sept. 1963).

13. C. H. Swick, Pendulum gravity measurements and isostatic

reductions, Coast and Geodetic Survey Special Publication No.

232 (1942)

.

14. Gravitation, Encyclopaedia Britannica, 1959 edition, 10
,

663-682.

15. Comite International des Poids et Mesures, Comptes rendus de

la troisieme conference generale des poids et mesures, Quatrieme

Seance, 66-70, (22 Octobre 1901).

16. Comite International des ^Poids et Mesures, Comptes rendus de la

cinquieme conference generale des poids et mesures, Troisieme

Seance, 42-44, (14 Octobre 1913).

258-7



5. Humidity

Papers Page

5.1. Methods of measuring humidity and testing hygrometers.

A. Wexler and W. G. Brombacher, Nat. Bur. Stand.

(U.S.) Circ. 512 (Sept. 1951).

Key words: Dewpoint; electrical hygrometer; gravi-

metric hygrometer
;
humidity calibration

;
hygrometer

;

mechanical hygrometer; psychrometer 261

5.2. Pressure-humidity apparatus.

A. Wexler and R. D. Daniels, Jr., J. of Res., Nat. Bur.

Stand. (U.S.) 48, No. 4, 269-274 (Apr. 1952).

Key words: Apparatus, pressure-humidity; humidity

calibration; pressure-humidity 281

5.3. Relative humidity-temperature relationships of some satu-

rated salt solutions in the temperature range 0° to 50'' C.

A. Wexler and S. Hasegawa, J. of Res., Nat. Bur, Stand.

(U.S.) 53, No. 1, 19-26 (July 1954).

Key words : Dewpoint method
;
hygrometer calibration

;

relative humidity; saturated salt solution 287

5.4. A pneumatic bridge hygrometer for use as a working hu-

midity standard.

L. Greenspan, Humidity and Moisture, Reinhold Pub.

Corp., New York (1965).

Key words : Humidity working standard
; hygrometer

;

pneumatic bridge hygrometer; standard 295

5.5. A comparison between the National Bureau of Standards

two-pressure humidity generator and the National Bureau
of Standards standard hygrometer.

S. Hasegawa, R. W. Hyland, and S. W. Rhodes, Humidity

and Moisture, Reinhold Pub. Corp., New York (1985).

Key words : Gravimetric hygrometer
;
hygrometer cali-

bration; standard hygrometer; two-pressure humidity

generator 306

5.6. An adiabatic saturation psychrometer.

L. Greenspan, J. Res., Nat. Bur. Standard. (U.S.) 72C,

No. 1, 33-47 (Jan.-Mar. 1968).

Key words : Adiabatic saturation gas mixtures ; humid-

ity
;
hygrometer mixing ratio ; moist gas psychrometer

;

psychrometric factor ; saturation
;
thermodynamic wet-

bulb temperature; vapor content; wet-bulb tempera-

ture 311

259



5. Humidity—Continued

Papers Page

5.7. Calibration of humidity measuring instruments at the Na-
tional Bureau of Standards.

A. Wexler, ISA Transactions, 7, No. 4, 356-392 (1968).

Key words: Calibration accuracies; gravimetric hy-

grometer; humidity calibration; humidity generator;

hygrometry 326

Abstracts

5.8. Electric hygrometers,

A. Wexler, Nat. Bur. Stand. (U.S.) Circ. 586 (Sept.

1957), 21 pages.

Key words: Electric hygrometers; humidity; hygrom-

etry 333

5.9. The NBS standard hygrometer.

A. Wexler and R. W. Hyland, Nat. Bur. Stand. (U.S.)

Monogr. 73 (May 1964), 35 pages.

Key words : Gravimetric hygrometer ; humidity stand-

ard; hygrometry; mixing ratio; moisture standard;

standard hygrometer 334

5.10. Humidity and moisture.

A. Wexler, editor-in-chief. Humidity and Moisture, Rein-

hold Pub. Corp., New York (1965), (Abstract by M. J.

Orloski).

Key words: Coulometric hygrometry; dew point; elec-

tric hygrometer; environmental chambers; equation of

state of moist gases; humidity; humidity generator;

humidity measurement, application of
;
humidity stand-

ards; hygrometry; interaction of moisture and ma-
terials; moisture measurement, capacitance method;

moisture measurement, chemical method; moisture

measurement, dielectric method; moisture measure-

ment, nuclear method ; moisture measurement, physical

method; moisture measurement, resistance method;

pneumatic bridge hygrometer; psychrometry ; satu-

rated salt solution
; spectroscopic hygrometry 335

260



UNITED STATES DEPARTMENT OF COMMERCE • Charles Sawyer, Secretary

NATIONAL BUREAU OF STANDARDS • E. U. Condon, Dirtctor

Methods of Measuring Humidity

and Testing Hygrometers

Arnold Wexler and W. G. Brombacher

National Bureau of Standards Circular 512

Issued September 28, 1951

261-1



Contents

Pa Re

1. Introduction. _. 1

2. Definitions 1

3. Classification oMnstruments 2

4. Description of instruments 2

4.1. Dry- and wet-bulb psychrometer 2

4.2. Mechanical hygrometer 5

4.3. Dewpoint indicators and recorders 6

4.4. Electrical hygrometers . 8

4.5. Gravimetric hygrometry 9

a. Change in weight of drying agent 9

b. Change in weight of absorbing material 9

4.6. Thermal conductivity 9

4.7. Spectroscopic method 10

4.8. Index of refraction 10

4.9. Measurement of pressure or volume 10

4.10. Thermal rise 10

4.11. Mobility of ions 10

4.12. Dielectric constant 11

4.13. Critical flow 11

4.14. Difl'usion hygrometer 11

4.15. Chemical methods 11

5. Test methods 12

5.1. Basic methods 12

5.2. Secondary methods 13

5.3. Control methods 14

5.4. Comparisons with standards 14

6. Selected references 14

6.1. Books and pamplilets. 14

6.2. Articles 15

262-11



Methods of Measuring Humidity and Testing
Hygrometers

A Review and Bibliography

Arnold Wexler and W. G. Brombacher

This paper is a review of methods for the measurement of the water-vapor content of
air and other gases and for the production and control of atmospheres of known humidity
for hygrometer testing and calibration and for general research. Among the hygrometric
techniques discussed are psychrometry, mechanical hygrometry, dewpoint measurement,
electric hygrometry, gravimetric hygrometry, thermal conductivity, index of refraction,
pressure and volume measurements, and dielectric constant. Descriptions are given of
suitable equipment for establishing desired humidities over a wide range of temperature.
A list of 157 selected references pertaining to hygrometry is included.

1. Introduction

The conditions tinder which the relative or ab-

solute humidity of gases are measured, recorded,
or controlled vary greatly, and as a result, many
methods of humidity measurement have been de-

veloped or proposed. However, for some applica-

tions there is at present no satisfactory method
available for such measurements, and the avail-

able information on methods and instruments for
measuring humidity is quite scattered. This Cir-

cular, with the appended references, is intended
to answer inquiries on humidity measurement in

a more comprehensive manner than may be done
by correspondence.
Knowledge of the moisture content of solid ma-

terials, particularly paper, wood, and grain, is

often required during some stage of processing or
storage. The equipment, known as moisture
meters, used for this purpose is not discussed in

this Circular.

In many cases a substantial gaseous equilibrium
exists between the solid and the surrounding at-

mosphere. A satisfactory determination of the
moisture content of the solid can be made by the
relatively easy measurement of the humidity of
the atmosphere, once the relation between the two
has been established. The same is true, of course,

for liquids of definite composition, except that
the water content may vary.

2. Definitions

Relative humidity is the ratio, usually expressed
in percent, of the pressure of water vapor in the
gas to saturation pressure of water vapor at the
temperature of the gas. In engineering, relative

humidity is sometimes defined as the ratio of the
weights per unit volume of the water vapor in the
gas mixture and the saturated vapor at the tem-
perature of the gas mixture. The two definitions

are equivalent for oil practical purposes.
Absolute humidity of a gas mixture may be de-

fined as the pressure of water vapor, or as the
weight per unit volume of water vapor.
SpedfiG humidity^ a term of use in air condi-

tioning, is the weight of water vapor in air per
unit weight of the dry air.

Deiiipoint is the temperature to which, water
vapor must be reduced in order to obtain a relative

humidity of 100 percent that is, to obtain satura-
tion vapor pressure.

Instruments from which the relative humidity
is determined are called either psychrometers or
hygrometers. Generally, the dry- and wet-bulb
instrument (described later) is called a psychrom-
eter, and direct indicators of relative humidity
are called hygrometers.
Hygrographs are recorders of relative humidity.
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3. Classification of Instruments

Humidity-measuring instruments and methods
may be divided into the following classes for con-

venience. No exhaustive search of the literature

was made to insure a complete listing of all pro-

posed instruments, so that it is anticipated that

some omissions exist.

Dry- and wet-hulh. Measurements depending
on the change in temperature due to rate of evap-
oration from wet surfaces, an example of which
is the dry- and wet-bulb or sling psychrometer.
Mechanical hygrometers. Measurement of a

change in a dimension of an absorbing material,

such as human hair or goldbeater's skin.

Dewpoint indicators and recorders. Instru-

ments which indicate or record the temperature
at which dew from the gas (^ir and water vapor)
mixture under test will just form. A common
type employs a mirror for observing the forma-
tion of the dew.

Electrical hygrometer. Measurement of the
electrical resistance of a film of moisture absorb-

ing material exposed to the gas under test.

Gravimetric hygrometer. Measurement of
weight of moisture absorbed by a moisture absorb-
ing material.

(a) Increase in weight of a di-ying agent as gas
with a constant moisture content is passed
through it.

(b) Change in weight of an absorbing material
with change in moisture content of the gas under
test.

Thermal conductivity method. Measurement

of the variation in thermal conductivity of a gas
sample with water vapor.

Spectroscopic method. Measurement of the
change in intensity of selected absorbing spectral

lines with change in humidity of the gas under
test.

Index of refraction. Measurement of change
in index of refraction of a moisture absorbing
liquid with change in ambient humidity.
Pressure or volume. JNIeasurement of the pres-

sure or volume of the water vapor in a gas sample.
Thermal rise. Measurement of the tempera-

ture rise of a material exposed to water vapor.
Mobility of ions. Measurement of the change in

mobility of ions due to the presence of water
vapor.

Dielectric constant. Measurement of the dielec-

tric constant of a gas with change in water-vapor
content.

Critical flow. Measurement of the variation of
pressure drop across two combinations of nozzles,

operating at critical flow, with a desiccant be-

tween one pair of nozzles.

Diffusion hygrometer. Measurement of effects

due to diffusion of gases with and without water
vapor.
Chemical methods. Procedures involving

chemical reactions or phenomena.
For sources of supply for the instruments in-

dicated as commercially available, consult Thomas
Register of American Manufacturers or The
Instruments Index.

4. Description of Instruments

4.1. Dry- and Wet-Bulb Psychrometer

The psychrometric method of determining hu-
midity is of importance in the fields of meteor-
ology, air conditioning, refrigeration, and the dry-
ing of foods, lumber, etc. Its basic simplicity and
fundamental calibration have made it the dom-
inant means for measuring the moisture content
of air. The elemental form of the psychrometer
comprises two thermometers. The bulb of one
thermometer is covered with a moistened cotton
or linen wick and is called the wet-bulb, whereas
the bulb of the other thermometer is left bare and
is referred to as the dry-bulb. The evaporation
of water from the moistened wick of the wet-bulb
tliernioineter produces a lowering in temperature
and from the readings of the two thermometers
and the air or gas pressure, the humidity, abso-
lute or relative, may be determined. It is current
standard practice to ventilate the thermometers
by slinging, whirling, or forced-air circulation.

To obtain the relative or absolute humidity, the
relation between tlie wet- and dry-bulb readingjs

and the actual pressure of the water vapor must
be known. This correlation was obtained by
Ferrel (26)^ in 188G, based on the data of Marvin
and Hazen, who made numerous observations of
Avet- and dry-bulb readings with sling and whirled
psyclirometers and simultaneous determinations
of dewpoints with Regnault and Alluard dew-
point apparatus. Ferrel, after reducing these

data, fitted them into the expression

e-=e'-AP{t-t')

where, in metric units,

A = C).60X10-'' (1 + 0.00115^)
e= partial pressure of water vapor in mm Hg

at the dry-bulb temperature
e'= saturation pressure of water vapor in mm

Hg at the wet-bulb temperature t'°C
/*= total jn'essure (which, in the case of mete-

orological observations, is atmospheric
pressure) in nun Ilg

' FIciiroH 111 iinroiitlic'soa liidlciito the literature references nt
the em! of this impcr.



and where, in English units,

A= 3.07X10-" [1 + 0.000G4 (^'-32)]
_

e= part ial pressure of water vapor in. Hg at

the dry-bulb temperature
e'= saturation pressure of water vapor in in.

ITg at the Avet-bulb temperature t'°F
P= total pressure in in. Hg.

Starting front fundamental concepts, several

theories have been developed that attempt to ex-

plain the phenomena that occur at the wet-bulb
and which, at the same time, yield expressions of
the form used by Ferrel. The first equations for
use in psychrometry were developed by Ivory (21)
ii; 1S22 and extended by August (22) in 1825 and
Apjolm (23) in 1837. The so-called convection
tlieory is the result of their work. In 1911, Car-
rier (28, 42) and in 1922, Lewis (40) reestab-

lislied the basis of this theory and renamed it the
adiabatic saturation theory. This theory, which
depends on a heat balance at the wet-bulb, found
wide acceptance in the air-conditioning and re-

frigerating industries and has been used exten-
sively in the construction of phychrometric charts.

The agreement between theory and experimental
data was investigated by Carrier (28) and Drop-
kin (87). Their i-esults indicate that for most
work of engineering accuracy, the adiabatic satu-
ration theory is adequate for predicting the vapor
pressure of water vapor from wet- and dry-bulb
readings. Maxwell (11) in 1877 deduced an
equation based on the dittusion of heat and vapor
through a surface gas film on the wet-bulb. In
recent years, further work has been done experi-
mentally (71) and theoretically (73) on psycho-
metric theory, and in i^eviewing the subject "(93).

As the psychrometric formula gives the partial

pressure of the water vapor of the gas under test,

a computation is necessary to convert to humidity
in other terms. The relative humidity, for ex-

ample, is obtained from the equation

RFh^ — XlOO,
^>

where
e=the partial pressure of water vapor as de-

termined by the psychrometric formula
e,= the saturation pressure of water vapor at

the dry-bulb temperature
RH=ihG relative humidity, in percent.

In practice, calculations directly involving the
use of the psychrometric formula are rarely made.
The customary procedure is to employ tables (1,

4, 5, 7, 13, 14, 15, 16, 18, 44, 67, 81, and 96) or charts
or curves (1, 9, 18, 77, 82, 100, 107, 115) that con-
veniently and rapidly yield the relative humidity,
vapor pressure, or dewpoint from the dry- and
wet-bulb thermometer readings and the air

pressure.

The sling psychrometer (1, 8, 12, 15, 60), using
two mercury thermometers, is the common form of

this instrument. It is relied upon principally by
meteorologists and is widely used by other scien-

tists and by engineers for measuring relative hu-
midity. Ventilation is obtained by swinging the
thermometers to produce a minimum air velocity

of 900 ft/min at sea level (higher at altitude).

It is supplied by firms manufacturing meteoro-
logical instruments and by many laboratory appa-
ratus supply houses. Stationary thermometers,
with ventilation produced by a motor-driven fan
or blower integral with the instrument, are known
as Assmann or aspiration psychrometers (1, 8, 12,

60). These are also commercially available from
a smaller number of firms. Unventilated psy-

chrometers are unreliable and hence rarely used.

In addition to the mercury-in-glass thermom-
eter, other temperature measuring devices may be
adapted for psychrometric use. Kesistance ther-

mometers (47, 64, 70) thermocouples (68, 69, 72,

89, 90, 108), and bimetal thermometers (148) can
be used for both indicating, recording, and con-

trol. Thermocouples are of special interest where
low lag is important, where there is little or no
ventilation (72, 89, 90) or where very low rela-

tive humidities (91) are to be measured.

Instead of direct temperature measurements,
the temperature of the thermometers may be
equalized (140). In this method the tempera-
ture of the wet-bulb is raised to that of the dry-

bulb and the heat measured which is required to

maintain equilibrium. This is accomplished by
winding a manganin wire heater around the wet-

bulb and under the wick and measuring the cur-

rent when the wet- and dry-bulb thermometers
read alike. A convenient arrangement utilizes a
differential thermocouple psychrometer whose
output is read on a galvanometer. The current
to the wet-bulb heater is adjusted until the gal-

vanometer no longer deflects.

The psychrometric method often may be ap-
plied in specialized or unconventional conditions.

At temperatures below freezing, the psychrometer
continues to function, but the magnitude of the de-

pression is greatly reduced and proper precautions
must be taken to obtain reliable data (121). At
elevated temperatures or low relative humidities,
special instruments (56), tables (67) and tech-

niques (74) must be used. Most tables and charts
are designed for use at atmospheric pressures.
When low or high pressures are encountered, either

special tables (15,44) or charts (82) must be used
or the relative humidity must be computed.
Where the moisture content of gases other than

air is to be determined, the psychrometric constant
A must be modified, to account for the physical
properties of the particular gas. Values of A for
several mono-, di- and triatomic gases are given
by Brauckhoff (143).

Among the factors influencing the performance
and accuracy of the psychrometric method are (a)

the sensitivity, accuracy and agreement in reading
of the thermometers, (b) the speed of air past the
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wet-bulb thermometer, (c) radiation, (d^, the size,

shape, material and wetting of the wick, (e) the

relative position of the dry- and wet-bulb ther-

mometers, and (f) the temperature and purity

of tlie water used to wet the wick. A discussion

of these factors will be found in (1, 8, 12, 15, 35,

37, 46, 60, 74, 78, 90. 98. 121, 151)

.

The thermometers used in psychrometry should
be high-grade matched instruments, else appre-
ciable error may be introduced. While a calibra-

tion of the thermometers is desirable, an inter-

comparison at several temperatures to determine
whether they read alike usually suffices. In addi-

tion, when high accuracy is desired and low rela-

tive humidities are measured, corrections for the

emergent stem of the wet-bulb thermometer
should be applied.

Thermometer errors may combine in several
ways to influence the accuracy of the relative hu-
midity. Thus either the dry-bulb thermometer or
the wel -bulb thermometer or both may be in error.

Tlie magnitude of the error in relative humidity
will depend not only on the magnitude of the
thermometer errors, but also on their particular
combination, since both the dry-bulb temperature
and the wet-bulb depression are required for a
determination. Occasionally, in psychrometric
work, i.nstead of measuring both the dry- and wet-
bulb temperatures separately, the dry-bulb tem-
perature and the wet-bulb depression are meas-
ured, from which the wet-bulb temperature can
be computed for use in entering commonly avail-

able tables. The latter is obtained by measuring
the temperature difference with, say, a differential

thermocouple, one end of which is maintained dry
and the other wet. Here the errors may occur
either in the dry-bulb measurement or in the de-

pression measurement or in both. Errors in the
depression, however, may be considered as equiva-
lent to errors in tlie wet-bulb reading, so that es-

sentially the combinations of errors are the same
as tlioso first listed.

In order to obtain an estimate of the errors in

relative humidity arising from thermometer er-

rors, it will be assumed that psychrometric meas-
urements are made at atmospheric pressure (29.92
in. Hg), at dry-bulb temperatures of 150^", 100°,

75°, 50% and 32° F, and at wet-bulb depressions of
0.1, 1.0, and 10° F, For these given conditions,
the errors in relative humidity, due to (a) a nega-
tive error of 1° F in wet-bulb temperature with
the dry-bulb temperature correct, (b) a positive
error of 1° F in dry-bulb temperature with tlie

M-et-bulb temperature correct, (c) an error of 1°

F in dry-bulb temperature and an error of 1° F
in wet-bulb temperature, both errors being nega-
tive, and (d) a positive error of 1° F in dry-bulb
temperature and a negative error of 1° F in wet-
1/ulb temperature, have been determined and are
given, correspondingly, in table 1. It is seen in

(c), table 1, that the errors are greatly reduced if

the thermometers are matched.

Table 1. Error in relative humidity due to uncorrected

errors in the thermometers

(a) Dry_bulb thermometer reads correctly; wet bulb thermometer
reads 1 dog F low

Dry bulb tem-
perature

Error in relative humidity at a wet bulb depression
of—

0.1 deg F 1.0 deg F 10 deg F

"F
150
100

75
50

32

%
2.6
3.6
4. fi

6.7
10. 5

%
2.6
3.5
4.5
6.0
10.3

%
2.1
2.9
3.7
5.6

(b) Dry bulb thermometer reads 1 deg F high; wet bulb thermometer
reads correctly

Dry bulo tem-
perature

Error in relative humidity at a wet bulb depression
of—

0.1 deg F 1.0 deg F 10 deg F

150

100
75
50

32

%
2.6
3.5
4.5
0.6
9.8

%
2. 5

3.4
4.4
6.4
9.4

%
2.0
2.0
3. 1

4.3

(c) Dry bulb thermometer reads 1 deg F low; wet bulb thermometer
reads 1 deg F low

Dry bulb tem-
perature

Error in relative humidity at a wet bulb depression
of—

0.1 deg F 1.0 deg F 10 deg F

'F
150
100

75
50
32

%
0. 00
.00
.00
.00
.02

/o

0.02
.03
.05
.11

.2(;

%
0. 11

.32

.51

1.24

(d) Dry bulb thermometer reads 1 deg F high; wot bulb thermometer
reads 1 deg F low

Dry bulb tem-
perature

Error in relative humiditv at a wet bulb depression
of—

0.1 deg F 1.0 deg F 10 deg F

°F
160
ino
75
50

32

%
5. 1

7.0
S. !)

13.0

19.8

%
5.0
r>.8

S. 7

12. 7

19. 3

%
4. 1

5.4
Ci. 7

9.8

The psychrometric constant, A, in the Ferrel

foi'mula is not invariant but is a function of the

velocity of ventilation across the wet-bulb ther-

mometer, and reaches a minimum value as the

velocity is increased. This is reflected as a maxi-
mum wet-bulb depression. Any further increase

in velocity will have negligible effect. "Wlien the

velocity is sufficiently high so that A, is constant,

then the magnitude of the velocity need not be

measured or estimated. For most mercury-iii-

glass thermometers with bulbs yt-inch diameter or

less, the acceptable minimum rate of ventilation is
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900 ft/min. If tliis velocity is not achieved, then
tlie measured wct-bulb depression will not be a
inaxiniuni, and the use of tho psychrometric for-

mula, tables or charts will yield values of relative

humidity that are too high.

The heat absorbed by the wet-bulb due prin-
cipally to radiation tends to raise the wet-bulb
temperature so that a true depression is not at-

tained. To minimize this effect, radiation shield-

ing is commonly employed. One method of such
shielding, successfully used in some ventilated psy-
chrometers, is to surround the wet-bulb with an
external primary metal shield and to insert an
auxiliary shield between tlio primary external
sliield and the wet-bulb, this auxiliary shield being
covered with a wick so that, upon moistening, the
auxiliary shield may be brought close to the wet-
bidb temperature thereby practically eliminating
the source of radiation aud conduction due to the
difference between the dry- and wet-bulb tem-
peratures.

The function of the wick is to retain a thin film

of water on the wet-bulb so that evaporat'on may
continue until the true wet-bulb temperature is

reached. Cotton or linen tubing of a soft mesh
Aveave serves well for this purpose because of its

excellent water-absorbent propei'ties. Sizing in

the wick material, encrustations forming after use
and lack of a snug fit interfere with the mainte-
nance of a continuous film of water. Substances
in solution in the wick water, due either to im-
purities on the wick or in the water used for mois-
tening will change the saturation vapor pressure
of A\'ater and hence affect the results. Wicks
should therefore be cleaned and replaced fre-

quently, and distilled water should be used for
moistening. The wick should extend beyond the
bulb and onto the stem of the thermometer, for an
inch or so, in order to reduce heat conduction
along the stem to the bulb.

Although the temperature of the water used to

moisten the wick is often at dry-bulb temperature,
it should be preferably that of the wet-bulb or
slightly higher. The use of water that has been
brought to the wet-bulb temperature is especially

important when the ambient temperature is high
and when the relative humidity is low.

If the temperature of the water used to wet
the bulb is too high, it may take a long time for
the bulb to cool to wet-bulb temperature, and
before this point is reached the water may have
evaporated sufficiently so that the thermometer
never reaches the wet-bulb temperature. If the
moistening water temperature is appreciably
lower than the wet-bulb teifiperature, the ther-

mometer temperature will climb throughout the
period of ventilation, remaining constant at the
wet-bulb temperature only as long as there is suf-

ficient water to keep the bulb surrounded with a
film of water. If the temperature of the water
used for moistening is at, or slightly above or
below, the wet-bulb temperature, then the wet-

bulb will remain or quickly attain the wet-bulb
temperature and remain at this value for an ap-
preciable length of time so that it can be read
easily and accurately.

A separation of the dry- and wet-bulbs is nec-
essary in order to prevent the air that passes the
wet-bulb, and is thereby cooled by the evaporating
water, from contacting the dry-bulb and giving
rise to an erroneous dry-bulb reading. To avoid
this, the thermometers may be arranged so that
the air flows across the dry-bulb before it reaches
the wet-bulb or the air sample may be divided so
that one part flows across the wet-bulb and the
other part across the dry-bulb.

4.2. Mechanical Hygrometer

In hygrometers of this type, human hair is com-
monly used as the sensing element. In indicators

the midpoint of a bundle of hairs under tension
is connected by the simplest possible lever system
to a pointer. In recorders a pen arm, which is

substituted for the pointer, traces an ink record
on a clock-driven drum.
The hair hygrometer indicates I'elative humid-

ity directly over a wide range of temperature, but
its reliability rapidly decreases as the ambient
temperature decreases below freezing (0° C).
At temperatures below freezing (0° C) the hair

hygrometers indicate relative humidity in terms
of the vapor pressure of supercooled water, not
that of ice (117).

The chief defect is the lack of stability of the
calibration under usual conditions of use. How-
ever, tests recently completed at this Bureau on
two good quality recorders indicated little aver-
age shift in calibration over a period of almost 1

year; the hysteresis (difference in indication, hu-
midity increasing and decreasing) was of the
order of 3-percent relative humidity. See (1, 8,

12, 38, 45, 83, 88, 117) for performance data.

Reliable data on the lag of the hair hygrometer
are lacking, particularly at low temperatures.
Suddenly subjecting hygrometers at about 25° C
to a change in relative humidity requires of the
order of 5 minutes to indicate 90 percent of the
change in relative humidity ; this time interval in-

creases with deci'ease in temperature of the hairs,

and is of the order of 10 times gi'eater at — 10° C.
The effect of temperature on the calibration of
hygrometers commercially available is not well es-

tablished for temperatures below 0° C.

At the best, indications of the hair liygrometer
have a reliability of about 3 percent in relative

humidity at room temperature when exposed to a
constant relative humidity long enough to obtain
equilibrium. The large time lag of the hair hy-
grometer is a serious bai'rier to accuracy if chang-
ing humidity is being measured.
The hair hygrometer is made by a large num-

ber of industrial instrument companies, including
meteorological instrument firms ; the hair hygro-

267-5



graph (recorder) is made by a smaller but still

large number of these firms.

The hair element with suitable accessories is

widely used as a humidity controller in air-condi-

tioning and other applications. The zero shift so

evident in instruments measuring ambient humid-
ity is less troublesome when the relative humidity
about the element is maintained nearly constant

(50, 62, 129). Controllers are available from a

sizable number of industrial instrument firms.

A recent development in this country has been

the use of goldbeater's skin in disk form by Serdex

(139). It is claimed, but not yet generally ac-

cepted, that the performance is essential better

than that of the human-hair type. See (134) for

performance data at low temperatures; as for the

hair hygrometer, the indication at temperatures

below freezing of instruments reading correctly

above freezing, is in terms of relative humidity of

the vapor pressure of supercooled water.

Many organic materials are hygroscopic. Thus
wood fibers have been used as a sensing element.

Also plastics (152) in a form similar to bimetal

have some application and perhaps are the most
open to exploration. A cotton filament as a tor-

sion element (53) has been tried. None of these

seem to give essentially better, if as good perform-
ance as human hair and thus far have had only

limited application.

4.3. Dewpoint Indicators and
Recorders

When water vapor is cooled, a temperature
is reached at which the phase changes to liquid

or solid. At this temperature, condensation con-
tinues until an equilibrium between the v-apor and
liquid or solid phase is established. The tempera-
ture at which the vapor and liquid or vapor and
solid phases are in equilibrium uniquely fixes the
pressure of the vapor phase (saturation vapor
pressure) and therefore determines the absolute
humidity.

If the temperature at which water vapor must
be cooled for it to be in equilibrium with its liquid
or ice state is measured, then the humidity is ob-

tained directly from it. The dewpoint method
provides a convenient technique for ascertaining
this temperature. Basically, the procedure is to
reduce the temperature of a mirror until dew or
frost just condenses from the surrounding air or
gas sample. The temperature at the surface of
the mirror at the instant dew or frost appears
is defined as the dewpoint. If the temperature of
the air or gas sample is measured and the initial

humidity of the sample surrounding the mirror
is kept unaltered, the initial relative humidity
can be computed from a knowledge of the satura-
tion vapor pressures at the two temperatures.

It should be noted that the formation of frost

is not always positive because of the Uck of a

crystal nucleus, so that supersaturation may occur.

Supersaturation is less likely to occur with respect

to the liquid phase than with the ice phase. At a
given saturation pressure, if ice does not form
on the mirror, dew will form as the mirror tem-
perature is lowered, hence there is always a little

uncertainty whether the first clouding of the mir-

ror represents the dewpoint (with condensed
water) or the frost point.

Values of the saturation vapor pressure of

water, at temperature above and below freezing,

are readily available in various handbooks and
compilations (1, 2, 4, 6, 15, 16, 17, 18, 128) . There
is some discordance in the values given in the

listed references. However, for most applications

in the field of humidity measurement or control,

there is little to be gained in the use of any one
table in preference to the others. The values

given in table 2 are reproduced from the Smith-
sonian Meteorological Tables (16). At tempera-
tures below 0° C, the saturation vapor pressures

refer to water vapor in equilibrium over ice. Sat-

uration vapor pressures of water vapor below 0°

C in equilibrium over supercooled water are given

in table 3 and are reproduced from the Interna-

tional Critical Tables (17).

The dewpoint instrument serves as a useful re-

search tool for the determination of humidity in

meteorology as Avell as for the determination of

water vapor content in flue gases, gasoline vapors,

furnace gases, compressed gages, and closed cham-
bers. While the dewpoint instrument has been
under considerable development in the past dec-

ade, principally along the line of improving the

temperature control, means of indication, and au-

tomatic recording, it has been used in elemental

form as far back as the early part of the last

century. Dalton and Daniells used simple dew-
point hygrometers. Regnault (24) developed an
instrument that has been used as a prototype and
standard for many years in the measurement of

atmospheric humidity. Essentially, it consisted

of a thin polished silver thimble containing ether.

Air was aspirated through the ether to cause

evaporation and hence cooling of the thimble.

The temperature of the ether at the appearance
and disappearance of dew was observed and the

mean taken as the dewpoint. A thermometer in

a second thimble, near the first, gave the ambient
temperature and, by comparison, the second
thimble helped in the recognition of the appear-
ance and disappearance of dew on the first thimble.

Improvements and variations of the Regnault de-

sign were made by Alluard (25), and others (32,

41, 45, 55, 57).

The early models used ether for cooling and
mercury-in-glass thermometers for temperature
and measurement. Recent models have employed
such cooling schemes as compressed carbon

dioxide, dry ice, liquid air (for very low dew-
points) and mechanical refrigeration. In addi-

tion, metal mirrors are now conuaonly used, the
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Table 2. Saturaiion vapor pressure of water vapor in millimetera of mercury mih respect to water above 0°C and vnlh reaped,
to ice below 0°C

(Reproduced from the Smithsontan Meteorological Tables)

"0 0 1 2 3 4 6 0 7 8 9

-70
-60
-50
—10
-30
-20
-10
-0

0.0019
. OOSO
. 0294
. OVHH
2S78
.7834
1.9013
4. 5S02

0. OilTO

. 0260

. 08.19

. 2591

.7115
1.7979
4. 2199

0. 0061
.0229
. 0765
. 2331
. 61,50

1.6444
3. 8868

0. 00.53

. 0202

.0680

. 2094

.6S54
1. 5029
3. 6775

0. 0046
.0178
.0605
.1880
.5303

1. 3726
3.2007

0. 0040
.0156
. 0.537

. 1(W

.4800
1.2.525
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Table 3. Saturation vapor pressure of water vapor in mm mercury with respect to supercooled water

(Reproduced from the International Critical Tables)

Temp, °C 0 1 2 3 4 6 6 7 8 9

-0 4. 679 4.258 3. 956 3.673 3.410 3.163 2.931 2.716 2. 614 2. 326
-10 2.149 1.987 1.834 1.691 1.660 1.436

in scientific laboratory equipment. Dewpoint in-

dicators and recorders employing photoelectric
detection are made by a limited number of
manufacturers.

Several dewpoint indicators have been de-

veloped that are of novel form or of specialized

use. An instrument for use at high pressures is

described in (133). In another instrument the
sample of gas under test is pumped into a closed

chamber and is then cooled by adiabatic expansion
to a lower pressure. By repeated trials a pressure
ratio can be secured so that a cloud or fog is just

formed wh^n the pressure is suddenly released.

The dewpoint is computed from the ratio of the
initial to final pressure and the measurement of
the initial temperature. One version of this in-

strument (45) employs a vacuum pump for ex-

hausting a reservoir into which the gas sample
eventually is expanded. A commercial version

(130) uses a small hand pump for compressing
the gas sample and then expands the gas into the
atmosphere. No adequate data on performance
limits are available.

A polished rod or tube of high thermal con-
ductivity, heated at one end and cooled at the
other end So tliat dew forms on part of the rod
(43) has been used to obtain the dewpoint. The
temperature of the rocl measured at the dew
boundary is tlie dewpoint. There has been no
commercial development of this device. Unpub-
lished data indicate that it is unreliable at dew-
points below the ice point (0° C) because no satis-
factory ice—no ice boundary is obtainable.
Use has been made of the change in concluctivity
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warming of which by heat from the ambient at-

mosphere has been augmented by electric resist-

ance or induction heating. The temperature of

the mirror surface is frequently measured by ther-

mocouples affixed several hundredths of an inch

below the surface or actually on the surface of

the mirror. While mercury-in-glass thermom-
eters are still used, their high lag introduces an
uncertainty in the temperature reading. In one
instrument, the temperature is measured by a

carbon dioxide vapor pressure thermometer in

which the mirror is integral with the bulb (19).

Visual observation of dew or frost has often oeen

replaced by photoelectric detection of reflected or

scattered light from the mirror and is indicated

on an electrical meter, or automatically recorded.

The output of the photoelectric circuit has been
used also to control the heat input to the mirror
and thereby to maintain the mirror temi>erature

at the dewpoint. Photoelectric observation below
tlie frost point has several advantages. Elec-
tronic circuits may be employed that automati-
cally maintain a constant film thickness on the
mirror. There can then be little question of
whether the liquid or solid phase is involved, for
supercooled liquid will not long exist under such
conditions without changing to ice. There will be
no supersaturation for Tack of a crystal nucleus.

For information on these later forms of dew-
point indicators and recorders operating at atmos-

\ pheric pressure, see (79, 95, 97, 102, 104, 110, 127,

;|
135, 142, 144, 145, 146) . Dewpoint indicators re-

<|
quiring visual observation and manual operating

I of the cooling system are available from dealers



between electrodes on a glass thimble for detecting
the dewpoint (45, 69).

The dewpoint method may be considered a
fundamental technique for determining vapor
pressure or humidity. However, the certainty of

the dewpoint measurement is influenced by several

factors, some of which are of such indeterminate
nature as to make an estimate of the accuracy diffi-

cult. It is not always possible to measure the
temperature of the mirror at the surface or to as-

sure that no gradients exist across the surface.

The visual detection of tlie inception of condensa-
tion cannot be made with complete assurance nor
is it probable that two different observers would
detect the dew or frost at the same instant. It is

usual practice for the dewpoint to be taken as the
average of the temperature at which dew or frost

is first detected, on cooling of^the mirror, and the
temperature at which the dew or frost vanishes,

on warming of the mirror. This procedure does
not assure a correct answer since care must be
taken to locate the thermometer, so that no tem-
perature gradient exists from the cold source to

the mirror face or to the gas as a whole. The
photoelectric detection of the dewpoint usually
depends upon achieving an equilibrium condition
on the mirror surface during which the amount of
dew or frost remains constant. It has been re-

ported (146) that the dewpoint so measured, down
to —35° C, agrees on the average to 0.1 deg C
with the dewpoint measured visually with a
Regnault instrument.

The uncertainty of measuring the dewpoint de-

creases with decrease in temperature. Below low
0° C uncertainty definitely exists if the eye is used
for detecting the first sign of condensation, for it

cannot distinguish or differentiate between the
liquid and ice phase with the minute trace of water
involved. With a photoelectric system in which
the mirroi; alternately cools and then warms so

that condensation forms and evaporates, the
photocell is likewise incapable of determining
whether the condensate is liquid or solid. With a

photoelectric system in which a constant film

thiclcness is automatically maintained on the
mirror, ice will form on the mirror, for, as previ-

ously explained, supercooled water cannot long
exist on a free and exposed surface.

Dewpoint instruments have been built with re-

ported sensitivities of 0.1° C/27) and 0.01° C (97)

and with reported accuracies of ±1 percent of
the vapor pressure (27) at temperatures above
freezing and ±1° C at -70° C (127).

4.4, Electrical Hygrometers

Durrniore. These hygrometers commonly de-

pend upon the change in electric resistance of a
hygroscopic material with change in humidity.
In one design, largely developed by Dunmore (94,

99, 103), two parallel wires of a noble metal are

wound upon a polystyerene cylinder or strip. A

hygroscopic coating of polyvinyl acetate or poly-

vinyl alcohol and dilute lithium chloride solution

is placed between the wires. At constant tem-
perature the logarithm of the electrical resistance

iDetween the parallel wires varies approximately
linearly with the logarithm of the relative humid-
ity and is measured by a suitable Wheatstone
bridge, preferably using alternating current, or
other suitable electric circuits. The electric re-

sistance at constant relative humidity is highly de-

pendent upon temperature, especially at tempera-
tures below 0° C.

The hygrometer was primarily developed for

use in radiosondes in which the output is fed to a
radio transmitter and controls an audio frequency.
It is widely used for this purpose and is manu-
factured by a number of firms. An indicator and
a controller for industrial use is now available
commercially.

An elementary theory of the electric hygrom-
eter has been proposed by Schaffer (132).

Similarly, as for the hair hygrometer, the chief

defect has been in stability of calibration, which
seems to have been overcome in the model for in-

dustrial use. The continuous application of di-

rect current causes polarization with a resultant

shift in calibration and ultimate deterioration.

At temperatures above freezing, the response to

humidity changes is rapid, but at lower tempera-
tures, time lags are appreciable. Some data on
the performance at low temperatures are given in

(134 and 150). One of the advantages of this

design is that it is remote indicating an adaptable
for control. See also (113 and 114).

Dewcel. Another form of the electric hygrom-
eter is the "dewcel", which is remote indicating
and can be used for control (136, 154). Essen-
tially it indicates the dewpoint temperature. The
sensing element, similarly as the Dunmore ele-

ment, has a parallel wire winding with the ma-
terial between the wires kept wet with a wick im-
pregnated with a saturated solution of lithium
chloride. The element is heated hy an electric

current passed between the parallel wires until its

temperature is such that the element neither loses

nor gains moistm-e from the surrounding atmos-
phere. The electric resistance of the element in-

creases if the temperature is above the equilibrium
temperature, since the solution concentration in-

creases by evaporation, and vice versa, and thus
the vapor pressure of the solution on tlio element
is automatically brought to and maintained in

equilibrium with the surrounding vapor pressure.

The temperature of the element, which is meas-
ured either by a resistance or liquid filled ther-

mometer, determines the vapor pressure of the

lithium chloride solution which in turn equals the

pressure of the water vapor in the surrounding
atmosphere. The scale can be graduated in terms

of dewpoint insofar as the vapor pressures for

saturated lithium chloride are accurately known.

It is approximately 15 percent of that of water
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down to temperatures of about 0° C. With cer-

tain restrictions the dewpoint is measurable in

the range - 16 to + 160° F. Stability of calibra-

tion under service conditions is claimed.

This instrument can be used for remote indicat-

ing, recording and controh It functions best in

still air, and when the ventilation of the sensitive

j

element becomes excessive (greater than 50 ft/

min), suitable means must be used to reduce the
I ventilation, if accuracy is to be maintained.

I

Weaver. Weaver and Riley (147) have devel-

'[ oped a type of electric hygrometer which has ap-
plication m routine checking of water vapor con-

i

tent of gases, pai'ticularly those in high pressure
i cylinders.
i The sensitive element is a film of electrolyte,

j

usually phosphoric and sulfuric acid, with suit-
' able electrodes for use in measuring the electric

. resistance of the film, all mounted in a small case,

jj

as an aviation engine spark plug, suitably modi-
fied. Since the electric resistance of the film is

j

unstable, a comparison procedure is resorted to, in
]i which the resistance of the film in equilibrium
with the atmosphere to be measured is immedi-
ately matched by exposing to an atmosphere, the
moisture content of which can be controlled in a
known way.
In the primary use of the instrument, in meas-

uring the dryness of aviator's oxygen, pressure
control was found to be most convenient and is de-
scribed liere only in its most elemental form. Gas,
usually nitrogen, is humidified 100 percent while
at high pressure. A sample of this nitrogen, at

latmospheric pressure, is passed through the cell

jand the resistance noted, usually as the reading of
la galvanometer in an unbalanced alternating-cur-
jrent AVlieatstone bridge. Then a sample from the
jicompressed gas under test is passed through the
kell, at a pressure which is reduced until the same
'ii-eading is obtained. From the measured pres-
sures and the known water content of the saturated
jisample, either the weight of water vapor per unit
^rvolume, vapor pressure, or relative humidity of the
jttest sample can be computed.

The instrument is characterized by speed, the

fuse of a small sample and greater sensitivity than
is possessed by other instruments or methods com-
Iparable in these respects. It is available com-
Inercially.

Lichtgarn. The variation in electric resistance

jwith relative humidity of selected underfired clays
has been investigated by Lichtgarn. The per-
jformance data are incorrrplete as yet, and no ele-

jments appear to be commercially available (137).

j

Gregorjj humidioraeter. Gregory (120)- has
lutilized the electric resistance of cotton impreg-

Kated with LiCl or CaCl2 solution to measure
umidity. This method has been applied to the
aeasurement of humidity on the skin and clothes
i a human subject (131)

.

Burhidge and Alexander. The variation in elec-

|tric resistance of cotton wool and human hair has

been investigated by Burbidge and Alexander
(51). The logarithm of the resistancy of these

materials is proportional to relative humidity.

4.5. Gravimetric Hygrometry

a. Change in Weight of Drying Agent

The well-known gravimetric method is accepted

as the most accurate for determining the amount
of water vapor in a gas. The gas mixture of

measured volume and known pressure and tem-
perature is passed over a moisture absorbing chem-
ical, usually phosphorous pentoxide for results of

the highest accuracy, and its increase in weight
determined. For the data, the weight of water
vapor per unit volume and the relative humid-
ity of the gas sample can be computed. Consid-
erable care is required to obtain reliable data (3,

27, 66, 149). This method is employed only in

fundamental calibration of instruments or exact

determinations of water vapor content.

b. Change in Weight of Absorbing Material

In this type of hygrometer a moisture absorb-

ing material such as human hair, or a chemical,

or combinations of both to obtain a structure con-

venient to handle, is continuously weighed by a

delicate balance with an indicator and calibrated

humidity scale. The weight of the material must
change only with change m the relative humidity
of the ambient air (109, 118, 119). Instruments
of this type are not known to be available com-
mercially.

4.6. Thermal Conductivity

The difference in thermal conductivity between
air (or other gases) and water vapor is utilized

so that the temperature, and thus the electric re-

sistance of a hot wire in a small cell varies with
change in humidity of the air sample. Two hot
wires, one in a reference cell exposed to dry air,

are in a bridge circuit, the output of which is a
function of the vapor pressure of water in the
sample. The theory has been developed by
Daynes (31) and Shakespear (34). A model was
built by Leeds & Northrup (61, 76). This hy-
grometer is limited in sensitivity at low tempera-
tures owing to the low vapor pressure of water
vapor existing at these temperatures. It has con-
siderable promise as a recorder of humidity in a

closed space and in meteorology. It is limited by
the fact that it is not specific for water vapor but
indicates any change of composition of the gas en-

tering the instrument.

Schwarz (138) has called attention to the pos-

sibility of subjecting the water-vapor sample to

an inhomogeneous electric field in a thermal con-

ductivity apparatus. Since the water molecule is

a dipole, an additional circulation of the water
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vapor, in contrast to that obtained with air, is

secured. This effect can be expected to add to the

effect of differences in the heat conduction of air

and water vapor. No development work appears
to have been done on this possibility.

4.7. Spectroscopic Method

Instruments have been developed in which in-

frared bands which are absorbed by water vapor
are compared in intensity with another band not
so absoi-bed. The sample of air under analysis

may be in a tube (116, 125) with the spectral

bands obtained from a lamp or may be the entire

atmosphere with the sun furnishing the spectral

bands ( 124) . The effect of water vapor upon the

energy of tlie received radiation may be measured
by phototubes or thermocouples. The instrument
is not made commercially.

4.8. Index of Refraction

Some experimental work has been done on the

variation of the index of refraction of a thin film

of glycerine with water vapor content of the am-
bient air (29 and 48). The method, even if suc-

cessfully developed, appears to have only limited

application.

4.9. Measurement of Pressure or

Volume

The volume of water vapor in a gas sample can
be measured if its change in volume is measured
at constant pressure before and after the water
vapor is absorbed. Conversely, if the volume is

held constant, the change in pressure gives the

pressure of the water vapor. These methods are

useful only in laboratory investigations. The
difficulty of obtaining accurate determinations in-

creases rapidly with decrease in temperature of

the gas sample. See (1 and 8) for descriptions

of a number of instruments of this type.

In one form of constant pressure apparatus a
manometer and also a graduated tube containing
an absorbing liquid, such as sulfuric acid, are

connected to a gas container. In operation sul-

furic acid is slowly admitted to the container to

absorb the water vapor in the sample and at the

same time in sufficient volume to maintain con-
stant the absolute pressure of the gas, as indicated

by the manometer and a barometer. The volume
of acid admitted is the volume of water vapor in

the sample, subject to corrections for lack of con-
stancy of temperature or of the reference pressure.

If the apparatus just described is modified so

that the sulfuric acid forms part of the original

volume, a constant volume apparatus results. In
this case the cliange in pressure as the water vapor
is absorbed is the water-vapor pressure.

The tilting form of absorption hygrometer de-

scribed by Mayo and Tyndall (33) is essentially

a constant volume instrument. Here the absorb-
ing material is installed in a piston which moves
from one end of the cylinder containing the gas
sample to the other as the cylinder is oscillated,

thus forcing the gas through the absorbing chemi-
cal. This piston action reduces the time required
for complete absorption of the water vapor. The
fall in gas pressure which is measured is the water
vapor pressure. The device is proposed as a work-
ing standard in calibration of hygrometers. It

is not available commercially.
One version of constant-volume hygrometer

(105) completely dispenses with an absorbing
chemical and, instead, uses low temperatures to

condense part of the water vapor content of a gas
sample, and from a measurement of the tempera-
ture and reduction in pressure, permits the deter-

mination of the initial vapor pressure. In this

instrument, two identical vessels, one containing
dry gas and the other the gas sample of unknown
water vapor content, are sealed and connected
through a differential manometer. The vessels

are then immersed in a liquid bath and gradually
cooled until the differential manometer registers a

pressure difference, indicating that condensation
of water vapor has taken place in the gas sample.
At this point the temperature and pressure differ-

ence are read. From the saturation pressure at

the observed temperature and from the pressure
difference, the initial water vapor content is then
computed.
By employing a liquid-air trap, the moisture in

a large volume of gas can be condensed and then
suitably measured. The known volume of gas is

passed through the trap and, while the low tem-
perature is maintained, the trap is evacuated. The
apparatus is then allowed to warm up, preferably
in a thermostatted bath, and the vapor pressure
measured. Experience with this method at this

Bureau indicates that for frost points below
— 20° C, it is better than the direct determination
of the frost point. When using this method with
gases containing carbon dioxide, the temperature
of the air trap is raised above —78° C before
evacuation. This permits any condensed carbon
dioxide to be vaporized and removed from the

trap.

For additional information on absorption hy-
grometers, see (30, 85, 86, 101, 111).

4.10. Thermal Rise

The rise in temperature accompanying the ex-

posure of dry cotton wool to moist air has been
employed as a means of indicating humidity (see

(36 and 45) for details).

4.11. Mobility of Ions

The change in the mobility of ions, produced
by a-rays and y-rays, duo to the presence of water
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vapor has been investif^ated (45, 51). While a

small effect has been observed, no practical hy-
gi'onieter has been developed.

4.12. Dielectric Constant

Binibainn has developed a rccordinf::; microwave
rcfractometer (W^) of hi<^h sensitivity that can
continnously sample and record the dielectric con-
stant of a stream of air or ^as. Since the dielec-

1

trie constant of air varies Avith water-vapor con-

I

tent, this instrument may be employed as a re-

I

cording hygrometer. The rcfractometer operates

j

by comparing two identical cavity resonators.

! Into one of those cavities, the test sample is in-

trodiu:ed. The resulting differences in resonance

\

frequency between the two cavities is then a meas-
ure of the dielectric constant of the test sample.

I

In addition to its high sensitivity, the refractom-

j
eter has a time res))onse, limited by the response
of the recording milliammeter, of about one-half
second to discrete changes in dielectric constant.
A similar insti'ument has been reported by Grain
(157).

'

4.13. Critical Flow

: "Wildhack (15G) has proposed a means of meas-
i uring relative himiidity which utilizes sonic, or
critical, flow through small nozzles. Two sets of

j

two nozzles in series are arranged in parallel, with
critical flow maintained through all nozzles. At

\,
critical flow the mass flow through each nozzle is

i independent of the downstream pressure, and is

directly proportional to the entrance pressure.

ii An absorber of water vapor is placed between one
' series pair of nozzles, which reduces the mass flow

I

and hence the gas pressure at the entrance to the
downstream nozzle. Measurement of the dif-

' fei'ence in entrance pressures between the two

I

downstream nozzles, of the absolute pressure of
i the gas at the entrance to the referenced down-
j;
stream nozzle, and of the gas temperature, will

^
serve to determine the relative humidity of the

1
gas.

ij 4.14. Diffusion Hygrometer

J The difference in density of completely and par-
i tially saturated air, at the same temperature, has

[
been employed to measure air humidity (49).

i Esentially, a column of atmospheric air is bal-

I''

anced against a column of saturated air. The dif-

ference in density of the two columns causes the
lighter saturated air to diffuse upward into the
atmosphere and the atmospheric air, because of
its greater density to diffuse downward into a

, saturation chamber where it, in turn, becomes
ii fully humidified. The rate of diffusion is then

j
directly related to the vapor pressure of the at-

Kmospheric air and is detected and measured by
means of the deflection produced in a suspended
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vane. It is claimed that this water vapor diffu-

sion method can operate over a wide temperature
range, is continuously indicating or recording, is

easy to operate and is portable.

A different approach was used in tlie hygrom-
eter described by Greinacher (122^. His instru-

inent is based on the difference m diffusion of
water vapor and air through a semipermeable
membrance. A porous clay plate cemented to an
opening in the wall of an enclosed vessel contain-
ing a desiccant preferentially permits air diffu-

sion and prevents water vapor diffusion. A
differential manometer, communicating with the
enclosed vessel and the ambient atmosphere
(whose humidity is being measured), registers a

pressure drop Ap^ that is directly proportional to

the partial pressure e of the water vapor in the
ambient atmosphere. In order to avoid consid-

eration of the constant of proportionality of the
apparatus a similar vessel with an identical por-
ours clay plate and manometer, but containing
water instead of the dessicant, is employed. The
pressure drop Ap2 indicated by the latter arrange-
ment is directly proportional to the difference be-

tween the saturation vapor pressure Cs and the
ambient partial pressure e at the ambient temper-
ature. The relative humidity is given by the
relation.

i?5'=100X—= 100x ^p—
e, Api + Ap2

Further theoretical consideration of this hygrom-
eter are presented by Spencer-Gregory and
Rourke (141). The instrument is reported to be
extremely sensitive to rapid temperature changes
which may give rise to erroneous readings.

4.15. Chemical Methods

Several methods are available for the deter-

mination of the moisture content in gases by chem-
ical means. A very simple and qualitative indi-

cator may be made based on the change in color,

from blue to pink, of cloth or paper impregnated
with cobaltous chloride, as the humidity increases.

When a color comparison scale is employed wnth
this indicator, a rough estimate of the relative

humidity is obtained (75). Cobaltous bromide
may similarly be used, with a threefold increase

in sensitivity. The colors of these cobalt salts

are affected by temperature as Avell as humidity.
The quantitative measurement of water vapor has
been successfully made by using cobaltous bro-

mide as an indicator in a visual (112) and in a
photoelectric (123) colorimetric method.
There is a series of compounds of ketones and

Grignard reagents which can form internal ions

accompanied by the development of intense color,

induced by the presence of water. Some useful

compounds are tne complexes of Michler's ketone
(tetramethyl-diaminobenzophenone) and Grig-
nard reagent (ethyl magnesium bromide, methyl
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magnesium iodide, or phenyl magnesium iodide).

An apparatus, employing the color change of
these compounds, has been developed, primarily
for detecting moisture in compressed oxygen ( 19)

.

The apparatus and method involves sealing a
measured amount of compound with dry sand in

a glass ampule. Then, under a controlled and
uniform rate of gas flow, the ampule is broken
and the time for the movement of the resultant

color front along a specified distance is meas-

ured. This time, for a given batch of ampules
identically made, is a function of the moisture
content, tlie temperature and rate of flow.

A method for the analytical determination of
the water content in a wide range of materials
was proposed by Karl Fischer in 1935 (84). His
reagent, a solution of iodine, sulfur dioxide and
pyridine in methanol, is the basis of titrimetric

procedures that have been applied to moisture de-

terminations in gases (20).

5. Test Methods

The testing and calibration of hygrometers in-

volve the production and control of atmospheres
of knowm relative humidity over a wide range of

temperatures. While the methods of humidity
production are varied, they may be classified, con-

veniently, into several categories. The equipment
for producing the known relative humidity must
be designed so that hygrometers to be tested can
be conveniently exposed to the controlled atmos-
phere.

The sections below are restricted largely to the
description of methods of producing a constant
humidity of known amount useful for calibration

of hygrometers.

5.1. Basic Methods

Relative humidity is related, through the funda-
mental gas laws, to such parameters as tempera-
ture, pressure, and water-vapor content. Several
convenient and practical methods are available of
directly establishing atmospheres of known rel-

ative humidity with sufficient precision and ac-

curacy by the measurement and control of these

parameters, without requiring auxiliary humidity
measuring and sensing instruments.

The principle of divided flow may be employed,
when flow is permissible, to produce any desired
humidity. Apparatus, based on this principle,

has been described in (76) for use at temperatures
above freezing and in (134 and 149), for use at
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Figure 1. Simplified schematic diatjram of the principle

of operation of the divided-flow humidity apparatus.

Figure 2. Simplified schematic diagram of the two-temper-

ature recirculating method of relative-humidity pro-

duction.

A, gas pump; B, test chamber; C, water; D, saturntor ; B,

thermostatted batli.

temperatures below 0° C (32° F). A stream of

dry air is divided accurately, usually by means of

a proportioning valve, into two parts. One part

is saturated, with respect to water or ice; thej

other part is maintained dry. The two parts are

then recombined in a test chamber and exhausted
into the air. The relative humidity is given by
the ratio of the division. A simplified schematic
diagram of this method is shown in figure 1.

In the recirculation or two-temperatures
method, a stream of air is saturated at a controlled

temperature and then the temperature of the mix-

ture is elevated, without loss or gain in moisture.

A measurement of the two temperatures serves to

determine the relative humidity. To insure com-
plete saturation at the lower temperature, the air

stream is recirculated in a closed system from the

saturator (at the lower temperature) to a test

chamber (at the higher temperature) and back

to the saturator. The temperatures must bo ac-

curately measured and controlled ; for example,

at 20° C (68° F) an error of 0.2° C (0.8° F) in

either temperature measurement represents 1 per-

cent error in relative humidity, which error in-

creases at lower temperatures. Laboratory equip-

ment of this type has been built (106, 155), but

none is commercially available. The method is il-

lustrated in fijiure 2.



In (ho two-prossuiv, uu'lliod (147) a stream of
siii* (or some other j;:is) ul. an elevated ])i"es.suro

is saturated and the pressure of tlie saturated air

is reihieed as reipiired to obtain any desired lui-

midity. Since the desire<l rehdivo Inimidity is

required, usually, at) atmospheric j^ressure, the
elevated pressure is so adjusted that the air, upon
exi)ansiou (o atmosi)heric pressure, will be at the
proper relative humidity. The pressure of the
air and water vajwr inixture is meiisured at both
the elevated and reduced pressures, and so are the
teniperatures, if they diil'er. To insure tliat the
saturator and test chamber temperatures remain
the same, and also to provide a means of con-
trolling and establishin<; any desired temperature,
the saturator and test chamber are innnersed in
a thermostatted bath. To prevent condensation
tl:e saturated air temperature must not fall below
the dewpoint, wliich may require heating the mix-
ture at or before it flows through the pressure-
reducing valve. Even at room temperature, con-
trol of the saturator temperature will be necessary
if the air flow is appreciable. At constant tem-
perature, the relative humidity is roughly the ratio

of the two pressures, assuming ideal gas laws.
More accurate computation of the relative humid-
ity takes into account deviations from the ideal

gas laws (147).

One tyjje of saturator employed in this method
consists of a cylinder filled with clean sand and
water through which the air passes. Another
type similai-ly consists of a cylinder into which
water has been added, but the air in this type
ent:ers the cylinder tangentially to and above the
Avater (or ice) surface and, after swirling around
many times over the water, emerges through a cen-
tral port at the top. A sketch of this method is

shown in figure 3.

In the water or steam injection method for the

precise control of relative humidity, moisture and
dry air are mixed in desired proportions, using

1

1^
Figure 3. Simplified schematic diagram of the two-

pressure method of relative-hwmidity prodtiction.

A, High-pressure source ; B, pressure reducer ; C, saturator
(water or ice); D, valve; E, heat exchanger; F, test
chamber ; G, to atmosphere ; H, thermostatted bath.

nozzles, orifices or other metering elemcmts in con-
junction with pressure reducers. See (G7) for
one application.

5.2. Secondary Methods

Very convenient methods exist for establishing
atmosjdieres of known relative humidity wliich

depend upon the ccjuilibrium vapor pressure of
water when a chemical is dissolved in it. These
methods are ideally suited for controlling the rel-

ative humidity of a small closed space. Equi-
librium conditions are more rapidly established
when air circulation or stirring, as by means of a
fan or blower, is employed. In all these methods,
the test chamber should be kept free of hygro-
scopic materials, such as wood.
The saturated salt solution method is inexpen-

sive and simple and produces constant relative

humidities that are roughly independent of tem-
perature. This method is used frequently for cal-

ibrating mechanical type hygrometers. A sealed
chamber is required, for which a large glass jar
or bell jar is often suitable. The salt solution is

made up as a slushy mixture in a glass or enameled
ti'ay or in the glass jar, if used, Avith the solution
spreading over as large an area as practicable.

Distilled water and chemically pure salts must be
used. The salts listed in table 4 have been found
useful; for a list of others see (4). The data in

table 4 are based partly on tlie vapor pressure data
given in the International Critical Tables (17)
and partly on dewpoint measurements made at
this Bureau.

Table 4.

—

Saturated salt solutions suitable for use in
humidity control

KN03 = potassium Ditrate
NaCl=so(lium chloride

Mg(N03lj.6Hj0= magnesium nitrate
MgCl!.6H!0=ma(;nesium chloride

LiCl = lithium chloride

Tempera-
ture

"C
0
6

10

15
20
25

30
35
40

"F
32
41

50
59
fi«

77

86
95

104

Relative humidity of saturated salt solution

KNOi NaCl Mg(N03)j.6HsO MgCh.OHjO LiCl

%
97
96

95
95
94

93
92
90

%
76

76
J5
75
75
75
75
75
75

%
64
64
63
53
53
52
52
51

51

%
34

33
33
33
33
33
32
32
31

%
19
16

14

13

12
11

11

II

11

Water-sulfuric-acid mixtures (39, 52, 63) pro-

duce atmospheres of relative humidity that de-

pend on composition and temperature. Two
techniques may be employed. The liquid may be
exposed in a suitable tray in a sealed chamber to

give the equilibrium vapor pressure of the mix-
ture, or air may be bubbled or otherwise brought
into intimate contact with the liquid. Wilson's
data (39) are reproduced in table 5.
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Table 5. Relative humidity obtained from water-sulfuric
acid solutions

Relative
Percentage of HjS04 (by weight) at—

humidity
0° C 25° C 50° C 75° C

%
10 63.1 64.8 66.6 68.3
25 54.3 5.'i. 9 57.5 59.0
35 49.4 50.9 52.5 54.0
50 42.

1

43.4 44.8 46.2
f.5 34.8 36.0 37.

1

3S.3
75 29.4 30.4 31.4 32.4
90 17.8 18.5 19.2 20.0

Water-glycerine mixtures (63) will similarly

produce atmospheres of known relative humidity.
The techniques employed with water-sulfuric
acid mixtures work equally well with water-
glycerine mixtures. The relative humidity ob-
tainable at 25° C from various water-glycerine
solutions are given in table 6.

Table 6. Relative humidity obtained from water-glycerine
mixtures at 26° C

Relative humidity Glycerine (by weight) Specific gravity

% %
10 95 1.245
20 92 1.237
30 89 1.229
40 84 1.216
50 79 1.203
60 72 1. 184

70 64 1. 162
80 51 1. 127
90 33 1.079

5.3. Control Methods
In response to a sensing element, such as a

mechanical hygrometer, electrical hygrometer,
or psychrometer, the humidity of a closed space
may be raised by water, spray or steam injection,

by exposure to a water surface or wet wicks, or
by the introduction of saturated or high humidity
air (or gas), or the humidity may be lowered by
chemical absorption, or the introduction of dry
air (or gas). The controls that are used may be
manual or automatic.

One type of controlled-humidity chamber de-

sign (32, 45) consists, essentially, of a sealed

chamber, such as a bell jar, in which air circula-

tion is obtained by means of a fan. Two trays,

each with a tight cover that can be raised and

lowered externally, are placed in the chamber.
One tray contains a chemical absorbent, such as

sulphuric acid, silica gel or Drierite, while the
other contains distilled water, preferably with ex-

posed cotton or linen wicks. The cover of the
appropriate tray is raised until a hygrometer in-

dicates that the desired relative humidity has been
attained. The cover is then dropped and, since

the chamber is sealed, the humidity remains con-

stant. This chamber may be made automatic by
using the output of a sensing element, through an
appropriate circuit, to raise or lower the required
cover.

See (8,10, 12, 50, 54, 58, 62, 65, 92, 114, and 129)

,

for additional suggestions and details.

5.4. Comparisons with Standards

Wliile it is preferable to use atmospheres of

known relative humidity for testing or calibra-

tion, it is often desirable to make spot checks of

mechanical hygrometers and hygrographs under
prevailing atmospheric conditions or even, in some
cases, to test or calibrate hygrometers in cham-
bers where the humidity is not known or only

known approximately. Under these conditions,

the readings of the instrument under test may be
compared with those of a standard instrument.

It is generally considered that the primary
standard in hygrometry is the gravimetric method
of water vapor measurement. However, except

for work of the highest order of accuracy, this

method is seldom used as a working standard. On
the other hand, proved designs of dewpoint indi-

cators and recorders are frequently employed as

working standards where accuracy is desired.

Many models are in the nature of laboratory in-

struments, especially those depending on visual

observation and manual temperature control, re-

quiring skilled personnel for successful operation

so that they are not usually used in routine cali-

brations. The dry- and Avet-bulb psychrometer is

particularly suited for rapid routine work. It

sliould be used Avith caution in small enclosures,

for evaporation from the wet-bulb may increase

the relative humidity of the space being measured.

If adequate ventilation is secured and proper pre-

cautions are observed, the psychrometer is cali-

brated merely by having its thermometers

calibrated.
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Pressure-Humidity Apparatus'

Arnold Wexler and Raymond D. Daniels, Jr.

An apparatus for producing atmospheres of known relative humidity, based on the
"two-pressure principle", is described. It has a working space (test chamber) of 1 cubic
foot, in which the relative humidity may be varied and controlled from 10 to 98 percent, the
temperature from —40° to +40° C, the air flow up to 150 liters per minute, and the test-

chamber pressure from y2 to 2 atmospheres. The humidity in the test chamber may be set

and maintained to an accuracy of at least of 1-percent relative humidity.

1. Introduction

The pressure-humidity equipment is a laboratory
apparatus for producing atmospheres of known re-

lative humidity by control of the pressure in the test

chamber of air saturated at a higher pressure. As
this apparatus was developed primarily for hy-
grometer research and calibration, especially on
electric hygrometer elements, which, during use, are

subjected to a wide temperature range, it was essential

that the temperature of the working space should be
adequately controlled and maintained at any desired
value from —40° to +40° C. Futhermore, it was
desirable that any relative humidity, from 10 to 98
percent, should be conveniently produced and that a
change could be made rapidly from any one value of

relative humidity to any other value. Finally, it

was also desirable to have a means of varying the rate

of air flow through the working space, selected to

have a volume of about 1 ft^

An apparatus has been developed that successfully

meets the above requirements. It operates on what
may be called the "two-pressure principle." Basi-
cally, the method, shown in elemental schematic form
in figure 1, involves saturating air, or any gas, with
water vapor at a high pressure and then expanding
the gas to a lower pressure. If the temperature is

held constant during saturation and upon expansion,
and the perfect gas laws are assumed to be obeyed,
then the relative humidity, RH, at the lower pressure,

Pt, wiU be the ratio of the absolute values of the
lower pressure. Pi, to the higher pressure, Pj, that is,

RH=lOOXPi/Ps.
Water vapor-air mixtures depart from ideal gas

behavior, so that the simple pressure ratio does not
strickly define the relative humidity. Weaver ^ ^

has shown that an empirical equation of the form

RH=100X P, (l-KP,)
P. (l-KPsY

where the constant K has a value of 0.00017 when
the pressure is expressed in pounds per square inch,
more closely yields the true relative humidity. The
magnitude of the correction introduced by the term

' The development of this apparatus was sponsored by the Aerolosy Branch
of the Bureau of Aeronautir";.

» E. R. Weaver, and R. Rilev, .1. Research NBS 40, lfi9 (1948) RP1865.
• E. R. Weaver, Anal. Chem. 23. 107G flPSl).

{l—KPt)Kl— KPs) is shown in table 1 for the
applicable range of test-chamber pressures (ji to 2

atm) and relative humidities (10 to 100%). With at-

mospheric pressure in the test chamber the maximum
error does not exceed K of 1 -percent relative

humidity and hence, for most work, may be neglected.
Even at a test-chamber pressure of 2 atm, the
maximum error is less than 0.5-percentrelative humid-
ity. For very precise work, it is preferable to use

J,he empirical equation.

Table 1. Error due to nonideal behavior of water-vapor—air
mixtures

Relative humidity, percent

Test-
chamber
pressure

100 80 60 40 20 10

Error in relative humidity, percent

o6' aim
}i
1

2

0
0
0

0.02
.05

.10

0.05
.10
.20

0.08
.15

.30

0. 10

.20

.41

0.11
.23
.47

The pressure method was developed by Weaver
and Riley (see footnote 2) for the calibration of
electrically conducting hygroscopic films used in the
measurement of water vapor" in gases. Their equip-
ment was designed for low rates of gas flow and was
used under ambient room-temperature conditions.

Figure 1. Simplified schematic drawing of the principle of
operation of the pressure-humidity apparatus.

A, high-pressure air source; B, pressure regulator; C, saturator; D, pressure
gage; E, eipansion valve; F, test chamber; O, pressure gage; H, exhaust valve;
I. atmosphere or vacuum source; J, constant-temperature bath.
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Their saturator was a small cylinder, containhig
water and filled with fragments of pumice or stream-
washed gravel through which the gas could be
bubbled under pressure.

2. Description of Apparatus

The apparatus is shown, in block diagram in figure

2 and schematically in figure 3. It consists, essen-

tially, of the following functional components, through
which air flows continuously: A high-pressure air

source, a low-temperature drying system, a filtering

system, a warm-up unit, a pressure regulator, a
humidifying system, an expansion valve, a test

chamber, and an exhaust control system.
Air is supplied from a 250-psig reciprocating

compressor, Al, figure 3, capable of delivering 5

ftVmin of free air at room temperature. This air

is filtered (A^) to remove pipe scale, dirt, dust, or
other solid material, and is then introduced into the
drying system (fig. 4).

Water from the air at the supply pressure is

removed by freezing in a train of four drying units

immersed in a bath, D, containing a mixture of dry
ice and Stoddard solvent. The first two units, A4
and A5, are large-capacity centrifugal water sep-

arators. These are followed by a copper coil, A6,
and a baffle dryer, A7. Particles of snow or ice and
droplets of oil (from the compressor) are caught by
a filter, A8, which is maintained immersed in the
same low-temperature bath, D.
The air emerges from the dryer at about —78° C.

It is then heated in the warm-up unit to a tempera-
ture somewhat greater than that being maintained
in the thermostatted liquid bath, B. The warm-up
unit consists of an electric heater, A9, that is con-
troUed by a thermoregulator, AlO. Two pressure
regulators, AlS, and A14, in series reduce the pres-

sure and maintain it constant in the hymidifying
system.

Saturation is accomplished in four stages. The
air is first passed through the external gross satura-

tor, AlS, which is kept at a higher temperature than
the bath, B, and then through the three bath satu-

rators, AlS, AW, and AS2. The gross saturator,

because of its higher temperature, introduces water
vapor in excess of that required for complete satura-

tion at bath temperature. The combination of

HIGH

PRESSURE
AIR SOURCE

LOW
TEMPERATURE

DRYING SYSTEM

AIR WARM-UP
FILTRATION UNIT

©
TEST EXPANSION HUMIDIFYING PRESSURE

CHAMBER VALVE SYSTEM REGULATOR

EXHAUST
CONTROL
VALVE

ROOM OR

VACUUM SOURCE

heat exchangers A17, A19, and A21 and centrigfugal
saturators AlS, A20, and A22 precipitates this excess
water vapor so that just complete saturation is

obtained in the final saturator, A22. The bath
saturators and heat exchangers are shown in figure 5.

The saturators are simple in design and function
equally well below as well as above the freezing
point of water. They are similar to a type pre-
viously used ^ with considerable success. Each
saturator consists of a c}dinder to which water is

added to a convenient depth. Air is discharged
through a nozzle into the chamber above the water
surface and tangential to the vertical walls and is

exhausted through a central port in the top. The-
centrifugal force creates a whirlpool action that
thoroughly mixes the water vapor with air. Spray
and liquid water are forced to the walls by centrif-

ugal force, so there is little tendency for liquid water

Figure 3. Schematic flow diagram of the pressure-humidity
apparatus.

Al, high-pressure source; A2, filter; A3, valve; A4, centrifugal water separator;
A5, centrifugal water separator; A6, copper cooling coil; A7, fin air dryer; A8,
low-temperature filter; A9, electric heater; AlO, bimetal thermoregulator; All,
air reversal valve; A12, shut-off valve; A13, pressure regulator; AH, pressure regu-
lator; A15, external gross .saturator; A16, resistance thermometer and indicator;

A17, 19, 21, 25, copper coil heat exchangers; AlS, 20, 22, centrifugal saturators;

A23, 27, pressure gages; A24, expansion valve; A26, test chamber; A28, linear

flowmeter; A29, exhaust control valve; B, insulated liquid (Stoddard solvent,
constant-temperature bath; D, insulated dry-ice bath; HI, bimetal thermoregu-
lator; H2, electric heater; H3, input voltage; Tl, Stoddard solvent cooling coil;

T2, positive rotary displacement pump; T3, motor; T4, Stoddard solvent bypass
valve; T5, Stoddard solvent control valve; T6, centrifugal stirrer; T7, constant
electric heater; T8, intermittent electric heater; T9, 10, thermistors; VI. vacuum
source; V2, vacuum shut-off valve.

Figure 2. Block diagram of the pressure-humidity apparatus.
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Figure 4. Drying system and Stoddard solvent cooling coil.

Figure 5. Bath saturators, heat exchangers, and test chamber.

to emerge through the exit port. A multilayer fine-

wire screen baffle is used at the exit as a further guard
against the escape of liquid water. As air does not
bubble through the water but only passes over its

exposed surface, the water may be frozen without
impairing the functioning of the saturator.

Upon emerging from the final saturator,

the pressure of the air is reduced by expansion
valve A24- Because a temperature drop may occur
in the air at the expansion valve, a final heat ex-

changer, A^5, is provided for bringing the air to
bath temperature before it enters the test chamber,
M6.
The working space, A26, is a cylindrical chamber

having a nominal volume of 1 ft^. It is shown with
the cover removed in figure 6. Tubular outlets
extend from the chamber to allow electric leads to

be brought in and out of the working space. The
air discharges from the chamber into a linear flow-
meter, A28, and then through an exhaust control
valve, A29, into a vacuum source or simply into

Figure 6. Test chamber with cover removed.

S

Figure 7. Temperature control circuit.

T, Thermistor; R, precision helical rheostat; B, 22H-v battery; S, batteryswitch;
A, microamnieter; O, a galvanometer relay; P, input from pulsing circuit; F,
fuse; J, power relay; E, input voltage for power relay coil; H, intermittent bath
heater; V, input voltage for intermittent heater; L, pilot lamp.

the room air. The chamber is suspended from a
counterweight system so that it can be easily raised

above or immersed into the liquid bath, B. A length
of flexible metal hose, between the test chamber,
A26, and the final heat exchanger, A25, permits the

test chamber to have the required motion.
The saturation pressure, Ps, is measured in the

final saturator, A22, by gage A23, and the test

pressure is measured in the test chamber by gage A27.
These measurements are made with high-precision
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laboratory test gages that have been caUbrated
against the National Bureau of Standards pressure
standards. For atmospheric or reduced pressures,

a high-quality calibrated aneroid barometer is used.
From atmospheric pressure up to 2 atm, a mer-
curial manometer is employed. The higher pressures
are determined with either a 0- to 50-psig or a 0- to
200-psig Bourdon tube gage.
The temperature of the liquid bath, B, can be

adjusted to and closely regulated at any temperature
from —40° to +40° C by a simple on-off thermo-
statting system. Stoddard solvent, which is used as
the bath liquid so that low temperatures may be
attained, is actively agitated by a centrifugal stirrer,

T6, and is circulated from the bath, B, by a positive
rotary displacement pump, T2, through a copper
coil, Tl , immersed in a mixture of dry ice and
Stoddard solvent in bath D and back into bath B.
By proper manual setting of a bypass valve, T4,
and a control valve, T5, the rate of Stoddard solvent
flow is adjusted so that the bath B tends to cool
slightly. The desired bath temperature is estab-
lished by resistances (coupled helical precision
rheostats), R, in a Wheatstone bridge circuit, figure 7.

Thermistors, T, with temperature coefficients of 4
percent/deg C, are employed as the temperature-
sensitive elements. Any cooling disturbs the bridge
balance, which is sensed by a galvanometer relay,

G. A current of y2ixa deflects the galvanometer
pointer against a magnetic contact, actuating a
power relay, P, and, in turn, intermittent bath
heater, H. The operation of an electromagnetic
plunger returns the pointer to a sensing position.

If the bridge is unbalanced, the pointer will deflect

and again throw on the heater; if the bridge is in

balance, the pointer will remain in a null position.

An electronic pulsing circuit, P, periodically triggers

the plunger so that the pointer may sense the bridge
balance.

3. Operation of Apparatus

The method of operation of this equipment is

simple. The instrument, material, or device under
investigation is inserted into the test chamber, the
latter closed and immersed into the liquid bath.
Distilled water is added to each saturator to an
appropriate depth. Solid carbon dioxide is then
added to the dry-ice bath, D. The temperature of

the liquid bath is brought to and maintained at the
desired value. Air from the high-pressure source is

allowed to pass through the apparatus and the
pressures in the saturators and test chamber adjusted
to give any preselected relative humidity. The
thermoregulator controlling the temperature of the
air passing through the warm-up unit is set to main-
tain a temperature in the external saturator several

degrees higher than in the liquid bath. Wlien ther-

mal equilibrium had been established in the com-
ponents in the liquid bath, the pressure ratio indi-

cates the correct relative humidity in the test cham-
ber. Changing the relative humidity primarily
involves adjusting the pressure regulators so that

they will maintain a new pressure in the saturators.
To maintain a constant air flow, a minor adjustment
of the expansion valve is also made.
When atmospheric pressure is desired in the test

chamber, the air emerging from the chamber is

allowed to exhaust directly into the room. Elevated
pressures in the chamber are obtained by throttling
the flow from the chamber by means of the exhaust
control valve, A29, figure 3. Reduced pressures in
the chamber are achieved by attaching a vacuum
source to the exhaust control valve and adjusting
the valve to give the required reduced pressure.

In operating below freezing, one precaution must
be observed. The level of the water in each satura-
tor must be kept below the inlet nozzle, otherwise,
on freezing, the opening will be sealed by ice.

The equipment may be operated continuously for
8 to 16 hr, after which the accumulated water in
the dryer should be removed. Failure to do so may
result in clogging of the dryer by ice and the reduc-
tion, or even complete stoppage, of air flow.

The removal of water from the dryer is accom-
plished in two steps. First the dry ice bath is

raised to room temperature by a thermostat, Hi,
and heater, H2. Then suction is applied by vacuum
source VI and room air drawn through the reversal
valve, All , and dryer until all the water has been
evaporated. Overnight operation usually suffices to

remove most of the water.

4. Performance and Accuracy
The psychrometric and dew-point methods of

humidity measurement were used independently to

evaluate the accuracy of the humidity produced by
the equipment. A thermocouple wet-and-dry-bulb
hygrometer was employed over a wide range of

relative humidities and at temperatures from 0° to
30° C. A dew-point instrument having a thermo-
couple embedded just below the surface of a small

{Yi in. in diameter) mirror for temperature measure-
ment, manually controlled heating and cooling of the
mirror, and visual observation through a telescope

for dew and frost detection, was constructed and
used to measure dew points from room temperature
down to —27° C. A series of experiments was made
in which the relative humidity measured by the

above two methods was compared with the relative

humidity given by the ratio of the test-chamber
pressure to the saturator pressure. The results are

shown in table 2. The average difference in per-

centage of relative humidity between the psychro-
metrically determined values and the apparatus
values given by the pressure ratio is ±0.4 percent,

and the average difference in percentage of relative

humidity between the value determined by dew-
point measurement, and the apparatus value given

by the pressure ratio is ±0.6 percent. Similarly,

the algebraic average differences are —0.2 and 0.0'

respectively. It may be assumed that as there is

no marked tendency for the differences to be either

positive or negative, the air passing through the

saturators emerges neither supersaturated or under-
saturated.
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Table 2. Summary of calibration

Date of

run

3-28-51

4-18-51

4-24-51

Ndininal
ambient
bath

temper-
ature

23.5

30.4

24.7

6.0

-4.8 .

-9.6

Relative
humidity
produced
by pres-
sure-hu-
midity

apparatus

%
96.1
90.1
81.6
74.4
59.6
50.1
38.0
25.1

92.9
79.8
Cl.O
49.5
37.2
24.6

92.6
78 3

59.6
49.2
37.0
24.9

97.9
88.8
77.6
77.4
54. <<

36.9
23.0

96.9
90.6
77 9

57.7
42.7

96.2
53.9
36.6
28.3
23.2

96.8
86.0
74.7

76.4
68.3
54.1

96.3
88.0
78.7
66. t

56.7

Relative humidity
measured by

—

Difference in rela-

I tive humidity
between pressure-

I

humiditv appa-
ratus and —

Dew-
[

hy^om-P^y^hrometer

eter

96.7
88.7
75.9
77.9
5.5.4

37 3
23.9

97.0
92.1
78.6
58.5
42.9

96.3
54.7
36.6
28.4
23.

1

97. 1

86.7
74.7

75.9
68.2
53.5

95.6
89.1
78.2
65.0
55.6

%
96.2
91.1
82.3
75.2
59.7
50.5
38.4
25.4

92.4
79.8
61.0
49.3
37.0
24.2

92. 9

78.6
59.7
49.

1

37 2
24.8

96.9
91.4
78.5
58.2
42.6

94.7
53 8
36.7
28.8
23.5

Arithmetic
avg

-Algebraic
avg

Dew-
I

Psyehro-
point I metric

measure- measure-
ment

I

ment

+1.2
-fO.l
+1.7
-0.5
-.6
-.4

-.1
-1.5
-0.7
-.8
-.2

- 1

-.8
.0

-. 1

+.1

- 3

-.7
.0

+.5
+.1
+ 6

+ 7-M
+0.5
+1.4
+ 1.1

±0.6

.0

%
-0.1
-1.0
-0.7
-.8
-.1
-.4
-.4
-.3

+ .5

.0

.0

+.2
+ .2

+.4

-.3
-.3
-. 1

-.2
-.2
+.1

0.0
-.8
-.6
— .5

+.1

+1 5

+0-1
-.1
-.5
-.3

±0.4

-.2

The relative-humidity range obtainable is limited
by the range of ratios of test-chamber pressure to

saturator pressure. The maximum saturator pres-
sure that can be employed with this apparatus is

about 150 psi. When the test chamber is maintained
at its maximum pressure (about 2 atm), the mini-
mum relative humidity is about 20 percent. At
atmospheric pressure, a relative humidity as low
as 10 percent is readily produced, and at a reduced
pressure of }^ atm, the minimum relative humidity
decreases to 5 percent.
The temperature range of the equipment extends

from —40° to +40° C. The upper end is limited
by the flash point of the b^tn liquid (Stoddard

solvent). However, by substituting water for Stod-
dard solvent as the bath liquid, the upper end of

the temperature range may be extended to about
90° C.
The accuracy with which any desired relative

humidity may be established is a function of the

uniformity of temperature in the apparatus, par-
ticularly in the final saturator and the test chamber.
The relative humidity in the test chamber will be
equal to the pressure ratio of the test chamber to

final saturator only if these two units are at the
same temperature. The distribution of temperature
within the saturators. test chamber, and surrounding
liquid bath was explored by means of thermocouples,
located at the inlet, outlet, and in the water of each
saturator, near the front and rear of the test chamber,
and at four separate points within the liquid of the
bath. As an indication of the variations in temper-
ature that may exist in the apparatus, data are

presented in table 3 of the average temperatures
at various locations for three 2-hour runs at different

ambient temperatures. It may be seen that the dif-

erentials are of minor magnitude, especially between
the final bath saturator and the test chamber.

Table 3. Temperature distribution

Initial bath saturator:
Air inlet

Air outlet
AVater

Intermediate bath saturator
Air inlet-

Air outlet
Water

Final bath saturator:
Air inlet.

Air outlet
AVater

Test chamber:
Front
Rear

Bath:
Side ot test chamber
Exoansion valve.
Rear of test chamber
Bottom

Temperature

" C ° C " C
9. 55 23.33 30. 24
9. 57 23 30 30. 25

9.66 23, 29 30. 30

9. ft? 23. 35 30, 45
9. 65 23. 36 30. 44

9.63 23.29 30, 39

9.64 23, 39 30,48
9. 65 23. 40 30- 44

9. 66 23. 36 30, 43

9. 64 23. 35 30- 40
9. 61 23. 35 30. 37

9.64 23. 38 30 40
9.64 23. 39 30- 40
9. 61 23. 39 30 39
9. 58 23. 38 30- 39

The constancy of bath temperature is of impor-
tance, for quite often materials or hygrometers under
investigation are temperature dependent. The con-
trol system has effectively regulated the bath at

temperatures from —40° to -|-40° C. For periods

of time of 2 to 5 hours, average fluctuations of

0.02 to 0.05 deg. have been observed.

5. Discussion

This equipment has been used successfully for

calibration testing and research. The working space
of 1 ft^ is ample for most instruments, materials,

and devices that have to be completely immersed
in an atmosphere of known relative humidity. There
is no theoretical limitation on the size of the test

chamber that may be employed with this type of
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equipment; a larger sized chamber would simply
require a larger surrounding liquid bath. Neither
is there any limitation on the geometry of the test

chamber. A cylinder was chosen in this case for

ease of construction, but any other space configura-

tion can be substituted. Even in the present design,

the cylindrical test chamber can be uncoupled from
the setup, and, within the limitation of the available

bath space, any other size, shape, or design of

chamber can be attached.

Occasionally air of known or preestablished dew
point is required at a place or instrument remote
from the test chamber. The desired dew point

can be readily produced by the apparatus, and all

or part of the air from the test chamber can be
piped wherever needed. The only limiting factor

involves the temperature of the ambient air, which
must not drop below the dew point of the air flowing
through the transmission tubing, because condensa-
tion may occur in the lines.

The range of relative humidities obtainable with
this type of equipment may be e.xtended to much
lower values by using a higher pressure source. A
250-psig compressor, operating between 150 to 200
psig, is used in the present design and provides
relative humidities that are sufficiently low for most
purposes. Much higher pressures would necessitate

components capable of withstanding those high
nressures. Similarly, for flows in excess of 5 ft^/min,

a compressor having a larger volume capacity would
be required.

The rapidity with which the relative humidity
may be changed depends primarily on the time in-

volved in adjusting the pressure regulator, which
controls the saturation pressure. Minor adjust-

ments of the expansion valve and the e.xhaust con-
trol valve may be required after the major pressure

adjustment has been made. These operations can

easily be executed within 30 sec. At low rates of

flow, the limiting factor ceases to be the time re-

quired for performing the above mechanical opera-
tions and becomes, instead, the time involved in

purging air of one relative humidity, with air of

another relative humidity. The component with
the maximum air volume is the test chamber. It

has a space of about 1 ft^, so that the purging time
depends upon the rate of air flow through this 1-ft^

volume.

6. Summary

An apptfratus of versatility and convenience for

producing atmospheres of known relative humidity
has been developed and constructed at the Bureau.
It operates on the "two-pressure principle," whereby
air is saturated at a high pressure and expanded to a
lower pressure, the relative humidity at the lower
pressure being the ratio of the lower to higher pres-

sure, provided the operation is performed at con-
stant temperature.

Important parameters can be varied and controlled

over wide ranges: relative humidity from 10 to 98
percent; temperature from —40° to +40° C; flow

up to 150 liters/min; test-chamber pressure from
to 2 atm. The relative humidity can easily be
changed from one value to another within 30 sec.

Independent checks on the accuracy of the rela-

tive-humidity production with the psychrometric
and dew-point methods have yielded average agree-

ments of ±0.4 to ±0.6 percent. As the latter

methods of measurement are probably no more
accurate than about ±0.5 percent, it is reasonable
to assume that the apparatus produces relative

humidities that are known to at least ± 0.5-percent

relative humidity.

Washington, December 12, 1951
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Relative Humidity-Temperature Relationships of Some
Saturated Salt Solutions in the Temperature

Range 0° to 50°

Arnold Wexler and Saburo Hasegawa

The relative humidity-temperature relationships have been determined in air in equi-

librium with saturated salt solutions of lithium chloride, LiCl-HaO; magnesium chloride,

MgCl,-6H20; sodium dichromate, Na2Cr207-2H;0; magnesium nitrate, Mg(N03)2-6H20;
sodium chloride, NaCl; ammonium sulfate, (NH4)2S04; potassium nitrate, KIvOo; and
potassium sulfate, K^SOi, over a temperature range of 0° to 50° C, using the devvpoint

method. The relative humidity is a continuous function of temperature, and, except for

sodium chloride, is monotonic. The curve for sodium chloride increases from 74.9-percent

relative humidity at 0° C to a maximum of 75.6 percent at 30° C and then gradually de-

creases to 74.7 percent. The maximum change in relative humidity with temperature,
about 15-percent relative humidity as the temperature increases from 0° to 50° C, occurs
with saturated salt solutions of sodium dichromate and magnesium nitrate.

1 . Introduction

Saturated salt solutions are very useful in produc-
ing known relative humidities, principally for testing

and calibrating selected hygrometers and hygro-
graphs at temperatures above 0° C. The saturated

salt solution is made up as a slushy mixture with
distilled water and chemically pure salt in a glass or

enameled tray and is enclosed in a sealed metal or

glass chamber. When equilibrium conditions, usu-

ally hastened by forced air circulation or stirring, are

attained, the chamber space is at a constant relative

humidity. Some saturated salt solutions produce
relative humidities that are roughly independent of

temperature.

The equilibrium values of relative humidity of the

saturated solutions of several salts used in calibra-

tion and testing are listed in NBS Circular 512 [1]
^

and are based partly on vapor-pressure data given
in the International Critical Tables [2] and partly on
dewpoint measurements made at NBS. The relative

humidity-temperature relationships of these, as well

as several other, saturated salt solutions have been
redetermined and are the subject of this paper.

The measurement of vapor pressure or vapor pres-

sure lowering of a salt solution may be made in sev-

eral ways. The differential methods are based on
the determination of the difference in vapor pressure
between the solution and solvent, using a sensitive

differential manometer. In the dynamic method, the
boiling point of the solution is determined under re-

duced pressure. The transpiration, or gas-saturation,

method involves the gravemetric measurement of the
water-vapor content of an inert gas saturated by
passage over or through the salt solution. The dew-
point method consists in reducing the temperature of

a mirror surface until condensation occurs.

' This investigation was financially supported by the Aerology Branch, Bureau
of Aeronautics, Department of the Navy.

2 Figures in brackets indicate the literature references at the end of this paper.

The dewpoint method was utilized in this investi-

gation. With this method, measurements could

readily be made in the presence of an air atmosphere
under conditions similar to those occurring in the

use of saturated salt solutions for humidity-control
purposes. Furthermore, other than using chemically
pure salts of reagent grade and distilled water, no
special precautions were taken. Thus the salts

contained trace impurities, and the water was air

saturated.

2. Description of Apparatus

The experimental setup shown in figure 1 was used
to determine the equilibrium vapor pressure of a
saturated salt solution. The bottom of a 2-liter

Wolff flask, A, was filled to a depth of 2 inches

with a saturated solution of a salt, B, made up as

a slushy mixture with a pure reagent grade chemical
and distilled water. A dewpoint apparatus, C, was
inserted through one side ne.ck of the flask; an air

stirrer, D, was inserted through the central neck of

the flask; and two copper-constantan thermocouples,
E and F, were inserted through the other side neck
of the flask. The Wolff flask was immersed in a
liquid bath, O. Automatic temperature control of

the bath was achieved by a system in which thermis-
tors, in a bridge circuit, detected the temperature
unbalance and a heater, H, supplied heat in pro-
portion to the unbalance. Below room tempera-
ture, a cooling system, I, was used to reduce the
bath temperature.
The shaft of the air stirrer, D, was supported in a

close-fitted bearing and driven, through a belt and
pulley, by an external remotely positioned motor.

Thermocouple, E, measured the air temperature
within the Wolff flask, thermocouple, F, measured
the temperature of the saturated salt solution, and
thermocouple, H, measured the temperature of the
liquid bath. These thermocouples were made with
cotton-covered Bakelite-insulated wire. To insure
that no spurious electromotive force would be
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Figure 1. Experimental setup.

A, 2-liter Wolff flask; B, saturated salt solution; C, dowpoint apparatus; D,
air stirrer; E, thermocouple for measuring air temp-erature; F, thermocouple for
measuring temperature of saturated salt solution; G, thermocouple for measuring
bath temperature; H, bath heater; I, cooling system; J, liquid bath stirrer; K,
cooling system control valve; L, cooling system by-pass valve; M, cooling system
pump; N, Stoddard's solvent mixed with dry ice; O, liquid thermostated bath;
P, position external to bath from which a light is projected on the dewpoint
mirror and from which the dewpoint mirror is observed with a telescope.

introduced because of electrolytic action, each
junction was coated and protected with polystyrene
cement. The thermocouple leads were covered with
grounded equipotential shiekls. A precision po-
tentiometer was used to measure the thermocouple
electromotive force with a precision of better than
1 microvolt.

A light was projected on the dewpoint mirror and
the mirror was viewed, through a telescope, from
position, P, external to the liquid bath.

Details of the dewpoint apparatus are shown in

figure 2. A l>rass cup, A, 3 inches in diameter and 3

inches deep, was attached to one end of a K-inch-
outside-diameter copper tube, B, }32-inch in wall
thickness. .A. dewpoint mirror, H, was soldered to

the other end of the copper tube. This mirror,

J^-inch-outside-diameter and ji inch thick, was
machined from copper, with a recess equal to the
wall thickness of the copper tube so that it would
fit snuggly in the end of the tube. The reflective

surface of the mirror was first ground and polished,

then plated with chromium, and finally lapped to

within one-half fringe of optical flatness. A 1-mm-
diameter hole was drilled in the center of the mirror,

from the rear, to within about %i inch of the front

reflective surface. A copper-constantan thermo-
couple, C, B&S gage No. 30, was inserted into the
hole and soldered to the mirror.

An insulated-wire heater, E, was wound around
the copper tube close to the mirror end. This heater
was controlled by a variable transformer from a 60-

cycle a-c power source. Glass-wool insulation, G,
was wrapped around the copper tube and retained in

position by a Bakelite tube, F, %-inch outside diam-
eter. A galvanometer mirror, I, attached to the

Bakelite tube by a metal bracket, J, allowed con-
venient viewing of the dewpoint mirror.

The addition of dry ice and alcohol to the brass

cup, A, figure 2, served as a cold source for cooling

Figure 2. Deivpoint apparatus.

A, Brass cup; B, copper cooling tube; C, thermocouple; D, rubber stopper;
E, heater; F, Bakelite tube; G, glass wool insulation; H, dewpoint mirror; I,
viewing mirror; J, support iDracket.

the dewpoint mirror, H, through conduction along
the copper tube, B. By decreasing the voltage
applied to heater, E, the temperature of the dewpoint
mirror could be lowered gradually until dew or frost

was detected. By increasing the voltage applied to
heater, E, the temperature of the mirror could be
raised slowly until all dew or frost disappeared. The
dewpoint mirror temperature corresponding to the
instant of appearance and disappearance was
measured by thermocouple, C.

3. Experimental Procedure

The procediu'e employed in making observations
was to adjust the liquid-bath temperature to some
desired value and then permit the Wolff flask, with
its contents to come to temperature equilibrium.

After eqailibraim had been established, an observer
would manipulate the dewpoint heater control and
simultaneously view the dewpoint mirror until he
had obtained five successive appearances and dis-

appearances of dew or frost on the dewpoint mirror.

A second observer would then repeat the process

under the same operating conditions. Occasionally,

the two observers would take repeat sets of observa-
tions. In this fashion, for any one salt, data were
obtained at 10-deg. intervals from 0° to 50° C.

4. Results

For purposes of this investigation, it was assumed
that the dewpoint corresponded to the mean of the
observed temperature at which dew first appeared
and then disappeared. For a given observer, each
dewpoint therefore corresponded, usually, to the

average of a minimum of 10 temperature observa-
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tions. The dewpoint, for a salt at a test tempera-
ture, was taken as the mean of the dewpoints ob-

tained by each observer.

The ambient temperature was assumed to be the

mean of the air temperature and the saU. temperature
within the Wolff flask. As these temperatures wore
relatively stable for appreciable periods of time,

only one such set of temperature readings was ob-

tained by each observer for his corresponding set of

dewpoint observations.

The relative humidity in equihbrium with the

saturated salt solution is given by

RH=-X100,
ea

where ea is the vapor pressure of pure water at the

dewpoint temperature, and ea is the vapor pressure

of pure water at the ambient temperature. The
vapor pressures given in the Smithsonian Tables [3]

were used in this computation.
The mean relative humidity at each observed test

temperature is presented in table 1 for eight different

saturated salt solutions ranging in relative humidity
from about 11 percent to 99 percent. The data for

each salt were plotted, and the best smooth curve

obtainable by eye was drawn through the plotted

points. The faired values from this smooth curve

are given in table 2. They represent the best

estimates of the relative humidities obtained with

these salts at the selected temperatures.

Table 2. Faired values of relative humidity versus temperature

Relative humidity of saturated salt solution
Tempera-

ture
LiClHjO MgCl2-6H20 Na2Cr20;-2H20 Mg(N03)2-6H20 NaCl (NH4)2S04 KNO3 K2S04

°C % % % or or
'0

or % %
0 14.7 35.0 60.6 60°6 74.9 83"- 97.6 99. 1

5 14.0 34.6 59.3 59.2 75. 1 82.6 96.6 98.4
10 13.3 34.2 57.9 57.8 7.5.2 81.7 95.5 97.9
15 12.8 33.9 56. 6 56.3 75.3 81. 1 94. 4 97.5
20 12.4 33.6 55.2 54.9 75.5 80.6 93.2 97.2
25 12.0 33.2 53.8 53.4 75.8 80.3 92.0 96.9
30 11.8 32.8 52.5 52.0 75.6 80.0 90. 7 96.6
35 11.7 32.5 51.2 50.6 75.5 79.8 89.3 96.4
40 11.6 32.

1

49.8 49. 2 75.4 79.6 87.9 96.2
45 11.5 31.8 48. 5 47.7 75. 1 79.3 86.5 96.0
50 11.4 31.4 47. 1 46.3 74.7 79. I 85.0 95.8

Table 3. Scatter of data about smooth curves

Nominal Relative-humidity deviation of data from curve of saturated salt solution

tempera-
ture LiCl-H20 MgCl2-6H20 Na2Cr207-2H20 Mg(N03)2-6H20 NaCl (NH4)2S04 KN03 K2SO4

° C % % % % % % % %
0 0 4-0.3 0 +0.2 -1-0. I 0 -0.5 0
10 0 -.3 0 -.3 -. 1 0 +.4 -f. 1

20 0 -.2 +.2 +.8 0 0 -.2 -. 1

30 0 -1-.3 -. 1 -.3 0 0 1 -I-.2
4C +.2 +.5 -. 1 -I-.5 -1.0 -I-.4

- +. 1 -. 1

50 -. 1 -.2 +.2 -.6 0 0 0 +.1

Average.. 0 ±0.3 ±0. 1 ±0.6 ±0.2 ±0. 1 ±0.2 ±0.

1
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Table 1. Observed temperature-relative humidity data

Lithium chloride LiCl-HsO

Temperature °C -

.

Relative humidity— %.-
0.23

111. 7

9. 56
13.4

19.22
12.4

29. 64
11.8

39.64
11.8

46. 76
11.4

Magnesium chloride MgCl2-6H20

Temperature "C.
Relative humidity... %..

0. 42
35.2

9.82
34.1

19. .53

33.4
30. 18
33.2

39. 96
.32.7

48.09
31.4

Sodium dichromate Na2Cr!07-2H20

Temperature °C--
Relative humidity %-.

0.60
60.4

10. 14

57.8
19. 82
55.5

30. 01
52.4

37. 36
50.4

47. 31

48.0

Magnesium nitrate Mg(N03)2-6H20

Temperature °0 .

.

Relative humidity %-.
0. 39
60.7

9. 85
57.5

19. 57

55.8
30. 47
51.6

40.15
49.7

48. 10
46.2

Sodium chloride NaCl

Temperature -°C..
Relative humidity

0. 92
75.0

10.23
75.3

20.25
75.5

30.25
75.6

39. 18
74.6

48.30
74.9

_\mmonium sulfate (NH4)2S04

Temperature °C . .

Relative humidity % .

.

0. 39
83.7

10.05
81.8

20.04
80.6

30.86
80.0

39. 97

80.1

47.96
79.2

Potassium nitrate KNO3

Temperature _°C--
Relative humidity

0.62
97.0

10.17
95.8

20. 01

93.1
30.70
90.6

40. 35
88.0

48.12
85.6

Potassium .sulfate K2S04

Temperature °C .

Relative humidity %,.
0.54

99.0
10.08
98.0

19.81
97.1

30.44
96.8

39.94
96.1

48. 06
96.0



The plots of relative humidity versus temperature
yield curves that are continuous and, generally, vary
little with temperature over the temperature range
of 0° to 50° C. These plots are shown as solid-line

curves in figures 3 to 10. The maximum variation of

relative humidity with temperature occurs with
saturated solutions of sodium dichromate and
magnesium nitrate. For these salts there is an
absolute decrease in relative humidity of about 15

percent as the temperature increases from 0° to

50° C. The scatter of the mean experimental
values above the smooth curves is given in table 3.

The greatest scatter of the data occurs with sodium
chloride and is ±0.6 percent relative humidity. For
the other salts, the scatter is equal to or less than
±0.3 percent relative humidity.

20 30

TEMPERATURE, °C

Figure 3. Comparison of the faired NBS results with results

of other experimenters.

Figures 3 to 10, inclusive, show a comparison of the faired NBS results, as
solid -line curves, with the results of other experimenters. The following symbol
notation is used throughout these figures:

• ICT [2]

O Foote, Saxton, and Dixon [4]

+ Leopold and Johnston [5]

A Sakai [6]

Adams and Merz [7]

O Burns [8)

X O'Brien |9]
' A Speranskii (10, 15]

V Prideaux (11]

Edgar and Swan [12]

Stokes and Robinson [13]

* van't Hnff [M]
T Carr and Harris [16]

3 Lescoeur [17]

CJ Derby and Yngve [18]

CD Konduirev and Berezovskii [19]

O Ewing, Klinger, and Brandner (20

A Johnson and Molstad [21]

G Huttig and Reuscher [22]

H Ookcen [23]

20

TEMPERATURE

,

Figure 4.

(See fig. 3)

20

TEMPERATURE

,

Figure 5.

(See fig. 3)
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10 40 5020 30

TEMPERATURE
, °C

Fir.uRE 10.

(See fig. 3)

5. Discussion

5.1. General

There are several advantages to the use of the
dewpoint method in determining the equiUbrium
relative humidity over a saturated salt solution.
The experimental setup can be relatively simple,
requiring only a temperature-controlled liquid bath
for maintaining the salt solution and its containing
vessel at some fixed temperature and a dewpoint
detector. The dewpoint can be measured in the
presence of an air (or other noncondensible) atmos-
phere. Methods that depend on the direct measure-
ment of vapor pressure, either absolute or differen-

tial, require careful elimination of all gases and
vapors except the water vapor from above the salt

solution as well as the elimiaation of any dissolved
gases in the solution because these would produce a
serious error in the vapor pressure. The absolute
accuracy of the vapor-pressure measurement in-

creases with decreasing dewpoint for a given accuracy
in the dewpoint measurement. For example, if the
dewpoint is measured with an accuracy of 0.1 deg C,
the corresponding accuracy in vapor pressure is

0.008 mm Hg at -20° C,' 0.034 mm Hg at 0° C,
0.109 mm Hg at 20° C, and 0.296 mm Hg at 40 °C.
The accuracy, in terms of percentage of vapor
pressure, is 6.8 percent at —20° C, 0.7 percent at
0° C, 0.6 percent at 20° C, and 0.5 percent at 40° C.
Thus, the percentage accuracy in vapor-pressure
determination by the dewpoint method, for a given
dewpoint accuracy, is roughly independent of dew-
point or vapor pressure. The dewpoint method is

an indirect method; it yields a temperature from
which the vapor pressure is obtained by recourse to
tables. One of the inherent limitations of the
method lies in the basic accurac}^ of the tables. For
most work, and particularly for this investigation,
the standard tables are considered to have adequate
accuracy.

5.2. Errors

In determining relative humidity by the dewpoint
method, the principal errors arise in the measure-
ment of the dewpoint temperature and the ambient
temperature. The precision of the temperature
measurement, using calibrated single-junction copper-
constantan thermocouples and a calibrated precision
potentiometer, was 0.01 deg C, but the accuracy was
probably no better than 0.05 deg C. As (1) the ther-

mocouple for measuring the dewpoint was imbedded
only several hundredths of an inch below the surface
of the dewpoint mirror, (2) the body of the mirror
was copper, and (3) the rates of heating and cooling
were uniform and slow, it seems reasonable to assume
that any temperature differentials within or across
the mirror were negligible, say, no more than 0.01 to

0.02 deg C. Because of the relatively low thermal
conductivity of liquid water, the temperature differ-

ential across the thickness of a dew film was possibly
of greater magnitude. In cooling, the mirror was
colder than the exposed dew surface and in heating,

it was warmer. Two factors tend to reduce the

importance of tliis. First, by averaging the tem-
peratures at which dew is first observed to appear
and then disappear, the errors due to the differentials

across the dew, because they are of opposite sign,

tend to cancel. Second, by keeping the thickness
and quantity of dew small, the differentials can be
reduced to a minimum.
The manually operated and visually observed

dewpoint hygrometer required a certain degree of

skill for successful use. After some experience in

its use, it was possible to control the rate of heating
and cooling so that the mirror temperature could

be followed easily with a potentiometer, the appear-
ance and disappearance of dew could be detected
readily, and the thickness of the dew deposit kept
as small as desirable. An observer could repeat a

series of, say, five dewpoint determinations, at any
one time, with an average deviation of a single

determination from the mean of 0.04 deg C, with an
average deviation of the mean of 0.01 C, and with
an average range of 0.13 deg C. The average differ-

ence in temperature between the appearance and dis-

appearance of dew was 0.5 deg C, whereas the maxi-
mum difl^erence ever observed was 2 deg C. The dew-
point appeared to be independent of the various

observed differences in temperature between the

appearance and disappearance of dew.
The dewpoint (the average, usually, of five repeat

determinations) obtained by any one observer had
an average deviation from the mean of two or more
observers of 0.07 deg C. The average deviation of

the mean dewpoint of all observers for a salt solution

at any temperature was 0.04 deg C. The mean range
in dewpoint for all of the test conditions for two or

more observers was 0.16 deg C.
Because the dew was visually detected, it is likely

that different observers used different criteria for

defining the appearance or disappearance of dew.
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This may account to some extent for the spread in

dewpoint from one observer to another.

Below 0° C, either frost or dew (supercooled water)

may be deposited on the surface of the dewpoint
mirror. In all cases (which included dewpoints as

low as —23° C) the deposit first detected was dew.
If the mirror temperature was not permitted to fall

too far below the dewpoint, then dew remained on
the mirror tliroughout the determination. If the

muTor temperature dropped appreciably below the
dewpoint, the dew changed to frost.

The ambient temperature was taken as the mean
temperature of the salt solution and air. These
latter two temperatures differed from each other
because of the heat sources and sinks associated with
the setup. The fan used for stirring the air within
the chamber introduced heat through agitation;

conduction along the shaft added or abstracted heat,

depending on whether the room temperature was
above or below that of the test chamber. The
dewpoint hygrometer served as a serious heat sink,

for, by the very nature of its operation, it has to

be maintained below test-chamber temperature.
Although the insulation surrounding the conduction
rod aided appreciably in reducing the magnitude
of the heat loss, there was still enough loss to produce
a temperature differential between the salt solution
and air. The test-chamber temperature may there-
fore have an average uncertainty, because of this

differential, of 0.09 deg C.
The root-mean-square uncertainty in the dewpoint

determination is 0.07 deg C and in the ambient (test

chamber) temperature is 0. 1 0 deg C. The correspond-
ing uncertainty in relative humidity varies from a

I
maximum of 1.2 percent "for the high-humidity
saturated salt solutions to 0.2 percent for the low-
humidity saturated salt solutions.

5.3. Comparison of Results With Those of Other
Investigators

The NBS residts are compared with those of other
investigators in figures 3 to 10, in which the NBS
results are shown as solid-line curves. The results

of some workers were reported for a limited tempera-
ture range or, occasionally, for only one temperature.
Wherever necessary, results that were presented in

terms of vapor pressure were converted into relative
humidity.

It is apparent from these figures that there is a
certain degree of scatter among the values reported

I
by other researchers as well as some disagreement

I

between the NBS results and those values. In

I

general, these other results fall within a band of
values that is, on an average, roughly within ilK-
percent relative humidity of the NBS results.

5.4. Use of Saturated Salt Solutions

When saturated salt solutions are employed for
humidity control, experience has shown that certain
precautions must be observed in order that the
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theoretical values may be used without the need of
measurement. It is necessary to enclose the satu-
rated salt solution in a sealed chamber. The cham-
ber and the fixtures therein must be made of non-
hygroscopic materials, preferably metal or glass, else

the time required for humidity equilibrium to be
achieved may be very great, sometimes of the order
of days or weeks. The chamber, salt solution, and
ambient air should be brought to temperature
equilibrium. It is desirable for the salt solution to

occupy as large a surface area as possible and for
some means of air ventilation or circulation to be
provided. In the latter regard, if at all possible,

the motor that drives the fan or blower should be
external to the chamber. Otherwise, the heat dis-

sipated by the motor will gradually raise the internal
chamber temperature and introduce some uncer-
tainty in the equilibrium relative humidity. The
time required for humidity equilibrium to be reached
with saturated salt solutions depends on several
factors: (1) the ratio of free surface area of the
solution to chamber volume, (2) the amount of air

stirring, and (3) the presence of hygroscopic mate-
rials. It is conjectured that agitating the saturated
salt solution may increase the rate at which equilib-

rium is achieved.
As ideal conditions are rarely obtained in practice,

it is probable that the theoretical values of relative

humidity are seldom reached. In general use,

saturated salt solutions should not be expected to
control the relative humidity to closer than about
1-percent relative humidity of the theoretical values.
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20. A Pneumatic Bridge Hygrometer for Use

as a Working Humidity Standard

Lewis Greenspan

National Bureau of Standards, Washington, D.C.

ABSTRACT INTRODUCTION

A pneumatic bridge, utilizing two sets of

criticalflow nozzles in series and arranged toform
a network analogous to a Wheatstone bridge, is

described. By inserting a desiccant between the

two nozzles in one arm of the bridge and measur-

ing the ensuing pressure difference across the

bridge produced by the absorption of the water

from the test gas in one arm of the bridge, a

measure ofthe humidity ofthe test gas is obtained.

The equation expressing the relationship between

the bridge pressure ratio, I, and the mixing ratio,

r, defined as the mass ofwaterper mass ofdry gas,

is given by

1 = 1 l+lL

where E is the ratio of the molecular weight of

water to that of the dry test gas and K is an

empirically determined constant. The bridge

pressure ratio is the ratio of a measured pressure

difference to the sum of two measured absolute

pressures.

This instrument may be calibrated against a

suitable reference standard. When calibrated

against the NBS gravimetric hygrometer, a value

ofK — 20.62 X 10'^ was obtained. The largest

error measured, over the range of 0.15 to 19.1 mg
of water vapor per gram of dry air, was 0.025 mg
of water vapor per gram of dry air. The upper

limit to the effect of random errors and possible

systematic errors in terms of mixing ratio is

estimated at 0.050 mg of water vapor per gram of

dry air or yi^per cent offull scale. The instrument

was designed for use as a working or transfer

standardfor humidity measurements.

A need exists for working humidity

standards which can be used to cahbrate

industrial and laboratory type humidity

instruments. Such working humidity

standards may in turn be calibrated by higher

class humidity standards. To be useful as a

working standard, an instrument should have

a stable response which is predictable by means
of a theoretical or empirical formula. The
pneumatic bridge hygrometer is such an

instrument.

The pneumatic bridge is roughly analogous

to a Wheatstone bridge, where nozzles are the

analog of the resistors and a differential

pressure gauge is the analog of the galvanom-

eter. The bridge is balanced when the ratio of

the volumetric flow in the downstream nozzle

to that in the upstream nozzle is identical for

both arms of the bridge and the pressure

difference across the bridge will then be zero.

When a specific absorber, which removes one

component of the gas mixture flowing through

the bridge, is incorporated into one branch of

a balanced bridge, between the upstream and
downstream nozzles, pressure unbalance,

approximately proportional to the partial

pressure of the absorbed gas constituent,

occurs and is measured by the differential

pressure gauge.

The general principle of this instrument was
first described by W. A. Wildhack.i The
author has built a version of this instrument to

measure the partial pressure of oxygen.^ An-

other instrument along these lines is described

by Wildhack, Perls, Kissinger, and Hayes.-''
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The pneumatic bridge hygrometer described

below was developed for the purpose of

obtaining a highly accurate, stable and
dependable humidity standard.

THEORY

The essential element of the pneumatic

bridge is the critical flow nozzle. Whenever the

ratio of the pressure in the throat of the nozzle

to the entrance pressure is less than the critical

pressure ratio, the gas flow in the throat is

sonic. Under this condition, the flow rate is

independent of the downstream pressure and
is only a function ofupstream parameters. The
theory of critical flow through a nozzle is well

known. The volumetric rate of flow of an ideal

gas through a nozzle under adiabatic, isen-

tropic, critical-flow conditions can be given

n.+ l

where

Fj = the entrance volumetric flow rate of

an ideal gas

A = the nozzle throat area

n = the ratio of the specific heat at

constant pressure to the specific heat

at constant volume for the entrance

gas

P = the entrance pressure

p = the density ofthe entrance gas

= the critical pressure ratio and is equal

to (2/[»+ -i>.

Equation (1) applies whenever the ratio of

nozzle throat pressure to entrance pressure is

less than R^.

The volumetric flow rate of a real gas

through a nozzle under non-ideal conditions is

given by^' *

2n /P\i/2

(2)

where

F = the volumetric flow rate of a real gas

D — the nozzle discharge coefficient for a

particular gas.

The discharge coefficient is intended to

account for the deviations from ideal gas

behavior of a real gas, the departures from

isentropic flow due to friction, contour imper-

fections, etc.

For dry air at 300°K and 760 mm Hg
pressure, in Eq. (2) is equal to 0.53.

For convenience, Eq. (2) will be developed
into a form useful to this discussion.

The equation for mass flow, pF, under these

conditions is given by

pF = DAZ{Ppfl-^

where

Z
2n V

(3)

(4)

The density of a gas containing water vapor
is given by

'
(6)

where

CRT l + rjE

C — the compressibility of the gas mixture

having a mixing ratio r, pressure P
and temperature T

R = the gas constant for 1 gram of the dry

gas

T = the absolute temperature of the gas

r — the mixing ratio (grams of water per

gram ofdry gas)

E — the ratio of molecular weight of water

to that of the dry gas.

Substituting Eq. (5) into Eq. (3), we obtain

the expression for the mass flow of a moist gas

through a nozzle under critical flow conditions

:

pF = DAZP I 1 + r

(6)
{RTCY'^ \l+ rlE

If a fluid flows through two nozzles in series,

the mass flow through each will be the same
under equilibrium conditions, provided no

sources or sinks exist between the two nozzles.

If the fluid is a moist gas and if the flow is

critical in both nozzles, the equilibrium

condition for mass flow through nozzles 1 and
2 in series is given by

D,A,Z,P, / 1 + r

' {RTfiiYl^ \l+rlE^

l+rD^A 2Z2P2 1/2

(7)

where the subscripts 1 and 2 refer to the up-

stream and downstream nozzles, respectively.

Solving for the entrance pressure, P^, to the



second nozzle (downstream nozzle) in Eq. (7),

we obtain

Pi (8)

If a sink is interposed between the two
nozzles in the form ofa desiccant which absorbs
all of the ^^'ate^ vapor from the moist gas, we
have

= Pi^1
— Pw,F1

= (9)

where the prime refers to the dried state of the

gas, p'^F'z is the mass flow of dried gas and

Py;^ is the density of water in the entrance gas.

Since r = 0 in the dried gas, it follows that

Solving for the entrance pressure at the

downstream nozzle, we obtain

D',A,Z', \T^C^

X
1

Pi (11)
(l+r)i/2(i+r/£;)i/2

Substituting Eq. (8) into Eq. (11), we have

' D',Z', \T,CJ

(l+r-)i/2(i+r/£;)i/2
(12)

If we arrange four nozzles x-^^, X2, yi and 2/2 in

an array analogous to a Wheatstone Bridge, as

shown in Fig. 1, and place a desiccant in one

arm of the bridge, say the x arm, the pressure

difference across the bridge (the difference in

pressure between the entrance to the down-

stream nozzle X2 and the entrance to the

downstream nozzle y^) "^^11 be given by

i^Ph = P — P' ^ P

X
1

(l+r)i/2(l+r/^)i/2
(13)

where {AP)^. is the pressure difference across

the bridge when the desiccant is in the x

branch.

Equation (13) does not yet provide the

means of determining the mixing ratio

because P^^ is not a measureable quantity

while the desiccant is in the x branch. Of
course the desiccant could now be removed
from the x branch and P^^ determined, but in

this case the operation would be as complicated

as operating the bridge in a symmetrical

Desiccant

Flow
Vacuum

Fig. 1. Simplified schematic of pneumatic bridge hygrometer.



manner, since a manometer reading would

also be required with the desiccant out of the

X branch in order to obtain a zero value.

Rather than this, repeating the original

operation in the other branch offers advantages

in minimizing sorption and leakage errors,

while requiring no greater complication.

If we now switch the desiccant to the y
branch, the pressure difference across the

bridge is given by

DVi^vz \'PyfvJ

V - p — p
(l + r)i'2(l+r/£;)i/2

(14)

The difference between the two readings,

P = — Py, is given by

AP

+ p.

T' C Vl^

T
"yfiyX

X
1

(l+r)i/2(i+r/^)i/2
(15)

If the nozzles and yj are similar in shape

and size and if the entire bridge is immersed in

a temperature controlled bath, the following

approximations may be made

:

(16)

(17)

(18)

T'

D2

i/a

2;

C'y.

Co
(19)

Substituting these approximations into Eq.

(15), we obtain

AP={Py^+P.) 1

D^Z'i \T2G2

(l+r)i/2(l+r/^)i/2
(20)

Equation (20) can be converted into the

following expression for the pressure ratio, /.

AP
{P.,+ Py,)

(D^ZJD'^Z'^KT'/J'JT^C^)'!'
1 -

= 1

(l+r)i/2(i+r/^)i/2

f{r)

(l+r)i/2(l+r/^)''^
(21)

In order to achieve an accuracy of 0.1 per

cent of full scale, f(r) must be known to better

than 0.002 per cent. There is some uncertainty

as to the exact behaviour of small nozzles and,

therefore, of their discharge coefficients. In

addition, the ratio of specific heats and the

compressibility of moist gases are not known
with high accuracy. Even though the nozzles

are immersed in a constant-temperature bath,

the heat generated by the absorption of water

vapor in the desiccant and the cooling due to

the gas expansion in the nozzles tend to make
T'g differ from T^- The absolute pressure of

the dried gas is less than the absolute pressure

of the corresponding moist gas, thereby

possibly introducing differences in the values

of some of the parameters. The function f(r)

can be determined empirically with the

requisite accuracy.

Since /(r) is the product of certain ratios of

gas constants for moist and dry gas, f{r) is

a function of the amount of moisture in the

moist gas. Although the theoretical form of this

function is not known,/ (r) may be represented

with high accuracy, as indicated by the results,

by 1 + Kr, where K is an empirical constant.

Equation (21) then becomes

/ = 1
1 + Kr

(l + r)i/2(l-f.r-/^)i/2
(22)

Another useful form in which to express the

instrument response is in terms of the partial

pressure of water vapor, e, in the water vapor-

gas mixture as defined by the following

equat ion for ideal gases

:

e =
E + r

(23)

where P is the total pressure. Solving for r, we
obtain

Ee
r —

P - e
(24)

Sub.stituting Eq. (24) into Eq. (22) and sul)-



stituting for P in order to refer to e in the

entrance gas, we obtain

/ = 1

1 + K[Eel{P,-e)]

[l+ ^e/(Pi-e)]i/2[i+ e/(P^_e)]i/2

A\'hich may be written as

(25)

^^^_l-il-KE)elP,
[l-(l-^)e/P,]i/2 ^

>

Considering a system of water vapor in air,

we may substitute the value 0.62197 forE and,

using the binomial expansion, the instrument

response may be written as

I = (0.81099-0.62197K)

+ (0.13542-0.11756K)

+ (0.03671 -0.03331K) j—j + (27)

which for values of e not exceeding 22 mm Hg
at normal atmospheric pressures may be

approximated to better than 34 per cent by

/ = (0.8130-0.6237Z) — (28)

Substituting AP = {P^^+Py) I into Eq.

(28), we obtain

AP = (0.8130-0.6237K) + e (29)

The quantities P^JP^ and PyJP^ are

bridge constants which may be determined by
simple pressure measurements and will be

designated by the symbols and
respectively. Substituting these constants into

Eq. (29) and solving for e, we obtain

AP
e =

(«!+«») (0.8130-0.6237K)
/SJP (30)

where /3 is an overall constant defined by
Eq.(30).

Equation (30) requires only that the pressure

difference across the bridge be read to deter-

mine vapor pressure.

DESCRIPTION

A schematic representation of the hygrom-

eter is shown in Fig. 2. Test gas enters valve V^,

andpasses through heatexchanger E^,and then

enters the bridge block where it splits into

two streams, one stream passing through

nozzle Xj^ and the other through nozzle y^.

The X and y streams then flow through four-

way valves Vx and Vy respectively. These

valves are set so that the streams either flow

through or bypass drying trains and Dy.

In normal operation, and Vy are positioned

so that one stream traverses its drying train

while the other bypasses its drying train.

The streams continue on through heat

exchangers Ex and Ey and nozzles Xg and yj
and finally combine and discharge from the

instrument through valve Vo into a vacuum
pump.

Fig. 2. Schematic diagram of pneumatic bridge

hygrometer.

The pneumatic bridge contains pressure

taps just upstream of nozzles and which

are connected to a barometer B and a diff'er-

ential manometerM through shut-off" valve

and four-way valves and Vr. Valve Vg
allows isolation of the barometer from the

instrument, while valve Vg provides for

determination of the manometer zero, and
valve Vr reverses the manometer connections

to the bridge. In operation, the barometer

is connected to the y branch. The heat

exchangers and bridge are suspended in

a temperature-controlled, stirred oil bath T.

Figure 3 shows an exploded drawing of the

bridge which consists of a bridge body, four

nozzles and four nozzle sealing caps. The
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Fig. 3. Nozzle block.

bridge body is made of stainless steel and is

Sj/^-in. long, 3-in. wide and ^-in. thick. It has

four recesses to receive the four nozzles,

inlet and outlet pipe connections and internal

channeling to merge the proper flow streams.

All nozzles are formed in stainless steel

discs ^-in. in diameter and Me-in. thick.

Nozzles and y-y have nominal throat diam-

eters of 0.025 in., and nozzles X2 and have

nominal throat diameters of 0.042-in. The

nozzles were formed by drilling the discs with

appropriate sized drills and then flaring the

exits with 2-degree tapered reamers. The

entrance edge was also flared for a small

distance with a reamer. The throat diameters

were adjusted by reaming until the desired

ratio of nozzle areas was obtained in each

arm of the bridge. One of the nozzles was then

critically adjusted by reaming, until the

differential pressure across the bridge with

room air flowing through both arms was very

small.

The nozzles are sealed to the bridge body by

"Teflon" "0" rings, which are held in place by

lj'2-in. square by 1-in. thick stainless steel

caps, each of which has a through hole and

female pipe threads for the connection of

tubing. These caps are secured to the body by

means ofscrews.

Figure 4 shows a drawing of a drying train.

Each train consists of a large and a small glass

absorption tube connected in series. The large

tube has an internal volume of about 1.4

liters and is first in the train ; the small tube has

an internal volume of about 45 cc. Both tubes

are sealed with caps having standard taper

ground glass joints and lubricated with a

silicone high-vacuum grease. Tubing can be

attached to glass nipples at the base ofthe tube

and peak of the cap by means of "Teflon"

ferrule stainless steel fittings. The two tubes of

the drying train are interconnected in such a

way that the flow through each travels

upward. The large tube is filled with indicating

anhydrous calcium sulfate. The smaller tube is

filled with glass fiber wool, which has been

thoroughly mixed with phosphorous pent-

oxide. At the exit of each tube there is a

"Teflon" felt filter to prevent carryover of the

desiccant.

Each pressure tap (piezometer) upstream of

X2 and y2 consist of eight 0.016 in. diameter

holes equally spaced on a circle around a

straight section of ^Q-in. o.d. stainless steel

tubing. These holes are contained within a

fitting which goes over the ^Q-in. o.d. tubing

and is sealed to the tubing. From this fitting,

yi-in. o.d. stainless steel tubing transmits the

pressure to valves Vg, and Vr. The
absolute pressure at X2 and yjis read by means
of a mercurial barometer with a sensitivity of

0.05 mm Hg pressure, while the differential

pressure between these points is read by a

moving cistern type manometer, containing

high vacuum oil and having a sensitivity of

about 0.001 mm Hg pressure.

The bridge and heat exchangers are immersed

in an oil bath. A centrifugal stirrer maintains

uniform temperature throughout the bath,

and a mercury-in-glass thermoregulator con-

trols electric heaters through a sensitive relay

to maintain the bath constant at 34°C with a

bath fluctuation of J20.03°C. The intermittant

heat input may be set at 250 watts, 42 watts or

17^ watts by means of switches. The lowest

heat value (the usual operating heat) may be

adjusted to other values less than 42 watts by
selection of proper resistors. These inter-

mittent heat loads are in addition to the steady

heat load of the stirrer and the negative heat

load of the test gas which is cooled by
expansion.
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-Tube Cap (female)

-Tube B ( male

)

Tube CgE(female)

-Tube A (male)

Markm
Fig. 4. Absorption train.

Heat exchanger Ej is a six-foot coil of %-in.

o.d. stainless steel tubing. Heat exchangers

and Ey are five-foot coils of %-in. o.d. stainless

steel tubing. All flow tubing is %-in. o.d.

stainless steel or "Teflon" with the exception

of the pressure tap assembly, which is ^Q-in.

o.d. stainless steel. All pressure signal tubing

is 3^-in. o.d. stainless steel or "Teflon". The
outlet valve, Vq, is a brass plug valve, with an
"0" ring on the plug providing the seal. All

other valves are plug type valves with stainless

steel bodies and "Teflon" plugs. All valves are

mounted on the front panel of the instrument

along with all of the electrical switches.

All components, with the exception of the

oil bath, are attached to a 17 x 13-in. shelf or

to a 26 X 19-in. front panel. The oil bath sits on

another 17 x 13-in. shelf at the bottom of the

instrument. The two shelves are also attached

to the same front panel, which in turn is

mounted on the front of a cabinet 28 in. high,

22 in. wide and 14 in. deep, which encloses the

instrument. The caljinet has top and back

access doors. The entire instrument may be

removed from the cabinet as a unit when
greater access to the components is desired.

Two inlet and one outlet connections are

provided on the front panel. By means of inlet

valve, Vj, either of two test gases may be

selected or rapidly switched. A vacuum pump
connects to the outlet and insures critical

flow through the nozzles, by maintaining an

adequately low outlet pressure. In this instru-

ment, the outlet pressure is maintained at less

than 74mm Hg absolute pressure.

OPERATION

When the hygrometer is used as a working

standard, the test gas entering the hygrometer

is maintained at a constant absolute pressure

and constant water vapor content. In addition,

since the hygrometer draws approximately ten

liters of gas per minute, some form ofhumidity

generator for delivering air with a constant

moisture is desirable. With the absorber in the

y branch, the differential pressure, (AP)y, is

read on the manometer and P', is read on the

barometer. The sum of P'y^ and {A P)y yields P^^.

Valves Vx and Vy are then each reversed,

removing the absorber from the y branch and
placing an absorber in the x branch. {AP)^ is

read on the manometer while P,, is read on the

barometer. The sum of the absolute values of

[A P)j. and (A P)y is obtained by taking the diff-

erence between the two manometer readings

and '\bAP. No zero readings are necessary, but

in order to compensate for drift, from any
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cause whatsoever, while the readings are made,

readings should again be made with the

absorber in the x branch. The two sets of

differences thus obtained are averaged.

Various other combinations ofreadings may be

used. In the calibration of this instrument,

four readings, constituting a set of 3 JP
determinations, made up the value of each

point. The order in which the readings were

taken was reversed for successive points. The
preferred pattern is determined by the stability

of the test sample and the degree of precision

required.

When the highest accuracy is not required,

the absorber can be left continuously in one

branch of the bridge, and the manometer

reading, when corrected for zero, will be

proportional to the partial pressure of the

water vapor. In this type of operation, a

periodic determination of the zero should be

made by reading the manometer while the

absorber is switched out of both branches.

CALIBRATION AND RESULTS

The pneumatic bridge hygrometer was

calibrated against the NBS gravimetric

hygrometer at 20 points over a range of 0.15 to

19.1 mg of water per gram of dry air. This was

accomplished by having the pneumatic bridge

hygrometer and the gravimetric hygrometer

simultaneously draw samples from the NBS
pressure humidity generator. The standard

hygrometer gives a mixing ratio which is the

average value for the total sample drawn and

is accurate to 0.1 per cent of indicated value.

The pneumatic bridge hygrometer measures

the water vapor content at the moment. In

order that both instruments measure the same

water vapor content, many readings, spaced at

approximately equal time intervals, were

made at each point by the pneumatic bridge

throughout the entire period of the test. These

readings were averaged, and the average values

were used in the compilation of results.

The value for K was determined from the 20

calibration points which covered a range of

mixing ratios from 0.1 to 19.1 mg of water per

gram of dry air. The value oiK so determined

was 20.62 x 10"^ with a standard error of

0.36 X 10~^. The standard deviation of a

single bridge pressure ratio measurement was

determined to be 0.0104 x 10~^. Using this

value for K, mixing ratios were determined
from bridge pressure ratios for each of the

calibration points. The several values at each

level give indication of the presence of

systematic errors at most of the levels. Using

an upper three standard deviation limit for

the largest average (of 3 values) as a limit to

the possible systematic errors leads to 0.0116

+ 3 (0.0104/\/3) = 0.0296, which when added
to three standard deviations of the bridge

pressure ratio leads to an estimate for

uncertainty in the bridge pressure ratio of

0.0608 X 10-3 or 0.26 per cent of the highest

bridge pressure ratio obtained in the calibra-

tion. This is equivalent to an uncertainty in the

mixing ratio of 0.050 mg of water per gram of

dry air.

An analysis of possible systematic errors

based on uncertainty of various bridge

parameters and gravimetric hygrometer error

gave an estimated maximum systematic

error in the bridge pressure ratio of 0.024

X 10"^ which is in reasonable agreement with

the above statistical estimate of 0.030 X 10-^.

Substituting 0.0206 for K in Eq. (30) along

with a measured value of 0.4002 for a^. and
0.4090 for oLy, we obtain e — 1.544 P. A com-
parison of values of e as determined from the

standard hygrometer data and the pneumatic
bridge hygrometer was made for fourteen

calibration points. These are tabulated in

Table 2 along with the results of least squares

solutions. As might be expected, the least

squares linear solution of the calibration data

of the pneumatic bridge yields a closer fit. The
least squares solution, adjusted so that it

passes through the origin of the same data,

yields a slightly poorer fit. It is evident that if

a linear calibration of the pneumatic bridge

hygrometer is desired in terms of partial

pressure e, a least squares linear solution of the

calibration data yields the best results. The
least squares linear solution through the

origin yields a slightly less precise but

simpler solution.

DISCUSSION AND CONCLUSIONS

The design of this instrument includes many
features intended to reduce or eliminate

potential sources of error. Sorption and
desorption of water vapor from the interior

walls of the flow passages were minimized by
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Table 1. Pneumatic Bridge Hygrometer Caxibration

Mixing
Ratio, r.

Standard
Hygrometer

(mg/g)

Bridge Pressure Ratio,

7,

X 10-3

Mixing
Ratio, r

Pneumatic
Bridge

(mg/g)

Error,

r

Pneumatic
Bridge

(mg/g)

Error,

r

Pneumatic
Bridge

(%)

Error,

r

Pneumatic
Bridge

(% full scale*)

4.6104 5.8942 4.6215 + 0.0111 0.24 0.058

4.0029 5.8806 4.6108 + .0079 .17
t\A 1

4.5967 5.8764 4.6075 + .0108 .23 Attn

9.9577 12.6263 9.9705 + .0128 .13 .Uo /

9.9385 12.6017 9.9508 + .0123 .12 .Ud4

9.9404 12.6007 9.9500 + .0096 .10 AKA

19.1191 23.9261 19.1220 + .0029 .01
A 1 K

in loco 23.9421 19.1351 - .0012 — .01 nAA.Duo

19.1295 23.9052 19.1048 - .0247 — .13 1 OQ

3.7158 4.7380 3.7105 - .0053 — .14 AOO

3.7150 4.7345 3.7077 - .0073 — .20
AO O

3.7181 4.7244 3.6998 .0183 — .50 .U9o

1.9524 2.6152 1.9651 .65 .Odd

0.89253 1.1568 0.90253 + .01000 1.11 .052

.61870 0.8047 .62759 + .00890 1.42 .047

.14762 .1882 .14668 .00093 -0.64 .005

.62966 .8186 .63844 + .00878 1.38 .046

.60260 .7828 .61049 + .00790 1.29 .041

.61579 .7932 .61861 + .00282 .46 .015

.32728 .4215 .32859 + .00132 .40 .007

* Full scale defined as 19.1351.

Table 2. Pneumatic Bridge Hygrometer Calibration in Partial Pressure of Water*

e* JP 1.544 JP 1.539 zlP+ 0.0134 1.540 JP Least

Standard Pneumatic Bridge Derived Least Squares Squares Formula
Hygrometer Reading Formula Formula Through Origin

(mm Hg) (mm Hg) (mm Hg) (mm Hg) (mm Hg)

5.3881 3.4962 5.3981 5.3941 5.3841

5.3821 3.4890 5.3870 5.3830 5.3731

5.3725 3.4850 5.3808 5.3768 5.3669

11.6712 7.5647 11.6799 11.6555 11.6496

11.6439 7.5462 11.6513 11.6270 11.6211

21.8447 14.1967 21.9197 21.8621 21.8629

21.8592 14.2025 21.9286 21.8710 21.8719

21.8356 14.1758 21.8874 21.8341 21.8307

4.3835 2.8322 4.3729 4.3722 4.3616

4.3763 2.8243 4.3607 4.3600 4.3494

4.3745 2.8159 4.3477 4.3471 4.3365

2.2977 1.4939 2.3066 2.3125 2.3006

1.0411 0.6807 1.0510 1.0610 1.0483

0.7296 0.4775 0.7373 0.7483 0.7354

* Partial pressure of water, e, is defined by e = [r/(0.62197 + >-)] P.



the exclusive use of stainless steel and
"Teflon". Although the drying train was made
of glass, sorption and desorption from glass

should present no problem, due to the presence

of the desiccant. The relative effect of sorption

was further reduced by use of a rather large

gas flow (10 1pm) and by the technique of

switching the absorber from one arm to the

other.

Pressure reading errors were reduced by the

use of the piezometer as a pressure tap and by

the switching of the absorber train from one

arm to the other. This switching technique has

the further effect of eliminating pressure

errors due to any constant leakage in any part

of the system with the exception of the drying

trains and their associated tubing. Because the

drying trains are not continuously in the

system, a leakage of 0.1 cc/min. could cause an

error of 0.04 per cent of the highest value

calibrated. The highest leakage measured on

this system was 0.02 cc/min., which could

cause a full scale error of 0.008 per cent.

The large tube in the absorber train was

filled with indicating anhydrous calcium

sulfate to remove the bulk of the water, while

the small tube of the train contained phos-

phorous pentoxide to remove the last vestiges

of water from the gas. By this method, only

infrequent absorber changes were required.

No estimate was made of the quantity of water

that might fail to be absorbed nor of the error

resulting. General experience indicates that

phosphorous pentoxide is capable of virtually

complete water absorption.

Another source of error could be introduced

if the flow path between the upstream and

downstream nozzles offered so great a pressure

drop that critical flow was not maintained in

the upstream nozzle. This condition would not

be present unless the tubing and drying train

produced a pressure drop ofaround 80 mm Hg.

Although the design of the instrument makes

this possibility unlikely, a precautionary check

can be made by comparing the zero readings

with both absorbers out of the bridge and with

both absorbers in the bridge.

If the temperature of the gas, entering one

of the downstream nozzles, differed from the

condition assumed in Eq. (16) by 0.01°C, an

error of 0.06 per cent of the highest value used

in the calibration would ensue.

At maximum reading, the instrument is

more than forty times as sensitive to an error

in the manometer reading as compared with an
error in the barometer reading. Nevertheless,

with an estimated error of 0.001 mm Hg
pressure in the manometer and an estimated

0.05 mm Hg pressure error in the barometer,

the barometer contributes more to the

estimated error in mixing ratio at full scale

than does the manometer. At lower mixing

ratios, the manometer error remains constant,

while the barometer error decreases pro-

portionately. It is estimated that at full scale

there is an error of 0.016 per cent of full scale

due to the errors in the barometer and differen-

tial manometer pressure readings. At low

mixing ratios, this estimated error decreases to

0.01 per cent of full scale.

It is possible that the fluctuations in the

pressure difference across the instrument are

related to condensation and freezing that may
occur in the nozzle throats due to adiabatic

cooling. If so, it may be possible to reduce these

fluctuations by raising the bath temperature.

The empirical value forK obtained does not

agree with calculations based on the assump-

tion that D'j = D^, and T'^ = T^. It has been

suggested that the discharge coefficient of a

small nozzle is anomalous in behavior. If

this is so, using larger nozzles in the bridge

might bring the empirical K closer to the

computed value. There is also a possibility

that T'JT^ is not equal to 1. If jT'j exceeded

by 0.12 °C at the highest r values encount-

ered in this work, and if the amount it

exceeded was proportional to r, the difference

between the computed and empirical K
would essentially be explained. Further work
may help resolve this question.

When it is desired that the instrument be

related to water vapor partial pressure, the

data indicate that a least squares solution of e

with respect to provides the best fit.

Although calibration has shown that e could be

measured with an accuracy approaching the

measurement of r, it should be observed that e

is not as fundamental a quantity as r for a real

gas. Furthermore, if any of the nozzles were to

change in contour or area due to wear or dirt

accumulation, e would be subject to greater

error thanr.

As presently constructed, the pneumatic

bridge hygrometer is an instrument that can

be usefully employed in the calibration of
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other humidity indicators or as a direct

measuring hygrometer of high accuracy. Due
to the size and compHcation of the present

design, its greatest use appears to be as a

transfer standard. Simpler and smaller instru-

ments of this general type having less accuracy

can be designed for other uses.

With the present state-of-the-art, the

pneumatic bridge hygrometer must be cali-

brated against a reference standard if it is to

yield measurements ofthe highest accuracy.
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22. A Comparison between the National Bureau

of Standards Two-pressure Humidity Generator

and the National Bureau of Standards

Standard Hygrometer

S. Hasegawa, R. W. Hyland and S. W. Rhodes

National Bureau of Standards, Washington, D.C.

ABSTRACT

^3x3 Graeco-latin square experiment was
used for testing four parameters of the National

Bureau of Standards two-pressure humidity

generator to determine which parameters in-

fluence the accuracy of the generator. The
external saturator temperature, the saturation

temperature, the saturator pressure, and the air

flow were varied and the calculated mixing

ratio of the generator was compared against the

mixing ratio as measured with the National

Bureau of Standards standard gravimetric

hygrometer.

The results show that for the highest accuracy,

the National Bureau of Standards' pressure

humidity apparatus has a maximum flow

limitation of under five standard cubic feet per

minute {scfm). Tentative values of the correction

factor for the saturation pressure of pure water

vapor when used to compute the humidity of

water-air mixtures were obtained. The correc-

tion factor is a function of saturation tempera-

ture and pressure. It is estimated that the

maximum uncertainty in the mixing ratio pro-

duced by the generator is ^ per cent over a range

of final saturator temperature of 25 to — 20°C
and final saturator pressure of 0 to 60 psia.

INTRODUCTION

The National Bureau of Standards pressure

humidity generator^ is an apparatus that pro-

duces a continuous flow of air of fixed moisture

content. It is used extensively for testing and
calibrating hygrometers. The operation of the

generator is based on the two-pressure

principle. A stream of air is first saturated at

an elevated pressure and then isothermally

expanded to a lower pressure, usually atmos-

pheric pressure, in a test chamber. In normal

operation, the air is presaturated in an ex-

ternal preliminary saturator (located outside

the main temperature-controlled bath) at a

temperature that is higher than the desired

final saturation temperature. The air then is

cooled and brought to the final saturation

temperature in an internal humidifying

system (located in the main temperature-

controlled bath) consisting of three saturators

interconnected with heat exchangers. Excess

water is condensed out and deposited in the

internal humidifying system. The humidity of

the moist air is computed from the measure-

ments of temperatures and absolute pressures

in the final saturator of the internal humidify-

ing system and in the test chamber. For the

highest accuracy, a correction is applied to

account for the non-ideal gas behavior of

moist air.

In the original evaluation of this generator,

which was based on a comparison with a

thermocouple psychrometer and a dew-point

hygrometer, it had been concluded that the

accuracy with which the generator would pro-

duce a known relative humidity was }/2 oi I
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per cent in units ofrelative humidity. Recently

the National Bureau of Standards has de-

veloped a standard hygrometer,^ based on a

gravimetric method, which can measure the

mixing ratio of a gas sample with a maximum
uncertainty of about 12 parts in 10*. Using

the standard hygrometer, the reproducibility

and accuracy of the generator is now being

redetermined.

Among the known parameters that may
influence the behavior and performance of the

generator, the external saturator tempera-

ture, the internal final saturation temperature

(i.e., the temperature in the last stage of the

internal humidifying system), the final satura-

tor pressure, and the volumetric flow rate

were considered the critical ones. A pre-

liminary investigation therefore was made to

see which of these parameters significantly

affects the accuracy.

EXPERIMENTAL DESIGN

An experiment was designed utilizing a

3 X 3 Graeco-latin square^ that permitted the

above four parameters to be tested at each of

three levels. The parameters were arranged in

the following form

:

^<0'-P2'^-20'-^5

^*15'-P4'^-20'-'^l At„P„T,,.F, At„P„T„F,

where

At = the difference in temperature between

the external saturator and the final

saturator, the subscript indicating the

amount in degrees C that the former

exceeds the latter

P = the final saturator pressure, where

Pi = 15.4 psia, Pg = 29.2 psia, P^ =
63.8 psia

T = the final saturator temperature, where

^26 = 25°C, To = 0°C, T_2o = -20°C
F = the rate of air flow, where P^ = 1

scfm, Pg = 3 scfm, Pj = 5 scfm (i.e.

the cfm under standard conditions of

20°C and 1 atm).

Each box of the square represents a run in

which the four parameters were maintained at

the designated levels. The humidity produced

by the generator during a run was computed
and also measured by the gravimetric hygrom-

eter. The difference between the computed and
measured humidity for a run constituted the

basis for studying the effect of parameter level

on performance.

A comparison of the results of the runs

between each of the three columns of the

Graeco-latin square is used to indicate

whether the level of external saturator tem-

perature affects the generator performance.

Similarly, a comparison of the results of the

runs between each of the three rows is used to

indicate whether the level of flow affects the

generator performance. From the results of the

two sets of diagonal columns the effects of

final saturation pressure and final saturation

temperature are obtained.

RESULTS AND DISCUSSION

If water vapor and air, separately and in

gaseous mixture, are assumed to obey the

perfect gas laws and the Gibbs-Dalton law of

partial pressure, then the mixing ratio of moist

air is given by the equation

where r is the ratio of the mass of water vapor

to the mass of associated dry air, e is the

partial pressure of the water vapor in the

water vapor-air mixture, and P is the total

pressure of the water vapor-air mixture. By
substituting the saturation vapor pressure

of the pure vapor phase of water in equilibrium

with a plane surface of its liquid or solid phase

for e in the above equation, the ideal saturation

mixing ratio is obtained. The saturation

mixing ratio is a function of the total pressure

and the temperature of the moist air. Equation

(1) may be used to compute the ideal mixing

ratio produced by the generator by using

values of from saturation vapor pressure

tables* corresponding to the temperature in

the final saturator of the internal humidifying

system and by substituting values of the

absolute pressure in the final saturator for the

total pressure P.

Ideal saturation mixing ratios were com-
puted for each of the nine runs comprising the

3x3 Graeco-latin square and compared with
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the mixing ratio measured by the National

Bureau of Standards standard hygrometer. A
percentage difference was obtained by using

the equation

d =
~

X 100 (2)

where r^j is the computed ideal mixing ratio for

the humidity generator and Tg is the measured
mixing ratio obtained with the standard

(gravimetric) hygrometer. The results are

given in Table 1

:

Table 1. The Percentage Difference
Between and

+ 0.46% -1.11% -1.80%

-1.01% -0.94% -1.40%
{At„P^,T^,„,F,) (At„P^,T^„F,)

-4.54% -0.70% -0.73%
(At„P„T,„F,) {At„P„T„F,)

Consider the three horizontal rows. In the

first row, is common to all three boxes, in

the second, F^, and in the third, F^. Since all

the other parameters are present in each row
at the same three levels, it will be assumed
that these other parameters have a similar

effect on the algebraic averages of the d's of

each row, so that the algebraic averages are

indicative only of the correlation of F with d.

The same type of analysis may be made for the

vertical columns to yield values of d for each

level oi At, for one set of diagonals to yield

values of d for each level of P, and for the

other set of diagonals to yield values of d for

each level of T. These results are shown in

Table 2.

It is estimated that the errors in the

measurement of the total pressure and the

temperature in the final saturator may pro-

duce a maximum uncertainty of J/2 of 1 P^r
cent in the computed mixing ratio r/^ of the

generator. The difference disclosed by the nine

runs of the experiment are in all cases but one

larger in magnitude than the estimated maxi-

mum uncertainty of the generator, suggesting

that each of the parameters investigated is

significant to the performance of the genera-

tor. It has been well established, however,

that water vapor and air, and mixtures

thereof, do not behave as ideal gases, nor does

the Gibbs-Dalton law of partial pressures hold

for moist air. Furthermore, the saturation-

vapor density of the water substance in the

presence of an inert gas*"^^ is higher than

when the pure water substance alone is

present. These factors may be accounted for

by using a correction factor/^ in the equation

for computing the actual mixing ratio at

saturation for moist air:

_ 0.62197 /e,

P-fes

where / is a function of total pressure and

temperature.

Two courses of action are now feasible.

Appropriate values of /, obtained from the

published results of other workers,^' ® may be

inserted into Eq. (3) to compute for each of

the nine runs, or values of/ may be calculated

by using Vg in Eq. (3). Since the standard

hygrometer yielded measured values of rg of

high accuracy, the latter course was followed.

The results are tabulated in Table 3 and

plotted in Fig. 1.

Table 3. Values of / Obtained by Using

Temperature (°C)

25 0 -20

Saturator

Pressure Correction Factor for Moist Air

(psia)

15.4 0.995 1.007 1.009

29.2 1.007 1.010 1.018

63.8 1.014 1.011 1.041

Table 2. The Effect of Parameter Levels on the Percentage Difference between
AND

d d d d

At„ -1.31% -0.40% -0.55% F, -1.99%

Ah -0.92% -1.17% -0.95% -1.12%
-1.70% P4 -2.35% ^- 20 -2.43% F, -0.82%
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SATURATOR PRESSURE, ABSOLUTE (PSI)

Fig. 1. Estimate of saturation correction factor / as a function of total

pressure and constant temperature.

In plotting the curves in Fig. 1, it was
assumed that, for absolute pressures up to

64 psia, the correction factor /, for a given

temperature, was a linear function of total

pressure and that the origin of the curve

corresponded to / = 1 at P = e^.

It may be noted that the curves fit the data

rather well except for two points. From Eq. (3)

and the correction factor / from Fig. 1, a

mixing ratio r^^ can be obtained for each run

Table 4. The Percentage Difference between
r. AND r.

+ 0.78% + 1.26% -0.04%
(At„P„T_,„F,)

+ 0.08% + 0.05% 0.00%

(At„P„T,„F,)

-0.11% -0.12% -0.13%
{At„P„T,„F,) {At„P„T„F,)

and, in turn, a new value ofd can be computed.
The Graeco-latin square, with these new
values of d in the appropriate boxes, is shown
in Table 4.

The percentage difference d for each level of

each of the four parameters is given in Table 5.

Only the percentage difference for now
exceeds the estimated maximum uncertaintj^

of 3^ per cent inherent in the measurement of

the generator's saturation pressures and tem-

peratures. Thus if the correction factor / as

given in Fig. 1 is accepted as valid, then it may
be concluded that only at a volumetric flow

rate of 5 scfm is there a significant error.

Further, from the sign of the d for it may
be postulated that at this flow rate there is

incomplete saturation of the air stream. The
two points which are not close to the best

straight lines in Fig. 1 are those obtained in

runs with flow rates of 5 scfm.

The question may now be raised as to how
well the/values resulting from this experiment

Table 5. The Effect of Parameter Levels on the Percentage Difference between
r, AND r„

•

d d d d

Ato -0.06% +0.23% + 0.22% -0.12%
Ah + 0.40% -0.03% + 0.40% + 0.04%
^«15 + 0.25% P. + 0.38% 2^-20 -0.03% ' F, + 0.67%
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Table 6. Compakison of Some Satxjbation Vapor Pressure Correction Factors

Saturator Saturator Saturation Vapor Pressure Correction

Pressure Temperature Factor
(psia) Webster' Goff^ NBS

1.015 1.016 1.014

1.007 1.008 1.006
IRQ 1.004 1.006 1.003

u 1.005 1.005 1.006
9Q 1 Au 1.010 1.008 1.011

Oo.o AU 1.022 1.018 1.024
90 1.008 1.006 1.010

29.2 -20 1.016 1.010 1.018

63.8 -20 1.034 1.021 1.040

agree with those of other workers. Webster^

and Goif^ have investigated the air-water

vapor mixture over the temperature and
pressure range covered in this investigation.

In Table 6, the NBS values of/ obtained from

Fig. 1 are compared with those given by
Webster and Goff. It must be emphasized that

the NBS values are based on limited data over

a narrow pressure range and are preliminary

in nature. There appears to be close agreement

among the three sets of values except one

point corresponding to a pressure of 64 psia

and a temperature of — 20°C, where Golf's

value is approximately 2 per cent lower than

NBS's value, whereas Webster's value is only

0.6 per cent lower than NBS's value.
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An adiabatic saturation psychrometer for measuring the humidity of gases, as well as the vapor
content of vapor-gas mixtures, is described. The instrument behaves in accordance with predictions

deduced solely from thermodynamic considerations. With water-air, water-hydrogen, carbon tetra-

chloride-hydrogen, carbon tetrachloride-oxygen and toluene-air systems, at room temperature, atmos-
pheric pressure, and gas flow rates of 1.3 to 5.2 liters per minute, measured wet-bulb temperatures
agree with calculated "thermodynamic wet-bulb temperatures" to within the accuracy of the measure-
ments and the uncertainties in the published thermodynamic data used in the computations. For the

water-air system, the systematic and random errors due to these sources are estimated at 0.027 deg C
and 0.019 deg C respectively. The agreement between the calculated and measured wet-bulb tempera-
ture is 0.029 deg C, which at a dry-bulb temperature of 25 °C and an ambient pressure of 1 bar is

equivalent to an uncertainty in relative humidity which varies from 1/8 to 1/4 percent. The time con-
stant is a function of the gas flow rate; at flow rates of 3.75 to 5.2 liters per minute, the time constant
is of the order of 3/4 minute.

Key Words: Adiabatic saturation, gas mixtures, humidity, hygrometer, mixing ratio, moist gas,

psychrometer, psychrometric factor, saturation, thermodynamic wet-bulb tempera-
ture, vapor content, wet-bulb.

1. Introduction

The psychrometer is one of the oldest and most
common instruments for measuring the humidity of

'! moist air. In its elemental form it consists of two

I

thermometers; the bulb of one is covered with a wick

I

and is moistened; the bulb of the other is left bare and
i dry. Evaporation of water from the moistened wick

i lowers its temperature below the ambient or dry-bulb

|!

temperature. The wet-bulb temperature attained

with the conventional psychrometer is dependent

I

I on many factors in addition to the moisture and
temperature state of the gas [1-4].' Although at-

tempts have been made to develop a theory that

would correctly interrelate the parameters affecting

the behavior of the conventional psychrometer, there

is no theory which completely describes its per-

formance. In the well-known convection or adiabatic

saturation theory [5-10], the principles of classical

thermodynamics exclusively are used to derive a

formula that predicts the humidity of a moist gas from
wet- and dry-bulb thermometer measurements. Un-

I'

fortunately the conventional psychrometer, even
i
under steady-state conditions, is an open system

I
undergoing a nonequilibrium process which cannot
be depicted completely by classical thermodynamic

{

theory. It is fortuitous that the formulas so derived

' Figures in brackets indicate the literature references at the end of this paper.

yield results that are in nominal agreement with

empirical facts for water vapor-air mixtures. When
these formulas are applied to other vapor-gas mix-

tures, they fail to predict the correct vapor content.

The wet-bulb thermometer of a psychrometer in a

steady-state condition experiences simultaneous heat

and mass transfer. Although theories based on heat

and mass transfer laws lead to equations which have a

structural similarity to those derived from thermo-
dynamic reasoning as well as to those of empirical

origin, they also involve the ratio of thermal to mass
diffusivities [3, 11-21]. Even these equations, which
yield results in closer agreement with experimental

data, do not completely depict all psychrometric
behavior. For the water-air system, the ratio of thermal
to mass diffusivity is close to one, accounting, in part,

for the nominal agreement between the predictions

based on the convection theory with those based on
heat and mass transfer laws. In general, this ratio

is greater than one [11, 22].

It would be advantageous to have an adequate
theoretical basis for the behavior of the conventional
psychrometer, but lacking a rational theory which
accurately and fuUy describes the operation of the
conventional psychrometer, one can invert the prob-

lem and inquire whether a psychrometer can be built

which will behave in accordance with the postulates

of classical thermodynamics. It appears that such a
psychrometer can be designed and constructed and
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that its behavior can be predicted by thermodynamic
reasoning and expressed in mathematical form.

2. Theoretical Considerations

Consider a closed system undergoing an isobaric

quasi-static process in which compressed liquid

(or solid) at pressure P and temperature Tw is intro-

duced into a gas at pressure P, temperature T, and
mixing ratio^ r to bring the gas adiabatically to satura-

tion at pressure P, temperature T^, and mixing ratio

rw The term "gas" as used here and elsewhere in

this paper is intended to include a gaseous mixture
of which one constituent or component is a permanent
gas or mixture of permanent gases and the second
constitutent or component is the vapor of the com-
pressed liquid involved in the psychrometric process

and manifests itself as a product of evaporation. Since
the process is adiabatic and isobaric the sum of the

enthalpies of the various phases within the system
are conserved, thus the initial and final enthalpies

are equal, leading to the following equation:

h{P,T,r) = h{P,T^,ry,)-{r^-r) h'jP^Tu,) (1)

where

h(P,T,r)— The enthalpy of (l + r) g of gas

mixture at pressure P, temperature T
and mixing ratio r, that is, the en-

thalpy of a mixture consisting on 1 g
of the vapor-free gas and r g of the

vapor component;
r=the mass of vapor in the original gas

mixture per unit mass of vapor-free

gas with which the vapor is associated;

^ In several of the engineering disciplines r is called the humidity ratio.

h'ujiP , Tw) = the enthalpy of 1 g of pure com-
pressed liquid (or solid) of the vapor
component at pressure P and tem-
perature Tw',

h(P, Tw, rw) =the enthalpy of (1 + ru,) g of gas mix-

ture saturated with respect to the

second or vapor component at pres-

sure P and saturation temperature

Tw, that is, the enthalpy of a gas mix-

ture containing one gram of vapor-free

gas and rw g of the vapor component;
and

rw=rw{P, ru))=the mass of vapor component of the

gas mixture per unit mass of vapor-

free gas of the mixture when it is

saturated with respect to the vapor
component at pressure P and tem-
perature Tw-

The "thermodynamic wet-bulb temperature" is

defined [23] as the solution for Tw in eq (1).

In order to facilitate the mathematical development
we introduce the following additional notation:

AT— (T—Tw) =The wet-bulb depression;

h{P, Tw, r) = the entha'py of (l + r) g of gas

mixture at pressure P, temperature Tw
(the same as the "thermodynamic
wet-bulb temperature" of the original

gas mixture), and mixing ratio r (the

same as the mixing ratio of the origi-

nal gas mixture);

hiP, T, 0) = /!(P, T, r=0)=the enthalpy of 1 g of

the pure first (vapor-free) component
of the mixture at pressure P and
temperature T; and

h(P, Tw, 0) = h{P, Tw, r= 0) = the enthalpy of 1 g of

the pure first component of the mix-

ture at pressure P and temperature

Let

and

where

Also let

F= F{P,T,Tw, r) = [h{P,T, r)-hiP,Tw,r)] (2)

„ [h{P,T,0)-h(P,Tw,0)] ^ 1 ^ ,7,Cp,m-
(T-Tw) {T-Tw)Jtw " ^'

C,, = the specific heat at constant pressure of the pure vapor-free component.

^ _ [h{P, T, r)-h{P, Tw, r)]-[h{P, T,0)-h(P, Tw, 0)]
Lp,,m-

r(T-Tw) ^'

r [HP, Tw, rw)-h(P, Tw, r)-{rw-r)K,{P, Tw)]
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From the above definition, it will be clear that

C,,. ,„ represents the mean specific heat at constant

pressure of the pure vapor-free first component over

the temperature range from Tu- to T. The entity Cpv. ,„

may be interpreted as the "effective" specific heat at

constant pressure P of the vapor component of the

mixture taken as a mean over a temperature range

from Tw to T and at a mixing ratio of r. Finally, L^,, r

may be understood as the '"effective" latent heat of

vaporization (or sublimation) of the vapor component
of the mixture at constant pressure P and constant

temperature Tw It will be seen that L,,, r is taken as

a mean while (ru^ — r) gram of vapor component
evaporates into the gas mixture from a plane surface

of its liquid phase per gram of first component. Both
mixture and liquid must be at the same pressure P
and temperature T,,., the gas mixture having a mixing
ratio r initially and attaining a mixing ratio ru- finally

as a result of the process of evaporation.

It should be noted that the "effective" specific heat

Cpv, m and the "effective" latent heat of vaporization

Li-, r both differ from their counterparts pertinent to

the pure phase of the second (vapor) component owing
to the interactions between the molecules of the first

and second components of the gas mixture, and due
to other small effects [24].

By adding to the function F each of the quantities

hiP, r, 0) and h{P. Tu. 0), both with positive and
negative signs, respectively, one obtains the useful

identity

F= [hiP.T, r)-h{P,Tu:r)]

= [h{P, r. r) -h(P. T.O)]-[h(P. Tu: r)-h(P. Tu: 0)]

+ [h{P,T,0}-h(P,Tu:0)l (6)

When one subtracts h{P, Tu: r) from both the
left-hand and right-hand members of eq (1), it is obvious
that the left-hand member transforms to the function
F. Therefore, the right-hand member of eq (1) minus
h(P, Tw, r) is also equal to F, so that we can equate
this difference to eq (6) which yields the relationship

[h{P, Tu: ru) -h{P, Tu: r)]- (r„,-,)/i;(P, Tu,)

= [hiP,T,r)-h{P,T,0)]

-[h{P.Tu:r)-h{P,Tu:0)]

+ [h{P.T.O)-h(P,Tu:0)]. (7)

Inspection reveals that the product {rw—r)Li,^r is

equal to the left-hand member of eq (7), while the sum
of the products (T—Tu)Cp,m and riT—Tw) €,„,,„, is

equal to the right-hand member of eq (7). On making
these substitutions in eq (7) it transforms to

(ru,— r) L^, r=[Ci,. m + rC,jr. m] (T— Tu-) . (8)

On introducing the "psychrometric factor" A and
the ratio B defined by

B Cjji-^ mlLp, (10)

substituting these in eq (8), and solving it for r, one
finds

AAT
[l + B^T] [l + fiAT]

where AT=T—Tu:
Solving eq (11) for A one obtains

(11)

A ^
r».-r[l + gAr]

AT (12)

The "psychrometric factor" A as defined by eq (9)

is identically equal to the "psychrometric factor" A
as given by eq (12).

For the case where the initial mixing ratio of the

gas is zero, eq (12) reduces to

AT (13)

If the vapor and the gas separately and admixed
with one another obey the ideal gas laws, eq (11)

becomes

A'AT
a+B'AT) a+B'AT)

or, alternately, in terms of vapor pressure,

eu, (P-e) (P-e)AoAT

whf

{\ + B'AT) iP-eu,) (l + B'AT)

A'

B'

Ok
L[.

C
L'r

(14)

(15)

(16)

(17)

(18)

and

(9)

e=the partial pressure of the vapor component in

the original gas mixture;

eu =the saturation vapor pressure of the liquid phase

of the vapor component at temperature 7",,:

/"'=the total pressure;

C,',i.= the pure phase specific heat of the vapor at

constant pressure;

L,' = the pure phase latent heat of vaporization of

the vapor;

C/,= the specific heat of the vapor-free gas at constant

pressure;
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.^o = the so-called "psychrometric constant" (which
appears in most formulas for the conventional
psychrometer [3));

A/,;=the molecular weight of the vapor-free gas com-
ponent; and

Ml = the molecular weight of the vapor component.

When e and e,, are small compared to P and B '^T is

small compared to one, which is the case for the water-

air system at dry-bulb temperatures T up to about 45
°C, eq (15) reduces to

€ = €„- A^^HAT (19)

which is identical to the classical equation often used
to represent the behavior of the conventional psy-

chrometer.

It does not appear feasible to construct a practical

psychrometer that is an embodiment of a closed system
undergoing the ideal adiabatic isobaric saturation

process which serves as the basis of eq (1). On the

other hand, an open system undergoing a steady-flow

process would appear to be operationally feasible, and
such a system was constructed and its performance
investigated. The aim was to approach ideal conditions

as closely as practical, namely to bring compressed
liquid (or solid) to pressure P and temperature Tu, to

evaporate it into a gas stream at pressure P, tempera-
ture T and mixing ratio r, and to bring the gas adia-

batically to saturation at pressure P, temperature T,,-.

and mixing ratio r„. This system then becomes an
adiabatic saturator operating at constant pressure. If

nothing enters to violate the conditions of eq (1). the

adiabatic saturator becomes an "adiabatic saturation

psychrometer" since measured values of P, T, and Tu

can be inserted into eq (11) to obtain the mixing ratio

of the entrant gas stream. It was realized that practical

and theoretical matters, such as heat exchanges due
to radiation and conduction, and pressure drop associ-

ated with flow, would be among the factors limiting the

possibility of attaining the ideal, especially in view
of the desire to keep the apparatus simple for ease of

construction. It was left, therefore, to experiment to

serve as the indicator of how close the actual psychrom-
eter conformed to theory.

3. Background

In 1922, W. K. Lewis performed several experiments
in which a dried gas was bubbled through a volatile

liquid in a Dewar flask containing glass beads, the

gas being discharged into the liquid through a vacuum-
jacketed glass inlet tube. For water-air, water-carbon

dioxide, toluol-air and chlorbenzol-air the gas sub-

stantially became saturated and the liquid (as well as

the effluent gas) eventually reached a steady-state

temperature that was essentially the "thermodynamic
wet-bulb temperature." The readings of wet-bulb
temperature in the experiments using water, toluol

and chlorbenzol as the liquid were independent of

air velocity and of the amount of air contact with the

liquid. This was not the case in the experiments with

Uquids of higher vapor pressure. The discrepancy
probably was due to incomplete saturation and incom-
plete heat transfer between the gas and hquid rather
than lack of constancy of the wet-bulb temperature as
Lewis assumed.
Nanda and Kapur [28] performed similar experi-

ments, bubbling dried air into a Dewar containing such
liquids as acetone, methyl alcohol, ethyl alcohol, and
butyl alcohol. After a considerable length of time, the
liquid temperature approached the "thermodynamic
wet-bulb temperature."
We also repeated these experiments, and in doing

so found it necessary to use a vacuum-jacketed glass
inlet tube, such as Lewis had used, for bubbhng the
gas through the liquid in the Dewar flask. With this

inlet tube, which reduced precooling of the inlet gas
prior to discharge into the liquid, steady-state tem-
peratures of the liquids were obtained, which were
in close agreement with calculated "thermodynamic
wet-bulb temperatures," provided the gas flow was
very low and only after extended continuous flow,

usually hours.

Although "thermodynamic wet-bulb temperatures"
could be obtained with the Dewar flask, the low gas
flow rates, and the extremely long time necessary to

reach steady-state conditions at these flow rates,

seemed to preclude its use as a practical instrument
for measuring humidity.

Carrier and Lindsay [25], and Dropkin [14] con-
structed large scale, engineering-type apparatus for

obtaining adiabatic saturation. The essential feature
of these devices was the provision for passing air

over surfaces moistened with water that had been
precooled to, or close to, the wet-bulb temperature,
within well-insulated ducts. The experiments per-

formed by these investigators were limited to the
water-air system.

In 1961, J. D. Wentzel described a psychrometer
which apparently measured the "thermodynamic
wet-bulb temperature" of water-air with high ac-

curacy [29]. In his instrument, Wentzel attempted
to saturate adiabatically a stream of test air (whose
humidity was to be measured) with water vapor in a

fashion that appeared to approach the idealized steady-

flow adiabatic process. Basically his instrument con-

sisted of a vacuum-insulated glass tube, the inner

walls of which were silvered to reduce radiation effects.

The tube was partially filled with a moistened natural

sponge through which the air flowed. Makeup water
was added intermittantly, in one design, and con-

tinuously in a second design. In the latter version, the

continuous flow of makeup water was precooled by
an essentially equivalent instrument through which
part of the gas stream was channeled. To preclude
the possibility of drying of the sponge, excess makeup
liquid was used. Wet-bulb temperatures were meas-
ured with thermocouples imbedded in the moistened
sponge. Wet-bulb temperature measurements for

the water-air system corresponded very closely to

"thermodynamic wet-bulb temperatures." It is well

known, however, that the wet-bulb temperature for

moist air as measured with a conventional psychrom-
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eter nominally is not very different from the "ther-

modynamic wet-bulb temperature" so that further

demonstration is required to establish that a psy-

chrometer is undergoing a true thermodynamic wet-

bulb process. This could have been accomplished by
the use of liquid-gas systems other than water-air

for which the wet-bulb temperature as indicated by
a conventional psychrometer, and the "thermody-
namic wet-bulb temperature" differ appreciably.

L. P. Harrison [26] has proposed three psychrometer
designs for measuring "thermodynamic wet-bulb

temperature," each design involving the employment
of three concentric tubes so arranged as to insure

intimate contact between gas and liquid and therefore

to insure adiabatic saturation.

We first duplicated Wentzel's instrument with some
modifications. Whereas Wentzel successfully had
employed natural sponges as his saturating element,

we were unsuccessful in the use not only of natural but

also of artificial sponges because of the tendency for

the liquid to be blown out by the gas stream. Only when
we finally resorted to cotton cheesecloth did the instru-

ment operate satisfactorily. Various liquid-gas systems
were tried and although wet-bulb temperatures ap-

proaching "thermodynamic wet-bulb temperatures"
v/ere obtained, these were not sufficiently close to one
another to form the basis of an accurate measuring
system. The best results were achieved with the

water-air system. The major defect in the instrument
appeared to be the lack of sufficient precooling of the

liquid so that it would feed into the saturating element
at, or very close to, the "thermodynamic wet-bulb

temperature." Witli the water-air system the operation

of an adiabatic saturation psychrometer is less sensi-

tive to the liquid feed temperature than it is with some
other liquid-gas systems.

We then developed an instrument utilizing vacuum-
jacketed glass tubes, as in the Wentzel instrument, but

employing a different saturating element and a novel
feed arrangement that precools the liquid very close

to the wet-bulb temperature. "Thermodynamic wet-

bulb temperatures" were closely approached with
various liquid-gas systems, as well as with water-air.

4. Description

The instrument is shown in figures 1 and 2. It

consists of a vacuum-jacketed glass saturator tube, A,
that is surrounded by a glass Dewar flask, B. Within
the saturator tube is a thermocouple, C, for measuring
dry-bulb temperature, wicking, D, for saturating the

gas stream, and a feed tube, E, through which liquid

is introduced for moistening the wicking. A thermo-
couple, F, for measuring wet-bulb temperature is

located beyond the outlet end of the saturator tube.

The saturator tube is centered and held in the Dewar
flask by a stopper, G. There is a pressure tap, H, at

the outlet end of the saturator tube and an exit flow

line, I, through which the effluent gas leaves the

instrument. The test gas enters at the inlet end of the

saturator tube, flows through the saturator tube,

emerges at the outlet end of the saturator tube, re-

verses direction, flows over the exterior surface of the

saturator tube and discharges through the exit flow

line and micrometer valve, J.

The main component is the saturator tube fabricated
with double walls, with the space between the walls

evacuated and sealed. The tube is silvered to reduce
radiation effects, is 13 in long, and has an o.d. of
V2 in and an i.d. of 0.15 in. It is within this saturator
tube that the "thermodynamic wet-bulb process"
occurs.

The liquid feed system comprises a graduated reser-

voir, K, a preliminary heat exchanger, L, a main heat
exchanger, M, and a feed tube, E. Liquid flows from
the reservoir, through the heat exchangers, the feed
tube, and onto the wicking. The reservoir is mounted
on a vertical rod. Its elevation can be adjusted to pro-

vide the required head of liquid to maintain the flow

necessary for complete and continuous moistening of
the wicking. The preliminary heat exchanger is a 12-ft

B L DM 0 FN

DIMENSIONS IN INCHES

Figure 1. Adiabatic psychrometer— principal section^
A. Vacuum-jacketed glass saturator tube; B. glass Dewar flask; C. Dry-bulb thermocouple; D. Cotton wicking: E. liquid feed lube;

F. wet-bulb thermocouple; G. saturator tube rubber stopper; L. preliminary heat exchanger; M. main heat exchanger; N. flow guide;
O. flow guide cork stopper.
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FKiURE 2. Adiabatir psychrometer— schematic
A. Vatuum-jackf ted glass saturalor lube; B. glass Dewar flask: C. dry-bulb thermo-

couple; D. cottom wicking; E. liquid feed tube; K, wet-bulb thermocouple; G. saturatur
tube rubber stopper; H. static pressure tap; 1. exit flow line; J. micrometer exhaust valve;

K. graduated reservoir; L. preliminary heat exchanger. M. main heat exchanger; N. flow

guide: O flow guide cork stopper: P. vacuum source: Q. oil manometer.

length of polytetra fluoroethylene tubing, with an o.d. of

about 0.045 in and an i.d. of about 0.021 in, loosely

wound for 6 in around the outside of the saturator tube,

connected at one end to the reservoir and at the other

end to the main heat exchanger. The latter is a 5-ft

length of stainless steel tubing, with an o.d. of 0.0355 in

and an i.d. of 0.023 in, wound into a ^/s-in diam helix

that fits over the outlet end of the saturator tube for a

distance of 4 in. The feed tube is fabricated from 2 ft

of the same PTFE tubing as used in the preliminary

heat exchanger. It is wound into a helix which fits

inside the saturator tube and extends inward for 10 in

from the outlet end.

The feed tube is covered with a close-fitting sleeve

of cotton wicking. One end of the sleeve terminates

V2 in inside the outlet end of the saturator tube; the

other end is tied tightly with cotton thread immediately

beyond the discharge port of the feed tube.

The wet- and dry-bulb thermocouples are made
from calibrated No. 40 copper and constantan wires

encased in PTFE tubing like that described above.

The dry-bulb thermocouple junction is located IV2 in

inside the inlet end of the saturator tube and upstream
of the wicking; the wet-bulb thermocouple junction

is located just beyond the outlet end of the saturator

tube downstream of the wicking. Both junctions are

placed along the axis of the saturator tube.

A silvered glass Dewar flask, 12 in long and with an

i.d. of l^/s in, encloses most of the saturator tube.

The saturator tube fits tightly within a concentric

hole in a No. 9 rubber stopper which, in turn, fits

snugly into the mouth of the Dewar flask. The two
sets of thermocouple wires, the preliminary heat

exhanger. the pressure line, and the exit gas flow line

are fed separately through, and tightly fitted in, holes

in the stopper.

Within the Dewar flask is a glass "tube, N, 9 inches

in length, Vs-in o.d., and Vie-in thick, that is, in turn,

supported by a cork stopper, 0. The saturator tube

with its associated components is positioned concen-
trically inside the glass tube. The latter serves as a

flow guide for channeling the gas over the surface of
the main heat exchanger. It reduces the size of the
annulus through which the gas flows and improves
the heat transfer between the liquid in the main heat
exchanger and the gas.

The exit flow line is connected to a micrometer
valve and then to a vacuum source, P. The pressure
line is connected to an oil manometer, Q. which, in

conjunction with a barometer which measures ambient
atmospheric pressure, yields the absolute pressure
at the outlet end of the saturator tube. A potentiometer
and null detector are used to measure the emfs gen-

erated by the thermocouples. The saturator assembly
is maintained in a horizontal orientation.

The saturator tube is constructed with a vacuum
jacket to reduce heat transfer between its interior

and its surroundings. The outer Dewar flask serves
the purpose of providing additional thermal insulation

from the ambient atmosphere for the test gas. The
design of the liquid-feed tube and wicking combina-
tion is intended to provide a large evaporative area to

the flowing gas while reducing as far as practical the

pressure drop and total liquid heat capacity. The liquid-

feed heat exchanger provides for the automatic pre-

cooling of the liquid by the gas which has been brought
to the wet-bulb temperature by the moistened wicking.

Counter flow of gas and liquid is used to obtain the

maximum heat exchange. It was intended that the

total heat capacity of the heat exchanger and its con-

tained liquid should be as small as possible. The pre-

liminary liquid-feed heat exhanger is not considered
to be part of the thermal capacity of the main heat

exchanger and is a slight embellishment for heat ex-

change purposes. The liquid reservoir height ad-

justment is used to control the rate of liquid feed.

Both thermocouples were located so as to be exposed
only to and in contact with the gas stream.

5. Operating Procedure

The iiislrument is operated by establishing a con-

tinuous flow of sample gas and liquid. After steady-

state omditions are reached, the wet- and dry-bulb

temperatures and the pressure are measured.
The test gas is fed to the saturator tube at atmos-

pheric pressure. Because t)f the use of glass in the

construction oi the saturator tube and the Dewar flask

and the use of stoppers for assembling and sealing

these components, the maximum pressure within the

psychrometer is limited to about 1 atm. The outlet port

of the micrometer valve is attached to a vacuum, source.

The micrometer valve is calibrated in terms of air

flow over the range 0 to 6.2 liters |)er minute. By means
of a density correction, the equivalent flow is obtained
for any other gas. Thus, by an appropriate micrometer
setting any desired flow within this range can be
established through the psychrometer. Since the valve

functions as a variable criticai flow orifice, the volu-

metric flow through the psychrometer, for a given

micrometer setting, is essentially constant.

The height-of the reservoir is set so as to produce a

liquid flow rate tiiat is approximately three times that
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required to completely saturate the vapor-tree test

gas. This liquid flow rate is measured by timing the

change in volume of the liquid in the graduated reser-

voir. If drying occurs in any part of the wicking, a

temperature transient is propagated through the

saturator that upsets the thermal equilibrium of the

instrument and yields an erroneous wet-bulb tempera-

ture. Excess liquid insures that the wicking is always

completely moistened; the excess is carried through

the saturator by the flow of gas and collects in the

Dewar flask where it can be drained manually or auto-

matically. Since the liquid enters and emerges from

the saturator tube at essentially wet-bulb temperature,

the enthalpies of the excess liquid flowing into and out

of the saturator are essentially equal and therefore do
not contribute to the overall enthalpy balance as

given in eq (1).

5.1. Tests

Since eq (1) represents an interrelation among
parameters P, T, Tu. and r such that f{P, T, T,, . r) = 0,

then if any three parameters, say P, T, and r are meas-

ured and inserted into the equation, the fourth, 7",,.

can be calculated. If, in addition, a measurement is

also made of T„ . the calculated and observed "thermo-

dynamic wet-bulb temjjeratures" can be compared.
Such a comparison offers a measure of the conformance
of psychrometer behavior with theory.

Equation (12) may be expressed in the form

C,.,„ ^ r,r-ri\+B^T\

Lr. r ^T '

'

in which the right- and left-hand sides are different

functions of the same parameters, that is,

A,{P, T, T„: r) = AAP, T, 7,,, r). (21)

By inserting the same set of measurements of the

parameters {P, T, Tu-. r) into A\ and Ao these two func-

tions can be calculated and compared. Such a com-
parison offers an alternate method of checking whether
the psychrometer performs in accordance with theory.

It should be recognized that A\ and A2 are alternate

expressions of the "psychrometric factor."

A series of experiments was performed with the

psychrometer. with various liquid-gas systems, to

obtain experimental or observed values of the wet-

bulb temperature which is given the notation (ri,)„hs-

With the same values of parameters l\ T, and r. the

"thermodynamic wet-bulb temperature" was caJ-

culated. To differentiate it from the observed value

it is given the notation (T,, Because of the diffi-

culty of generating vapor-gas mixtures of known mixing

ratios to supi)ly to the psychrometer, only dry, vapor-

free gases were used. Thus, in each case the mixing

ratio r of the gas was zero. All exjjeriments were per-

formed at room temperature (about 25 °C), except for

four test points with water-air which were performed
at about 37 °C, and at atmospheric pressure (about

1 bar). The flow rate of the test gas mixture was varied

over the range 0.8 to 6.2 liters per minute. The pos-

sible implications due to the restriction r=0 will be

discussed later.

The following systems were selected for the experi-

ments: water-air, water-hydrogen, carbon tetrachloride-

oxygen, carbon tetrachloride-hydrogen, and toluene-

air. The gases were obtained from a commercial
source in steel cylinders compressed to a pressure of

about 120 atm. The carbon tetrachloride was of spec-

tro grade, the toluene of reagent grade, and the water

of distilled grade purity. These systems encompass
a range of thermal to mass diffusivity ratios of 0.9

to 4.5 as shown in table 5.

The experimental setup is shown in figure 3. The
gas from a cylinder. R, was passed through a high

pressure reducer, S, and a low pressure reducer, T,

in series, a drier filled with phosphorous pentoxide,

U, and a stainless steel heat exchanger, V, immersed
in a temperature-controlled licjuid bath, W, and then

fed into the psychrometer, X, at a pressure of about

1 atm. The desired gas flow rate was obtained by the

appropriate setting of the micrometer on the exhaust

valve, J. The reservoir, K, was filled with the test

liquid and its elevation adjusted so that the liquid

flow rate was approximately three times as great as

that calculated as necessary to completely saturate

the test gas at the wet-bulb temperature.

Tests were also performed to determine the speed
of response of the instrument. Using air as the sample
gas, and water as the liquid, the jjsychrometer was
subjected to a nominal step-function change in mixing
ratio at a dry-bulb temperature of 25 °C and at an am-
bient atmospheric pressure of about 1 bar. Dry air

was fed to the psychrometer. After steady-state con-

ditions were reached, the connection feeding the dry

air to the inlet of the saturator tube was quickly re-

moved and ambienl (room) air was drawn in producing
an increase in mixing ratio. The procedure was then

reversed producing a decrease in mixing ratio. The
emf from the wet-bulb thermocouple was fed to a pre-

cision potentiometer. The unbalance of the poten-

tiometer was amplified and recorded as a function of

time. After nulling the potentiometer for the steady-

state initial wet-bulb temperature condition, a trace

was obtained of the wet-bulb temperature change
produced by the step-function change in mixing ratio.

5.2. Results

A comparison is shown in table 1 between the

(jbserved and calculated "thermodynamic wet-bulb
temperatures," {T„)„t,s (7"„.)taic- for the several

lit[uid-gas systems that were investigated. The absolute

pressures in the regi(jn of the wet-bulb thermocouple
are given in column 1. Column 2 lists the approximate
flow rates of the gas at the inlet end of the psychroni-

eter, that is, at temperature T. Columns 3 and 4 list

the observed (measured) dry- and wet-bulb tempera-
tures. The calculated wet-bulb temperatures, obtained

by solving eq (23) or (24) (see appendix) for Tu, are

given in column 5. The differences between the ob-

served and calculated wet-bulb temperatures.

f(7'»)obs~'(7'„)(.aicL are tabulated in column 6.
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Figure 3. Test setup — schematic
J. micrometer exhaust valve; K. graduated reservoir; P. vacuum source; Q. oil manometer- R. compressed gas

cylinder; S. high pressure reducer; T. low pressure reducer; U. drier; V. heat exchanger; W. temperature-con-
trolled liquid bath; X. psychrometer; Y. reference junction ice bath; Z. thermocouple selector switch; AA. pre-

cison laboratory potentiometer; BB. null indicator.

Columns 7 and 8 of table 1 give values of the "psy-

chrometric factor" A2 = -t^ and Ai=
"'

respectively,

for the various liquid-gas systems studied. The differ-

ences (A-z — At) are given in column 9 while the per-

centage difference . 100 are given in column
A2

10.

Since in this imperfect world one cannot expect
perfect agreement between experimental and theoreti-

cal values, it is desirable to have some criteria by
which the reasonableness of the agreement can be
assessed. An error analysis was therefore made to

obtain estimates of the accuracy of the calculated

"thermodynamic wet-bulb temperature" using the

observed, or measured parameters P, T, and r. It is

apparent that an iterative method must be used to

solve eq (23) or (24) for Tw Furthermore, the param-
eters P, T, Tw, and r must be known or assumed in

order to obtain values of the enthalpy functions

/^(P, T, r), h(P, Tu,, r), h{P, Tu„ r») and h'jP, TJ, the

latent heat of vaporization function L[,{Tw) and the

saturation mixing ratio function r^iP, Tw)- Not only

do the measurement errors in P, T, and r enter into

estimation of the error in (Tu))caic^ but experimental and
other systematic uncertainties in the enthalpies, latent

heats of vaporization and saturation mixing ratios must
be accounted for. A similar analysis was made to

obtain estimates of the accuracy of the psychro-

metric factors Ai and A2 using the observed parameters

P, T, Tw, and r. Details of the analyses are given in the

appendix, along with the sources of the thermody-

namic data and physical constants used in the calcula-

tions. The results of the analyses are presented in

tables 2, 3, and 4.

The parameters used in the computation of

{Tiv)caic^ A\ and A2 are listed in column 1 of table 2.

The nominal magnitudes of the parameters are given in

column 2. Estimates of the systematic and random
errors in these parameters are given in columns 3 and
4 while the corresponding systematic and random
errors in the wet-bulb temperature difference

{iTu)ox>s~ iTw)cz\c\ and in the psychrometric factor

difference (Ao — Ai) produced by the estimated
errors in these parameters are given in columns
5, 6, 7, and 8. Thus, for example, an estimated system-

atic error of 0.01 deg C in T for the water-air sys-

tem produces a corresponding systematic error or

0.005 deg C in [{Tw)obs^ iTw)caic] in the water-air

system. The estimated overall systematic error in

[( T'lt')obs~(7'u')caic] was obtained by summing the indi-

vidual systematic errors listed in column 5. Simi-

larly the estimated overall systematic error in (A2 — Ai)
was obtained by summing the individual systematic
errors in column 7. The estimated overall random
error in [(^uOobs ~ (7'«)caicJ and in {A2—A1) was obtained
by computing the root-mean-square value of the in-

dividual random errors in columns 6 and 8, respec-

tively. The estimated overall errors may be consid-

ered as guesses of the differences between {Tu.i)oiy^

and (Tw)(:a\c and between A2 and A\ which may be
expected to occur due to systematic and random
errors, provided the psychrometer otherwise acted

in accordance with eq (1).

Table 3 lists, for each liquid-gas system, the aver-

age of [(7'u')obs (7^ii')caic] and an estimate of the stand-

ard deviation of the average. Estimates of the over-

all systematic error and the overall random error,

given in table 2, are repeated here for convenience
in making comparisons. Table 4 gives similar values

for (A.,- Ax).

318-40



Table 1. Comparison between wet-bulb temperatures and psychrometric factors

I*ressure
/'

Flow
Dry-bulb

temperature
T

Wel-bulb temperature Psychrometric faclpr

Observed Calculated Difference Difference

(A,- A,)

Percentage
difference

!-(-.4,)
X 100

Bars Liter per

minute
deg C deg C deg C deg C lOVdeg C 10-Vdeg C lOVdeg C %

Water— Air

0.9745 1.4 24.80 7.87 7.86 0.01 40.65 40.57 0.08 0.2

.9737 1.4 24.73 7.81 7.82 -.01 40'.54 40.57 - .03 - .1

.9816 1.4 24.62 7.80 7.83 -.03 40.42 40.57 - .15 - .4

.9806 1.4 24.65 7.82 7.84 -.02 40.49 40.57 -.08 - .2

1.0002 1.4 25.11 8.24 8.21 .03 40.76 40.59 .17 .4

0.9943 2.1 37.07 13.25 13.26 - .01 40.71 40.75 -.04 -.1
.9948 2.1 37.01 13.19 13.24 -.05 40.53 40.75 -.22 -.5
.9943 2.1 37.02 13.27 13.24 .03 40.88 40.75 .13 .3

0.9978 2.1 37.02 13.23 13.27 -.04 40.56 40.75 -.19 .5

1.0000 2.1 24.98 8.15 8.14 .01 40.61 40.58 .03 .1

1.0005 2.1 25.02 8.16 8.17 -.01 40.55 40.58 -.03 -.1
1.0008 2.1 25.02 8.18 8.17 .01 40.64 40.59 .05 .1

1.0008 2.1 25.08 8.22 8.20 .02 40.70 40.59 .11 .3

1.0007 2.1 25.17 8.25 8.24 .01 40.65 40.59 .06 .1

0.9818 6.2 24.88 8.07 7.95 .12 41,19 40.58 .61 1.5

.9829 6.2 24.85- 8.10 7.95. .15 41.38 40..58 .80 1.9

Water

-

Hydrogen

0.9718 5.2 24.40 7.60 7.58 0.02 576.8 575.0 1.8 0.3

.9807 5.2 24.29 7.57 7.60 - .03 573.1 575.0 - 1.9 -.3

.9823 5.2 24.25 7.56 7.59 -.03 572.8 575.0 -2.2 -.4

.9851 5.2 24.40 7.63 7.68 - .05 571.2 575.0 -3.8 -.7

Carbon tetrachloride— Oxygen

0.9929 1.3 24.52 -8.50 -8.52 0.02 416.8 416.1 0.7 0.2

.9714 1.9 24.67 -8.73 -8.72 -.01 415.6 416.0 - ,4 -.1

.9876 1.9 24.66 -8.56 -8.53 -.03 415.1 416.1 - 1.0 -.2

.9878 1.9 24.45 -8.66 -8.60 -.06 413.8 416.0 -2.2 - .5

.9870 1.9 24.41 -8.69 -8.62 -.07 413.6 416.0 -2.4 -.6
1.0114 0.8 24.26 -8.17 -8.39 .22 424.8 416.3 8.5 2.0

(-arbon tetrachloride — Hydrofien

1.0061 2.1 23.93 -8.71 -8.83 0.12 6.519 6.451 68 1.0

0.9970 2.1 23.82 -8.83 -8.97 .14 6.531 6.450 81 1.2

.9839 2.9 24.18 -8.96 -9.00 .04 6.471 6.449 22 .3

.9843 2.9 24.20 -8.98 -8.99 .01 6.453 6.449 4 .1

.9848 2.9 24.12 -9.01 -9.01 .00 6,447 6.448 -
1 -.0

T(»luene — Air

0.9981 1.4 25.47 6.79 6.84 - 0.05 236.8 238.2 -1.4 -0.6
.9986 1.4 25.37 6.74 6.80 -.06 236.5 2.38.2 - 1.7 -.7
.9923 1.4 25.15 6.65 6.64 .01 238.4 2,38.2 0.2 .1

.993(1 1.4 25.13 6.65 6.64 .01 238.5 238.2 0.3 .1

.9764 2.1 25.58 6.65 6.70 -.05 2,36.8 238.2 -1.4 -.6

.9784 2.1 2.S.54 6.62 6.70 -.08 236.0 238.2 -2.2 -.9
1 .0056 0.8 25.09 6.90 6.73 .17 242.9 238.3 4.6 1.9

1.0075 0.8 24.98 6.90 6.70 .20 243.9 238.3 5.6 2.3

If the errors in (Tuijobs snd (7'u))caici or in A-> and A\.

were solely random, then the average of the appropriate

difference, for a given liquid-gas system, would tend
toward zero. Since the averages are not equal to zero,

one would expect that these values are experimental
measures of the systematic errors and should therefore

have the same magnitudes as the estimates of the over-

all systematic errors. The standard deviations of the

differences about these averages, on the other hand,
are indicators of the experimental random errors

and so, correspondingly, should have a close rela-

tionship to the estimates of the overall random errors.

It can be observed from table 3 that the average
values of [iTu^ihs^ (Tu)caw\ are smaller than the

estimates of the overall systematic errors of [(T'uKibs

~ (T'uOcaicJ- This is also the case for {A-> — A\) as shown
in table 4. This is probably due to an overly conserva-
tive estimate of the individual systematic errors of

the parameters (especially /») and the fact that sum-
ming the corresponding individual systematic errors

of the apjjropriate differences gives a maximum.
It can be observed further from tables 3 and 4

that the estimates of the standard deviations are

considerably greater than the estimates of the over-



Table 2. Error analysis

Parameter

Nominal
magnitude

of

parameter

Estimated error of

the parameter
Estimated error of

[(7'.,w-(r„)„,ei
due to parameter error

Estimated 'error of

due to parameter error

Systematic Random*
Systematic Random Systematic Random

deg C deg C lO'Vdeg C 10-Vdeg C

Waler- Air

(r„u "C-
T °C...

bar ..

''

f: mol

W„
g mol

y«-

eu- bar...

-

i...

f!

A
J

.

Estimated overall error

8.

25.

I.O

18.01534

28,9645

1.004

0.0107

1.0

33.

2,516

0.01

.01

.00006

.0008

.0000(M3

.00036

.025

.084

0.015

,024

,0IW2

0.010

.IX)5

.(WO

.1100

.005

.003

.003

.000

.OtJO

.027

0.015

Oil

.002

.019

0.052

.024

,(H)0

IMKI

.033

.016

.015

.000

.001

.14

0.08

.06

,01

.10

Water— Hydrogen

K °<:... 8. 0.01 0,015 0.010 0.015 0 74 1.11

r "C... 25. .01 ,024 .005 .011 .35 0.83

H bar... 1.0 .01 ,0(K)2 .002 .12

M, 18.01534 ,(K)U06 .000 .IKI

g mol

M., 2.01594 ,00001 .000 .010
g mol

1. .005 .039 2.91

ei, 0.0104 .0000042 .003 .23

C,
J

g °(;
14.2 .(X)042 .IHIO .02

/..

J
2.483 1.76 .005 .40

Estimated overall error ... .062 .020 4.65 1.39

('arbon Tetrachloride — Oxygen

r, °(;... -9. O.OI 0.015 0.010 0.015 0.37 0.56

T "C... 25. .01 .024 .003 .008 .12 .31

P bar... 1.0 .0002 .002 .09

M, 53.82315 .002 .000 .00
g mol

M„ 31.9988 .0001 .000 .(K)

g mol
1, .005 .057 2.14

e« 0,027 (lOOO'l.i .038 1.46

C,
J

g "C
,92 ,(JO0167 .002 0.9

J
214. 1.09 ,055 2.14

Estimated overall error .165 .017 6.32 .65

( Carbon Tetrachloride — Hydrogen

T„. °(:

T °C
f bar

M.-

w„
ĝ mol

A-
e,r bar

c
ĝ °t

I...
;!

Estimated overall error.

25.

1.0

1.

0.027

13.4

214.

0,01

.01

.(K)5

.00(K)91

.(W406

l.(W

0.015

,024

,0002

0.010

.(K)3

.0.56

.038

11.54

.161

0.015

.(H18

,IH12

6,0

2,0

,1

33,2

22,6

32,9

97.0

Toulene— Air

7. 0.01 0.015 0.010 0.015 0.27 0.40

T "C... 25. .01 .024 .(K14 .010 .13 .31
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Table 2. Error analysis — Continued

Nomina]
magnitude

of

parameter

Estimated error of

the parameter
Estimated error of

[(r„).,„-(7'„)ca|,l

due to parameter error

Estimated error of

M2-/<,)
due to parameter error

Parameter

Systematic Random*
Random Systematic Random

deg C deg C lO'Vdeg C 10-Vdeg C

Toulene Air — Continued

H bar.-. 1.0 .0002 .002 .05

M,
g mol

92.14181 .00008 .000 .00

g mol
28.9645 .0009 .000 .01

1. .00.5 .049 1.20

J

g°C
J

0.014 .000014 .010 .24

c, 1.00 .00036 .002 .07

/.. 423. .88 .021 .40

FslimMlpd nver;^!) emir .096 .018 2.32 .51

^Estimated standard deviation of an observation.

Table 3. Summary of wet-bulb temperature differences

[iT„U,-lT„),.,„J

Standard Estimated Estimated Estimated Rejection

deviation overall overall total criterion

System .\verage of the dif- system- random error

ferences atic error error*

about the

average A. ^, lA. + Ar) (A. + 3A,I

dep C degC defi C de/£ C defi C
H O .^ir + 0.015 0.053 0.027 0.019 0.046 0.084

H,0 Air -.003 .026 .027 .019 .046

iReslricled flow)

HO H. -.021 .033 .062 .020 .082 .122

CCI.Q.. + .013 .108 .165 .017 .182 .216

CCI.-O, - .029 .035 .165 .017 .182

iReslricled flow)

CCl, H. + .050 .064 .161 .017 .178 .212

CiH.Air -r .018 .loy .(196 .018 ,114 .150

CtHk Air -.038 .042 .096 .018 .114

iRestrii led flow)

'Estimated standard deviation of an observation.

Table 4. Summary of psychrometric factor differences (A^ — A|

Standard Relative Estimated Estimated Estimated
deviation average overall overall total

System -Average of the dif

ferences

about the

system-
atic error

random
error*

error

average A. Ar (A, + A,

)

10--'/<fe;;C lO-^'Idef! C % 10-V<ie#.'C \0-''ldet:C
H.O-Air + 0.08 0.27 .19 0.14 0.10 0.24
H.OAir -.01 .12 - ,02 .14 .10 .24

(Restricted flow)

H .0 H . - 1.6 2.4 - .27 4.65 1.39 6.04
CCL-C + 0.5 4.0 + .12 6.32 0.65 5.97
CCIrO.. - 1.1 1.4 - .26 6..32 .65 5.97

iRestricled flow)

CCU-H-, + 35. 37. + .25 97. 10. 107.

CrH^-Air + 0.5 3.0 + .21 2.3 0.5 2.8
CiH. Air - 1.0 1.0 -.43 2.3 .5 2.8

(Restricted flow!

'Estimated standard deviation of an observation.

all random errors. The overall random errors were
based on estimates of the individual random error to

be expected in measurement of each of the param-
eters in a system in static equilibrium. The measure-
ments were made in a dynamic system under con-
ditions close to steady-state, but with some fluctua-

tion of inlet temperature. Since the thermocouple

emfs were not read simultaneously and since the

wet-bulb thermocouple does not respond to changes
in inlet temperature as rapidly as does the dry-bulb

thermocouple, it is Ukely that the actual random
temperature errors were greater than that estimated.

That the standard deviation was approximately two-

to three-fold the estimated overall (static) random
error, does not seem disturbing, but does indicate

that some contributory effects were not accounted
for.

Examining the data in table 1, one finds that there

are several sets of measurements which yielded ex-

cessively large individual differences in [(T'u.W

(yuOcalcl-

The criterion was established to reject any differ-

ence which exceeded the sum of the estimated over-

all systematic error plus three times the estimated

overall random error in [{Tu)„bs~ iTu\-a\c\- It was
assumed that such large differences represented
anomalous behavior of the psychrometer. The appli-

cation of this criterion led to the rejection of two sets

of data for the water-air system, one set of data for

the carbon tetrachloride-oxygen system, and two sets

of data for the toluene-air system. These rejected

sets of data included all experiments performed at

the lowest and highest flow rates, that is, at 0.8 and
6.2 liters per minute, and none within the flow rate

range of 1.3 through 5.2 liters per minute.

Average differences and estimates of the standard
deviations of the average differences were recomputed
excluding the rejected differences, and are given in

tables 3 and 4 under the heading "restricted flow."

Whereas the average algebraic differences initially

were positive in sign for the water-air, carbon tetra-

chloride-oxygen, and toluene-air systems, after ap-

plying the rejection criterion, the sign in each case
was negative. The magnitude of the average alge-

braic difference decreased by a factor of five for the

water-air system, but doubled for the carbon tetra-

chloride-oxygen and toluene-air systems. The new
("restricted flow") estimates of the standard devia-

tions were smaller by a factor of about two to three
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and agreed more closely with the estimates of the

overall random error.

It appears that the rejection process eUminated
both low and high flow-dependent systematic errors.

This is to be expected since at very low flows heat

losses to the ambient atmosphere become a notice-

able fraction of the heat supplied by the test gas.

At very high flows, incomplete saturation and incom-
plete heat exchange apparently occur.

Corrections or error estimates could be made for

radiative or conductive heat losses, incomplete
saturation, change of kinetic energy of the gas stream,
heat supphed by incoming liquid or other factors

that might tend to affect the performance of the

psychrometer. In designing this instrument, an at-

tempt was made to make these sources of error as

negligible as feasible, so that corrections would not

need to be appUed. Since the purpose of these tests

was to determine how well the instrument actually

performed its intended function as an adiabatic

saturation psychrometer, such corrections were not

made in this evaluation.

Though on the average the measured wet-bulb

temperatures differ little from the calculated wet-

bulb temperatures, there is a prevalence for the meas-

ured temperature to be lower than the calculated

temperature for the "restricted flow" cases. This

probably stems from the fact that the true /„.-factor

is greater than unity whereas a value of one was used

for all systems except water-air in determining (TuOcaic-

For the water-air system, for which the /u,-factor is

known and therefore was used, {Tw)ca\c is much closer

to (r„,)obs f>n the average than for any other system.

The response time traces obtained appeared to

have the general shape of exponential functions

as one would expect. The time constant t was ob-

tained by measuring the time required for the wet-

bulb temperature to undergo 63 percent of its total

change for each test condition. Figure 4 is a plot

of these measured time constants against gas flow

rate for the two conditions tested. The time constant

is a function of gas flow rate. At flow rates of 3.75

to 5.2 liters per minute the time constant is about

of a minute.

Although the temperature of the hquid at the point

where it discharges onto the wicking was not meas-
ured, several calculations were made to obtain esti-

mates of how close this temperature approached the

"thermodynamic wet-bulb temperature." For ex-

ample, with water flowing at a rate calculated to be
three-fold that required to saturate an air flow of IV2

liters per minute at inlet conditions of zero mixing
ratio, 25 °C dry-bulb temperature, and 1 bar pressure,

the liquid feed temperature was calculated to be
0.2 °C higher than "thermodynamic wet-bulb tempera-
ture." This, it was estimated, would elevate the wet-

bulb temperature by approximately 0.008 °C. If the

inlet relative humidity of the gas were higher, the

other inlet and flow conditions remaining unchanged,
the absolute temperature error in the liquid feed would
be less, but the percentage error in the experimental
psychrometric factor, would be the same.
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Figure 4. Time constant versus inlet gas flow rate for water-air

system.

It is important to reiterate that the adiabatic satura-

tion psychrometer behaves very differently from con-

ventional types of psychrometers. This is shown in

table 5 which compares the psychrometric factor

ratios A^lAi at r=0 obtained at NBS with the adia-

batic saturation psychrometer and with three types

of conventional thermocouple psychrometers cor-

rected for radiation losses; it also lists ratios based
on results reported by other investigators on conven-
tional psychrometers. The ratio is essentially unity

for the adiabatic saturation psychrometer for the five

systems listed; it differs significantly from unity for

the conventional types of psychrometer, although

for the water-air system the magnitude of the differ-

ence is smaller than for the other systems.

Table 5. Typical psychrometer performance

Rat io of psyc irometric factors, A J/ii

Rati.. „f NBS ins ruments Other instru ments

thermal
System lu mass

diffusiv- Adiabatic Thermo- Thermo- Thermo-

ities satura- couple couple couple Arnold Sher- Lewis

tion psy- psy- psy- psy- [11]" w..od [13]

chrom- chrom- chrom- chrom- [12]

eter^ eter A'' eter B'' eter <
'.

''

H.O-Air u.y LOGO 1.14 1.04 0.95 1.21

H.OHi 1.7 o.yyy 1.64 1.47 1.53

CCL-0. 3.0 .997 2.33 2.23

CCLH. 4..5 1.005 2.79

CTH.Air 2.6 0.9% 2.07 1.96 1.77 2.08 2.5

' shielded ajzainst radiation.

''C.rrected for radiation.

6. Discussion and Conclusions

The theoretical basis governing the operation of

this instrument has been demonstrated at room tem-

perature, atmospheric pressure, and over the flow

range of 1.3 through 5.3 liters per minute, by tests

with several liquid-gas systems subject to the re-



striction that the data were limited to the condition

r= 0. Since zero mixing ratio produces the maximum
wet-bulb depression for any given dry-bulb tempera-

ture, and since such effects as radiative and conduc-

tive heat losses tend to have a greater influence with

increasing depression, the r=0 condition subjects the

psychrometer to its severest experimental test. Use
of the gas temperature just beyond the outlet end of

the saturator tube rather than the temperature of the

moistened wicking as the wet-bulb temperature

further increases the assurance that this instrument

is producing "thermodynamic wet-bulb temperatures."
Since essentially all cooling of the incoming gas occurs

by heat transfer from the gas to the moistened wick-

ing, the average temperature of the moistened wick-

ing must of necessity be equal to or less than the

average temperature of the exit gas. It is possible

under some circumstances (for example, where the

ratio of thermal to mass diffusivity is less than 1) for

the moistened wicking to be cooled below the "thermo-

dynamic wet-bulb temperature," but it is extremely

unlikely that the average temperature of the exit gas

could be as low as the "thermodynamic wet-bulb tem-

perature" without satisfying the postulates that form
the theoretical basis for eq (1).

Although the intended use of this instrument is to

measure the water vapor content of gases, it is possible

to use it for the determination of other vapors in gases

and perhaps for the determination of fw for particular

vapor-gas combinations. The latter might be done
by controlling inlet gas temperatures in such a way
as to produce wet-bulb temperatures which corre-

spond to those at which the vapor pressure and
latent heat of evaporation of the liquid are well known.

Due to the difficulty of producing known vapor
concentrations in gases other than zero, this instru-

ment was only tested at the condition r=0. Its per-

formance characteristics, therefore, have been
demonstrated only at this condition. We believe

however, that the characteristics would not be al-

tered significantly were the psychrometer operated at

r>0. Furthermore, as mentioned above, for any
given dry-bulb temperature, r= 0 produces the mini-

mum wet-bulb temperature and subjects the psy-

chrometer to the maximum radiative and conductive
heat losses, and hence is the most severe condition

under which to test the behavior of a psychrometer.

It is of interest to predict how well one could
measure the water vapor content of air with this

psychrometer. Whereas the magnitude of the error

in wet-bulb temperature probably is related directly

to the difference between wet- and dry-bulb tempera-
tures, we will use for our prediction the error obtained
at r=0 which is in all likelihood maximum since the

wet- and dry-bulb temperature difference is maximum,
and handle it as though it were a fixed error although
it is likely smaller at higher relative humidities. For
our estimate of this error we will use the average
value of [(/"u^bs — (rit,)caic] plus one standard devia-
tion of this quantity obtained from the "restricted
flow" test points. This should give us a one-sigma error

estimate. Assuming a dry-bulb temperature of 25 °C,

a total pressure of 1 bar, and using the above error in

wet-bulb temperature, it is estimated that the psy-

chrometer can be used to determine the relative

humidity to within V4 percent. Table 6 gives the error

estimates in both the mixing ratio and relative humidity
determination at various inlet relative humidities.

Table 6. Estimated instrument error for water vapor-air system at

25 °C, 1 bar pressure and various relative humidities

RH Ar ARH

% g vapor/g- vapor-free gas %

0 0.000025 0.13

20 .000029 .15

40 .000034 .17

60 .000038 .19

80 .000043 .21

100 .000049 .23

The suggestions and criticisms of L. P. Harrison,
ESSA, Weather Bureau, Silver Spring, Md., are

gratefully acknowledged.

7. Appendix. Computations and Sources of

Constants

{Tw) ca\c was computed for each experimental point

by solving one of the following equations in an itera-

tive manner, using measured values of P and T:

h{P, 7, 0) = h{P, Tu„ r„) - rMP^ T„) (22)

r, 0)=/i(P, Tu,, 0) + r„X;,. (23)

A2 was computed for each experimental point equat-

ing A-i to A in eq (13) into which the measured values

of P, T, and Tw were substituted. A^ was computed for

each experimental point by using one of the following

equations into which the measured values of P, T,

and Tw were substituted;

rw[h{P,T,Q)-h{P,Tw,m
mhiP, Tw, r^)-h(P, Tw, 0)-rwh'w{P, Tw)]

(24)

_ [h(P, T,0)-h{P, Tw,0)]
' An; ^"^^f

where A^ is the equivalent of A in eq (9).

Equations (22) and (24) were used for the water-air

system and are exact. Equations (23) and (25) are
approximations and were used for all other systems
because neither the gas mixture enthalpy h{P, Tw, fw)
nor the "effective" latent heat of vaporization L„, , for

these systems was known.
In all cases Fu, was determined by solution of the

following equation:



(26)

where fw = & function of pressure and temperature
for a given liquid-gas system.^

Each of the individual errors in (Tu.)ca\c is associ-

ated with an error in one of the parameters entering

into its calculation. The error in {Tu))ca\c was obtained

by solving eq (22) or (23), as appropriate, using the

parameter value plus its estimated error in the cal-

culation and subtracting {Tw)Qa\c from the result. The
individual errors in (A-i — Ai) were obtained by solving

equations (13) and (24) or (25) as appropriate, using

the parameter value plus its estimated error in the

calculation along with the values of (Tw)ca\c obtained

from prior computation. The solution of these equa-

tions gives the error directly since A2 — Ai = 0 at

(7'u')caic when there are no errors.

The results of the error computations are given in

table 2.

Water-Air System. h{P, T, r) , h{P, r„„ r) and h(P,

Tw, rw) were obtained by solution of the following

equation:

h = jR[T+y^^ (r+ 1354.74)] + A/i

« = 0.068557 ITcal-K-Mg dry air)"' or 0.28703 J-K"'

(g dry air)-'.

and A/i was obtained from table 85 of the Smith-

sonian Meterological Tables [31].

Values of were linearly interpolated from a table

given by Goff [24] and values of /«. were obtained by
linear interpolation in both T and P from values given

in Table 89 of the Smithsonian Meteorological Tables

[31]. The saturation vapor pressure of water was
obtained by solution of an equation given by Goff [32].

The estimated errors in these parameters are given

in table 2.

Water-Hydrogen System. HP, T, 0) and h{P. T,,. 0)

were obtained for vapor-free hydrogen by linear

temperature interpolation of the tabulated values

given by Hilsenrath [33]. Values of L[, were obtained

from steam tables [34]. In the absence of data on the

factor /«. at the experimental test conditions, a value of

unity was assumed for f^. Values of ew were obtained

in the same manner as with the water-air system. The
estimated errors in these parameters are given in

table 2.

Carbon Tetrachloride-Oxygen System. h(P, T, 0)

and h{P, Tw 0) were obtained for vapor-free oxygen
by linear temperature interpolation of tabulated

values given by Hilsenrath [33]. Values of L[, were ob-

tained by linear interpolation from the tabulation in

the International Critical Table [35]. A value of unity

was ascribed to /„. and vapor pressures were calcu-

^The saturation vapor pressure of a liquid substance in the presence of an inert gas
differs from that when the pure substance alone is present. The factor fw accounts for this

difference. It is defined as fw{f. T,\ — where Xi is the mole fraction of the vapor in a

vapor-gas mixture under saturation at temperature Tu- and total absolute pressure P.

lated from the following equation given by Hilde-

brand [36]:

e„, = Antilog [6-89406-^^^11^] mm Hg

eu,= 0.0013332 Antilog [6.89406-
1219.58

227.16 + r,
-] bars.

The estimated errors in these parameters are given in

table 2.

Carbon Tetrachloride-Hydrogen System. Enthalpies

were obtained as in the water-hydrogen system and
all other parameters were obtained as in the carbon
tetrachloride-oxygen system. The estimated errors in

these parameters are given in table 2.

Toluene-Air System. h(P, T, 0) and hiP, Tw, 0) were
obtained for vapor-free air by linear interpolation of

tabulated values given by Hilsenrath [33]. Values of

ew were obtained from the equation of Rossini [37]:

ew = Antilog 6.95464
1344.800

219.482+
mm Hg

or

e„, = 0.0013332 Antilog 6.95464-
1344.800

219.482 + r^
bars.

A value of unity was assigned to fw and L[, was com-
puted from the equation given by Scott [38]:

1 1637 - 4.823 Tu, - 1 .260 x IQ-^T^

92.141

where Tw is given in degrees Kelvin. According to

Scott, this formula is applicable over the temperature

range of 298 to 410 °K. However, since it was used to

extrapolate values of L[, at 280 °K, allowance for this

fact was made in estimating the error in L[,. The
estimated errors in these parameters are given in

table 2.
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Calibration of Humidity-

Measuring Instruments at

the National Bureau of

Standards^ ARNOLD WEXLERf
National Bureau of Standards

Washington, D.C.

The National Bureau of Standards provides a service to government agencies and to

the public for the calibration of humidity-measuring instruments. The equipment and
procedures employed in making these calibrations and the available ranges and accuracies

are described. Calibrations are performed by subjecting the instrument under test to

atmospheres of known moisture content produced by the NBS two-pressure humidity

generator. The most accurate calibrations are made with the NBS standard hygrometer, a

device based on the gravimetric method. With the latter, a measurement can be made with

an estimated uncertainty (estimated bounds to systematic error plus three times the

standard deviation) of 13 parts in 10".

INTRODUCTION

For many years, the National Bureau of Standards has

provided government agencies a service for the calibra-

tion of humidity-measuring instruments. In 1964, this

service was extended to the public. Hygrometers suitable

for use as laboratory or plant standards and having

high accuracy and stability are accepted for calibration.

Usually, the calibration is performed by subjecting the

test instrument to atmospheres of known humidity

produced by the NBS two-pressure humidity genera-

ator."* If the highest accuracy is required, the test

instrument is compared with the NBS standard hygrom-
eter,'^* an apparatus that is based on the gravimetric

method of moisture measurement and possessmg the

*Contribution of the National Bureau of Standards, not subject to

copyright. Presented at the 14th National Symposium, Analysis

Instrumentation Division, Instrument Society of America, May 19-22,

1968, Philadelphia, Pennsylvania; revised October 1968.

+ Chief, Humidity Measurements Section, Mechanical Measurements
Branch, Mechanics Division, Institute of Basic Science; ISA Fellow
Member.

highest order of accuracy in the NBS hierarchy of

humidity-measuring instruments.

This paper briefly describes the NBS standard hygrom-

eter and the NBS two-pressure humidity generator,

discusses the calibration ranges and accuracies obtain-

able, outlines the procedures employed in making
calibrations, and summarizes the humidity-calibration

services currently available to the public. Details on NBS
measurement services, policies, procedures, and fees are

given in NBS Miscellaneous Publication 250.'^'

NBS STANDARD HYGROMETER
The NBS standard hygrometer is based on the well-

known gravimetric method of moisture determination.

It yields a direct measure of water-vapor content in

absolute units of mass of water vapor per unit mass of

associated dry gas. In meteorology, this quantity is

usually called the mixing ratio ; in several of the engineer-

ing disciplines, it is referred to as the humidity ratio;

and in the chemical field it is often expressed as parts

per million by weight (ppm). In theory, the gravimetric
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Figure 1. Block diagram of the gravimetric hygrometer.
A-F: Shut off or control valves.

method has great inherent precision and accuracy. In

practice, great care must be exercised in making a

determination, and careful attention must be given to a

muhitude of details.

Figure 1 is a block diagram of the essential components

of the NBS standard hygrometer. Figure 2 is a schematic

flow diagram of the hygrometer. The apparatus basically

comprises a drying train for removing the water vapor

from a moist gas and a gas volume measuring system

for measuring the volume of the dry gas. Prior to a run,

the apparatus is flushed with a dry purging gas. Then
a test gas of constant humidity from the NBS two-

pressure humidity generator is allowed to flow simul-

taneously through the NBS standard hygrometer and

the instrument under calibration. At the termination of

a run, the mass of water vapor removed by the drying

train, which consists of three interchangeable glass

absorption U-tubes filled with anhydrous magnesium
perchlorate and phosphorous pentoxide, is determined

by precision weighing. The total volume of dry gas is

measured by counting the number of times two calibrated

cylinders, each of about 30 liters capacity, are evacuated

and filled alternately. By means of a pressure switch, a

vacuum pump, and associated automatic controls, each

of the two cylinders is evacuated and filled to a preset

pressure, producing a continuous flow of test gas. The
cylinders are immersed in a thermostatted oil bath. After

each filling, the gas collected in the cylinder is allowed

to reach equilibrium, and then the gas pressure and
temperature are measured. The mass of the dry gas is

obtained by multiplying the volume by the appropriate

gas density.

The gravimetric hygrometer provides an average

value of the moisture content of a test gas for the duration

of a run. The test gas is sampled at flow rates of 2 liter/min

or less for periods of time long enough to ensure that

the mass of water collected by the drying train is suflicient

to permit weighing with high accuracy (about 0.6-

1.0 gm). Thus, as the humidity decreases, the duration

of a run increases. The following practical considerations

limit the humidity range over which the hygrometer is

used : The highest measurable value is determined by

ambient room temperature. Since the latter is controlled

nominally at 25 C, to prevent condensation in the lines,

the dew-point temperature of the test gas must be kept

below 25 C. The highest measurable humidity is limited,

therefore to a mixing ratio of about 20 gm water vapor

per kg dry air, although this hygrometer may be capable

TEST GAS INLET

Figure 2. Schematic flow dia-

gram of the gravimetric hy-
grometer. L1-L8: Solenoid

-

actuated air valves. AI-A8:
Air actuators. G, g, H, h, I, i,

J, /: On-off vacuum-type ball

valves.
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of measuring higher values. The lowest measurable

value is governed largely by the sampling time, which,

in turn, is related to operator endurance and equipment
reliability. Mixing ratios as low as 0.2 gm/kg have been

measured without any degradation in accuracy, but

this is seldom done since it involves continuous sampling

for about 30 hr. The duration of a run arbitrarily has

been set at 10-12 hr as a reasonable limit. This permits

mixing ratio measurements as low as 0.4 gm/kg.

ms TWO-PRESSURE IIDSTY GEWERATOB

The NBS two-pressure humidity generator is an

apparatus which produces atmospheres of known
humidity.'" Figure 3 is a simplified flow diagram which

illustrates the principle of operation and shows the basic

components. Compressed gas, usually atmospheric air,

is cleaned, dried, and passed through an external

saturator that is temperature-controlled at 10-15 C
above the desired saturation temperature. It picks up
water vapor in excess of that necessary for saturation

at the desired saturation temperature. It then flows

through a series of three saturators with interconnecting

heat exchangers that are immersed in a thermostatted

liquid bath. Excess water is condensed out. The gas

leaves the final saturator completely saturated, with

vapor in equilibrium with either the liquid or solid

phase of distilled water (depending on the temperature)

at an absolute pressure and temperature T^. It now
flows through an expansion valve into a test chamber
maintained at some lower absolute pressure P, and at

the same temperature 7^, and finally exhausts into the

surrounding atmosphere. Measurements of the tempera-

ture and pressure within the final saturator and the test

chamber or other test space establish the moisture

content of the test gas.

Calibrations are made with the NBS two-pressure

humidity generator in terms of various expressions

which are measures of the quantity of water vapor in a

moist gas : mixing ratio, dew-point temperature, relative

humidity, and volume ratio. These expressions are

defined on the basis of real-gas behavior and account

for the fact that the saturation pressure of pure water

in the presence of an inert gas differs from that when
pure water alone is present. These expressions have

Figure 3. Simplified flow diagram of the IMBS two-pressure
humidity generator. A: High-pressure air source. B, C:

Desiccant towers for cleaning and drying air. D: Pressure
regulator. E: External saturator. F, H, J, M: Heat ex-

changers. G, S, K: internal saturators. L: Expansion valve.

N: Test chamber. O: Exhaust control valve. P: Ambient
atmosphere or vacuum. Q, R: Pressure gauges. X, Y:

Thermostated liquid baths.

values which differ from those based on properties of an
ideal gas.

The saturation mixing ratio of a moist gas at

absolute pressure P and temperature Tis given by'"*'

r., = M^.feJMJP - fej (1)

where M„ is the molecular weight of water vapor; Mg is

the molecular weight of the gas; e„ = eJ,T) is the

saturation pressure over a plane surface of the pure

phase of liquid or solid water at temperature T; and

/ is a function of pressure and temperature for a given

vapor-gas system. The function / is defined'"*' as

/ = /(P,T) = (.xJp.^PA^,, (2)

where (x^)p j is the mole fraction of water vapor in a

saturated vapor-gas mixture at absolute pressure P and
temperature T.

The mixing ratio )\* of the moist gas emerging from

the generator is therefore

MJP. -/(P.,7;)eJT)]
(3)

If experimental values, formulations, or tabulations of

the function / and the saturation vapor pressure

are available, then measuring the saturator pressure P^

and saturator temperature permits the computation

of /•„*.

Goff and Gratch'-^'^' have computed low-pressure

tables of the function /based, primarily, on experiments

performed at atmospheric pressure.'^' Webster'**' has

measured vapor concentrations of saturated compressed

air over a range of pressures and temperatures, and has

computed corresponding ratios of the measured con-

centrations to that of pure water vapor. Experimental

determinations are now being made at NBS on the

mixing ratios of saturated compressed air, which, it is

expected, will yield accurate values of the function / over

a wide range of pressures and temperatures. As an

indication of the magnitudes involved, at 25 C, the

function / has a value of about 1.004 at a pressure of

1 bar' and about 1.032 at a pressure of 10 bars. Goff and

Gratch'*" also have computed tables of the saturation

vapor pressures. These have been published in con-

venient form by the Smithsonian Institution.'*''

The percentage relative humidity, RH, of a moist gas

at absolute pressure P and temperature T is defined as

follows''*':

RH X 100 (4)

where x is the mole fraction of water vapor in a given

volume of moist gas at P and T: and .x„, is the mole

fraction of water vapor in the same volume of moist gas

saturated with respect to a plane surface of clean water

at P and T.

Equation (4) can be expressed in the form

RH
f{P,T,) eJT,)

f(P, T) eJT)
X 100 (5)

'1 bar = 10^ N/m^. 1.01325 bars
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where is the "thermodynamic dew-point temperature"

of the moist gas (this will be defined below).

It should be noted that this real-gas definition of

relative humidity includes the function / and that only

in the case of ideal-gas behavior, or if water vapor is

present in a space unadmixed with any other gas, is

the relative humidity defined by

RH = [e/eJT)] x 100 (6)

where e is the actual pressure of water vapor in a space

at temperature T, and is the saturation vapor pressure

at temperature T.

The relative humidity RH* in the test chamber of the

generator, obtained by substituting equation (2) into

equation (4), is

RH* = [f(P„ T,)PJf(P,. X 100 (7)

The "thermodynamic dew-point (or frost-point) temper-

ature" of a moist gas at absolute total pressure P is

defined as that temperature at which the moist gas is

saturated with respect to a plane surface of clean liquid

(or solid) water.'"*' If a moist gas at absolute total pressure

P has a mixing ratio r, and if the temperature of this moist

gas is reduced until it is saturated at the same pressure P,

then the saturation mixing ratio i\, of the moist gas is

equal to the initial mixing ratio r, i.e.,

r = rJP. T,) (8)

Substituting equation (1) into equation (8) yields

rP

+ r

= f{P, T,)eJT,) (9)
(MJM,

an equation which relates the initial mixing ratio r to the

"thermodynamic dew-point (or frost-point) tempera-

ture" Tj.

If equation (9) is applied to the NBS two-pressure

generator, then the "thermodynamic dew-point (or

frost-point)" T^* of the moist gas flowing from this

apparatus is obtained by the iterative solution of

r*P

(MJM,) + rj
= f{P,T,*)ejT/

or

m, T,)eJTMP/P.) = f(P, T/)eJT/

(10)

(111

where r„* is the mixing ratio produced by the generator

and is calculated from equation (3); e„ and / are values

obtained from suitable tables; and P is the absolute

pressure in any space or volume that is filled with the

moist gas, e.g., the mirror chamber of a dew-point

hygrometer.

The volume ratio of a moist gas is an expression for

humidity that is exact only if the ideal gas laws and
Amagat's law of partial volumes are obeyed. Under these

ideal conditions, the partial volume of a component in the

vapor-gas mixture is equal to the product of the mole
fraction of that component and the total volume. For a

real vapor-gas mixture, it is convenient to define an "effec-

tive partial volume" for each component in an analogous

way, with the understanding that the "effective partial

volume" of each component is not generally equal to

that volume that would be present if the component
existed alone at the same total pressure as the mixture.

Thus
= xV (12)

yV (13)

where ('„.' is the "effective partial volume" of water vapor

in the vapor-gas mixture; Vg is the "effective partial

volume" of gas in the vapor gas mixture; V is the total

volume of the vapor gas mixture; x is the mole fraction

of water vapor in the vapor-gas mixture ; and y is the

mole fraction of gas in the vapor-gas mixture.

The ratio K of effective partial volumes is therefore

y Ml (14)

where r is the mixing ratio of the vapor-gas mixture;

is the molecular weight of the gas component ; and

is the molecular weight of the water-vapor component.
Here V is identically equal to the mole ratio, i.e., the

number of moles of water vapor per mole of associated

dry gas. To obtain the volume ratio V* of the effluent

moist gas from the generator, the mixing ratio r„*

produced by the generator is substituted for r in equation

(14). Thus, substituting equation (3) into equation (14)

yields

m, T,)eJT,)
^^^^V* =

f(P,,T,)eJT,)

The usual procedure in performing a calibration is to

select the values of humidity desired in the units appro-

priate to the instrument under calibration and then to

bring the generator to the temperatures and pressures

that will yield the required humidities. Establishing a

specific temperature, or changing from one temperature

to another, is time consuming, for it involves heating or

cooling a liquid bath of about 300-liter capacity. Estab-

lishing or changing the pressure is accomplished simply

and quickly by rotating the handle on a pressure

regulator. After the required temperature and pressure

have been reached, sufficient time is allowed for the test

instrument to reach equilibrium. The criterion for this

is that there shall be no significant change in the readings

on the test instrument successively repeated at two or

more 5- or 10-min time intervals.

ACCURACY

The mixing ratio determined by the NBS standard

hygrometer is a computed quantity whose magnitude
is the ratio of two measurable quantities—the mass
of water vapor in a given moist-gas sample and the

associated mass of dry gas. The mass of water is deter-

mined directly by weighing, while the mass of gas is

determined indirectly through measurement of its

volume and a knowledge of its density.

The high accuracy is the result of a complex chain of

measurements, corrections, and procedures. Consider,
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e.g., the mass of water vapor absorbed by the desiccant

in a U-tube. It depends not only on the face values of the

weights used in the initial and final weighings on a

precision analytical equal-arm balance, but also on such

factors as the buoyancy effect on U-tube, tare, and
weights, the adsorption of water vapor on the external

surfaces of the U-tube, tare, and weights, static charge

on U-tube and tare, convective air currents within the

balance case, handling and treatment of the U-tube, and
efficiency of absorption by the desiccant. Each of these

factors, in turn, depends on several others. Thus, the

buoyancy correction is affected by the initial and final

air density and the external volumes of the U-tube,

tare, and weights. Ambient air density is computed from
measurements of temperature, pressure, and humidity.

If all the links in the chain leading to a mass measurement
are accounted for in a suitable fashion, it is estimated

that the random uncertainty (standard deviation) in the

mass of water vapor collected in the drying train is

0.022%. From similar analyses for volume and density

of the gas, it is estimated that the random uncertainties

(standard deviations) in these quantities are 0.0073%
and 0.013%, respectively, yielding a standard deviation

in mixing ratio of 0.027%. Systematic errors, such as

efficiency of desiccant absorption, flow rate effect, and
leakage may add up to about 0.046%. The total un-

certainty (estimated bounds to systematic error plus

three times the standard deviation) in mixing ratio is

therefore 0.13°,,

The humidity produced by the NBS two-pressure

humidity generator is a computed quantity whose
magnitude is based on one or more measured quantities

and, usually, one or more physical constants and
functions. The uncertainty in the humidity arises from

the random and systematic errors in the measured
parameters, the uncertainty in the values of the physical

constants and functions, and the deviation in the

generator behavior from that postulated by theory.

To determine the uncertainty in the computed value

of the humidity, the generator was considered a "black

box" and calibrated against the NBS standard hygrom-
eter" °' at each of three saturator temperatures (-I-25C,

0 C, and — 20C). Using saturation vapor pressures

Figure 5. Relation between the slope a(r,) and the satura-
tion temperature T,. Dotted sections of NBS curve are
extrapolations. Curve based on Webster's data'^' included
for comparison.

derived from the Goff-Gratch formulation'^' and
mixing ratios measured by the NBS standard hygrom-
eter,'^' values of / were computed from equation (3).

These values were fitted to a linear equation of the form

/(P„7,) = 1 + a{T,)[P, - eJT,)] (16)

P, -eJT^> .
BARS

Figure 4. Experimental ^ for NBS two-pressure humidity
generator.

where aiT^), the slope, is a function of saturator tempera-

ture 7^ . Figure 4 is a plot of the experimentally determined

values of /(Pj, TJ vs [P^ — eJT^)] for each of the three

saturator temperatures. The slope for each curve was
calculated by the method of least squares. Figure 5 is

a plot of a(Ts) vs T^, the dotted portion of this curve

representing an extrapolation. The second curve, in-

cluded for comparison, is based on Webster's data.'^'

The two curves agree reasonably well from -I- 70 C to

— IOC. Below —IOC, they diverge, the NBS curve

rising more rapidly with decreasing temperature.

The faired values of /(P^, obtained by the NBS cal-

ibration include any systematic errors in the molecular

weights of air and water vapor, in the saturation vapor

pressure fJTJ of water, and in the measured parameters

Ps and 7]. They also reflect any systematic departures

in generator behavior from theory. Although the NBS
faired values of /(Pj, TJ have a theoretical significance,

they should be viewed primarily as experimental calibra-

tion factors for the generator.

The uncertainty in the measured values of /(Pj, TJ is

due to the errors in the measurement of mixing ratio,

saturator pressure, and saturator temperature. The
estimated uncertainty in measuring mixing ratio con-

sisted of a systematic error of 0.046% and a random
error (standard deviation) of 0.027%. Calibration cor-

rections were applied to the measured values of P, and

T^ ; it is estimated that the residual systematic errors in

these parameters were negligible. It is estimated that the

random error (standard deviation) in P^ was 0.05%
and that the random error (standard deviation) in e^,

due to the random error (standard deviation) in 7^,

was 0.08 %. Thus the estimated uncertainty in /(P;, 7^) =
0.046 + 3[(0.027)^ + (0.05)- + (0.08)-]"' = 0.34%. The
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TABLE I

Slope a(rj

Saturator Estimated

temperature Slope uncertainty

Ts a{T,) in slope

(deg C) (bar ') (bar ')

70 0.00232 0.0010

60 0.00247 0.0010

50 0.00266 0.0010

40 0.00281 0.0010

30 0.00306 0.0005

20 0.00343 0.0005

10 0.00397 0.0005

0 0.00482 0.0005

— 10 0.00624 0.0005

— 20 0.00922 0.0005

-30 0.01357 0.0030

-40 0.01776 0.0060

-50 0.02195 0.0100

-60 0.02614 0.0200

-70 0.03033 0.0300

corresponding estimated uncertainty in slope a at the

three test temperatures is of the order of 0.0005/bar.

At temperatures below — 20C and above 25 C, extra-

polated values must be used. Consequently, larger

uncertainties have been assigned to a in these regimes.

Table I lists the faired values of a for temperatures from

+ 70C to — 70C, as derived from the NBS curve in

Figure 5, and their corresponding estimated uncer-

tainties. If these values of a are used in equation (16) to

compute /(Pj. 7^) for substitution into equation (3), it is

estimated that for any saturator pressure up to 10 bars in

the range +25 C to — 25C, corresponding to mixing

ratios of 20 to 0.15gm water vapor per kilogram dry

air, the uncertainty in r„* does not exceed 0.5%. For

mixing ratios in the range 0.15 > r„* > 0.007, the un-

certainty is 3%, and for mixing ratios in the range

0.007 > rj > 0.002, the uncertainty is 10%. Similar

estimates have been made of the uncertainties in produc-

ing known dew-point temperatures, relative humidities,

and volume ratios with the generator. Since the equa-

tions used in computing these units are different, and
since different combinations of parameters are involved,

the ranges and accuracies for the various units are not

necessarily equivalent to each other.

Table II lists the ranges and accuracies of the NBS
standard hygrometer and the NBS two-pressure

humidity generator in several different humidity param-
eters commonly used in reporting calibration results.

These accuracies refer only to the NBS standards. In

estimating the accuracy attainable with instruments

calibrated against these standards, allowance must be

made for the inevitable deterioration of accuracy

resulting from such factors as the differences in time and
environment and the history of use between an NBS
cahbration and the point at which the calibrated instru-

ment is used, as well as for the errors disclosed by the

calibration.

CALIBRATION SERVICES

Acceptance of an instrument for calibration depends

upon the type of hygrometer and the nature of the user's

requirements. Requests for calibration should be

accompanied by technical information on the type of

instrument, manufacturer, operating range(s), and
number of test points required. Calibrations can be

TABLE II

NBS Humidity Calibration Ranges and Accuracies

Standard Humidity parameter Range Accuracy*

Standard (gravimetric)

hygrometer

Two- pressure humidity

generator

Mixing ratio r (gm water

vapor/kg dry air)

Mixing ratio r^* (gm water

vapor/kg dry air)

0.19 to 20

0.002 < r„* < 0.007

0.007 <rj < 0.15

0.15 < r„* < 20.0

0.13 % of value

10 % of value

3 % of value

0.5 % of value

Dew-point temperature

T,*(deg C)

-70 < T/ < -65
-65 < T/ < -55
-55 < 7/ < -45
-45 < T/ < -30
-30 < T/ < +25

1.2

0.8

0.5

0.2

0.1

Volume ratio V* (ppm) 2 < K* < 12

12<V*< 250

250 < K* < 30,000

10% of value

3 % of value

0.5 °4 of value

Relative humidity RH* { %)
at test chamber temperatures

of:

-55C < T, < -40

C

-40C <T,< -30C
-30C < r, < +60C

10-98

10-98

10-98

2.5

1.0

0.5

*The estimated bounds to systematic error plus three times the standard deviation.
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furnished in terms of most humidity parameters, includ-

ing dew-point temperature, mixing ratio, volume ratio,

and relative humidity.

Calibrations with the NBS two-pressure generator

are performed in either of two ways : (1 ) The instrument,

or its sensor, is placed inside a test chamber and is

subjected to a known humidity, or set of humidity

points, at any desired controlled temperature in the

range of -I- 40 C to — 55 C. Instruments must be remote-

indicating or recording, since there is no provision for

observing a dial or other indicator within the test

chamber. The electric hygrometer is a typical example

of an instrument calibrated in this fashion. (2) The
instrument is located in the laboratory under ambient

conditions, i.e., at atmospheric pressure and 25 C, and a

continuous flow of the test gas of known humidity is fed

to it at any desired flow rate up to about 80 liters/min.

The upper humidity of the test gas is limited to a dew
point of 25 C; otherwise condensation may occur. The
lowest dew point that can be generated is - 70 C.

Calibration of a test instrument against the NBS
standard hygrometer is carried out using the NBS two-

pressure humidity generator as a source of constant

humidity. The test instrument is placed in the test

chamber of the generator or located in the laboratory.

The NBS standard hygrometer continuously samples

the test gas. During a run, readings are repeatedly made
on the test instrument, and these are averaged to yield

a mean value.

The results of calibration are issued to the customer as

formal reports.
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Electric Hygrometers

Arnold Wexler

This Circular is a review of the art of measuring the moisture content of air by the
methods of electric hygrometry. The basis of these methods is the change in electrical

resistance of a hygroscopic material with change in humidity.

1. General Introduction

Many, if not most, materials sorb and desorb

water vapor as the ambient relative humidity

I

increases or decreases. Associated with this sorp-

I
tion, there is usually a corresponding change in

I

electrical resistance of the material. Materials

j
which display a humidity-dependent change in

i resistance can be utilized as humidity sensors.

I

However, for a sensor to be of practical use, it

should have a reversible and reproducible
humidity-resistance characteristic. Such sensors,

or elements, when coupled with suitable measuring
circuits constitute the electric hygrometer class of

instruments. An electric hygrometer, therefore,

; may be defined as an instrument for determining
the moisture content of air (or any gas) by the
measurement of the electrical resistance of a
hygroscopic material with change in humidity.

I In line with this- definition, instruments that may
use electrical meters or recorders or electronic

devices in their circuitry, or that may require

electric ciu-rent for their operation, but that do
not measure the resistivity or conductivity of a
hygroscopic material are not discussed.

It is convenient to classify the sensors, in ac-

cordance with their basic principles of operation,

into those that depend upon (a) the conductivity
of aqueous electrolytic solutions, (b) the surface

resistivity of impervious solids, (c) the volume
resistivity of porous solids, (d) the resistivity of

dimensionally-variable materials, and (e) the tem-
perature of saturated salt solutions. These cate-

gories are not necessarily mutually exclusive nor

do they include all possible ways in which resist-

ance can be used for humidity sensing. They
simply provide a basis for a description and discus-

sion of many of the sensors that are in use or have
been proposed.

Key words t Electric hygrometer, hvunidity, hygrometer.
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The NBS Standard Hygrometer^
Arnold Wexler and Richard W. Hyland

Abstract

A gravimetric hygrometer is described that serves
as the NBS standard instrument for the measurement of

the moisture content of gases on an absolute basis in

terms of mixing ratio (mass of water vapor/unit mass of

dry gas). The National Bureau of Standards and other
laboratory reference and working instruments are compared
and calibrated with this instrument. The measuring oper-
ation involves the absorption of the water vapor from a

water vapor-gas mixture by a solid desiccant and the

determination of the mass of this water vapor by precision
weighing; it also involves the determination of the

volume of the associated gas of known density by count-
ing the fillings of two calibrated stainless steel
cylinders. An automatic system permits the sampling of

the test gas at any desired flow rate up to 2 1/min.

(STP) and for any desired number of fillings. The
instrument provides a value of the mixing ratio averaged
over the time interval of a test.

The construction and operation of the instrument
is described. Discussions of the tests and calibrations
of component parts and of the sources of errors also are
included. An analysis of the random and systematic errors
effecting the overall accuracy in the determination of

mixing ratio shows that if 0.60 gram of water vapor is

collected from moist air, then the estimated maximum
uncertainty expected for mixing ratios between 27 mg/g
and 0.19 mg/g is 12.7 parts in 10'^.

Key Words: Gravimetric hygrometer, Humidity standard,
Hygrometer, Mixing ratio. Moisture standard. Standard '

hygrometer

.

Available from the Superintendent of Documents, U. S.

Government Printing Office, Washington, D. C. 20402.
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HUMIDITY AND MOISTURE

Measurement and Control in Science and Industry

Arnold Wexler, Editor in Chief

Abstract by M. J. Orloski

The measurement and control of humidity—water
in the vapor phase--and moisture--water in the

absorbed or adsorbed phase--play an important role
in such scientific disciplines as physics, chemistry,
biology and medicine, in many branches of engineering,
in meteorlogy and in agriculture, and in such diverse
industrial fields as air conditioning, drying refrig-
eration, cryogenics, storage, food processing, packaging,
materials manufacturing and processing, gas transmission,
and electronics. Humidity and Moisture presents the

expanded proceedings of the First International Symposium
on Humidity and Moisture held in Washington,- D. C. in

1963. Topics in the four -volume set range from humidity
standards and fundamentals, through means of measuring
and controlling humidity and moisture, to specific appli-
cations .

Volume One, Principles and Methods of Measuring
Humidity in Gases, forms a complete reference work on

instrumentation for water vapor measurement. There are
sixty-eight chapters, divided among six general sections:
I Psychrometry ; II Dew-Point Hygrometry; III Electric
Hygrometry; IV Spectroscopic Hygrometry; V Coulometric
Hygrometry; VI Miscellaneous Methods.

Volume Two, Applications, is concerned with the

application of humidity and moisture measurement to many
fields and disciplines. There are forty-seven chapters
divided among four general sections: I Biology and
Medicine; II Agriculture; III Environmental Chambers;
IV Air Conditioning.

Volyme Three, Fundamentals and Standards, contains
thirty-four chapters divided between two sections. Section
I, Fundamentals, pertains mostly to the basic principles,
properties and relationships of water vapor-gas mixtures.

''"Humidity and Moisture, Arnold Wexler, Editor in Chief,
Reinhold Publishing Corporation, New York, 1965.
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It contains definitions, nonmenclature and units; thermo-
dynamics and transport properties of water vapor and water
vapor-gas mixtures; virial coefficients and interaction
constants; deviations and departures of gas laws from
ideality for water vapor-gas mixtures. Section II, Standards,
is devoted to methods of testing and calibrating hygrometers,
humidity generators, test apparatus, test chambers, and
saturated salt solutions for humidity control. It also
contains important and essential data and information for
the testing, evaluation and calibration of humidity measuring
instruments

.

Volume Four, Principles and Methods of Measuring
Moisture in Liquids and Solids, contains thirty six
chapters divided into two parts . Part A pertains to

principles and methods of measuring moisture in liquids
and solids. New improved and more accurate indicators,
records and methods of measurement are described; emphasis
is given to physical and chemical methods, dielectric
resistance and capacitance methods, nuclear magnetic
resonance and neutron scattering techniques. Part B is

devoted to the interaction of moisture and materials

.

Special topics of interest and importance to industry are

absorption of water vapor by thin materials, dimensional
changes in plastic films by moisture, and resistance of

textile materials to diffusion of water vapor. These and
many more topics make this volume extremely valuable to

the packaging, plastics and textile industries.

Key Words: Coulometric hygrometry; Dew point; Electric
hygrometer; Environmental chambers; Equation of state
of moist gages; Humidity; Humidity generator; Humidity
measurement, application of; Humidity standards, Hygrometry;
Interaction of moisture and materials; Moist gages;

Moisture in materials; Moisture measurement, capacitance
method; Moisture measurement, chemical method; Moisture
measurement, dielectric method; Moisture measurement,
nuclear method; Moisture measurement, physical method;
Moisture measurement, resistance method; Pneumatic bridge
hygrometer; Psychrometry ; Saturated salt solution;
Spectroscopic hygrometry.
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The Piston Gage as a Precise Pressure-

Measuring Instrument
By D. P.JOHNSON' and D. H. NEWHALL^

The errors which must be considered for accurate meas-

urements of pressure with piston gages are discussed.

A new design of piston gage is described which permits

the operator to control the clearance between piston and

cvlinder at any operating pressure. Instrumental errors

are thus substantially reduced, particularly those result-

ing from elastic distortion. A check list of errors inherent

to piston gages is presented. These errors are to be con-

sidered when instruments are used to accuracies better

than ','2 of 1 per cent. The need for a check on the long-

time variations of the piston gage is supplied by the fixed

points, changes of state of some very pure materials which

take place at definite pressures. Such are the melting

pressure of solid mercury at 0 C, the melting pressure of

water at 30 C, the transition between crystalline states of

bismuth. As an indication of its possibilities the experi-

mental model of the controlled-clearance piston gage was

used to measure the melting point of mercury at 0 C.

Results were in satisfactory agreement with Bridgman's

value.

Introductio.v

INDUSTRIAL engineers sometimes ask how they may bene-

fit by the concern of the National Bureau of Standards over a

primary standard of pressure with an accuracy of 0.01 per

cent or better. An industrial engineer may be concerned with

processes which require the control of i)ressures within, say, d=l

per cent. To be sure of holding the pressures within the required

range, he will have on his control panel, pressure gages with an

accuracy of, say, 0.3 per cent. The manufacturer of the pressure

gages will have in his production line a calibration bench. Here

the gages will be checked against standards which should be

iietler than the instruments calibrated by at least a factor of 3,

preferably a factor of 10, that is, from 0.1 to 0.03 per cent. The
manufacturer should have in his standards room instruments

somewhat better than the bench standards, with an accuracy

better than 0.03 per cent, preferably about 0.01 per cent.

There are many research laboratories in industry engaged in

getting fundamental engineering data with an accuracy of 0.1

per cent or better. Phenomena which are sensitive to pressure

may require instrumentation accurate to 0.03 or even 0.01 per

cent.

The National Bureau of Standards should have primary stand-

ards which are somewhat more accurate than any instrument

portable enough to be brought in for calibration. There are

pressure-measuring instruments which are capable of an ac-

curacy of 0.01 per cent at pressures up to a few thousand pounds

' National Bureau of Standards, Wasliington, D. C.
' Harwood Engineering, Inc., Walpole. Mass.; formerly with I'ox-

boro Company, Foxboro, Mass. Jun. ASME.
Contributed by the Industrial Instruments and Kegulators Divi-

sion of The American Society of Mechanical Engineers and pre-

eented at the Seventh National Instrument Conference, Cleveland,
Ohio, September 9-10, 1952.

Note: Statements and opinions advanced in papers are to be
understood as individual expressions of their authors and not those
of the Society. Manuscript received at .\SME Headquarters
June 30, 1952. Paper No. 52—IIRD-2.

per square inch. The primary standards against which these are

calibrated should be definitely better, with an accuracy of 0.003

per cent. The possible accuracy drops off as the pressures in-

crease, and considerable effort is required to develop primary

standards adequate to the present requirements in the high-

pressure field.

Pressure-Standards Apparatus

In a primary standard the measurement of any physical quan-

tity is referred directly to the standards of mass, length, and time.

The device should be so simple in principle that all of the errors

inherent in the instrument either can be eliminated or evaluated.

Two conmionly used primary standards are the mercury column

and the dead-weight piston gage. The choice of instrument is not

limited by accuracy, but by convenience. Twenty pounds per

square inch is approximately equal to the head of a convenient

40-in. column of mercury. To measure 30,000 psi would require a

column of mercury about 1 mile high.

The first extensive use of the free-piston gage was by Amagat
(1).' The basic form and two modifications are in current use.

They are illustrated in Figs. 1, 2, and 3.

Simple Piston Gage. The most familiar form of piston gage is

shown in Fig. 1. It is a fitted piston-and-cylinder arrangement

with means to apply known weights on the piston. The piston

is rotated or oscillated to reduce friction. When the pressure

applied to the piston develops a force sufficient to support the

dead weights, they w ill be lifted. The weights may be placed on

top of the piston or be suspended below it by a yoke. The
weights may rotate with the piston or the piston may be rotated

or oscillated independently of the weights. It is necessary for

some fluid to leak past the piston for lubrication. The leak

should be kept small to provide sufficient floating time to es-

tablish equilibrium and to make the required observations. This

is particularly important at high pressure.

Differential Piston. Professor Michels (2) of Holland has de-

signed a sensitive piston gage for high pressure. Fig. 2. It is a

series of two differential-area pistons both carrying dead weights.

The first piston (A) is suitable to pressures of 3000 kg/cm^ (43,000

psi).

When its output is piped to the upper side of the second piston

(B), the force developed is additive to the dead-weight load.

The second piston makes the unit suitable to 10,000 kg/cm^

(142,000 psi). Leakage is controlled by an interference fit be-

tween piston and cylinder. At high pressure the piston becomes

free to rotate. The use of similar pistons of various sizes per-

mits measurements over a wide range.

Re-entrant Cylinder. Professor Bridgman (3), early in his work
developed a free-piston gage with re-entrant cylinder. Fig. 3.

The bottom tip portion of the piston (p) and outside surface of

cylinder (C) are subjected to the measured pressure. The bore

of the re-entrant cylinder (C) grows smaller as pressure increases,

regardless of the wall ratio (W = OD/ID); Since the clearance

between the piston and cylinder diminishes with increasing pres-

suie, and the leakage is reasonably small, the upper limit of the

range is determined by the initial clearance. The initial clear-

' Numbers in parentheses refer to the Bibliography at the end of

the paper.
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Fig. 1 Simple Piston Gage
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A, Low-pressure section B, High-pressure section

Fig. 2 Differential-Area Piston Gage

ace was chosen so that the crevice closed completely at approxi-

mately 210,000 psi, and the instrument was used to ap-

proximately 190,000 psi to a precision of approximately 0.1

per cent. The fluid used was a mixture of glucose, glycerin, and

water.

The literature abounds with descriptions of instruments which

are variations of the basic concept of the simple piston gage.

Mostly, they are clever arrangements to allow the operator to

handle small weights. It is probably fair to say that uncer-

tainties are built into the devices in proportion to the departure

from the simply loaded piston.

Controlled-Clearance Piston Gage

The clearance between the cylinder and piston must be kept

small if the piston gage is to be useful on the score of (o) knowl-

edge of the effective area, (6) high sensitivity, (c) manageable

leakage of the fluid past the piston. The large elastic distor-

tions, particularly in the cylinder, have set severe limitations on

the useful range.

The controlled-clearance piston gage. Fig. 4, permits a size

adjustment of the cylinder bore to the desired clearance. The
measuring piston (a) is contained in a jacketed cylinder (b).

An independent pressure is used between the jacketed and
jacketing cylinder (c) to deform the jacketed cylinder to the

desired clearance. The pressure in the jacketing cylinder is

sealed off by Bridgman unsupported area rings (d) whose initial

seal is accomplished by a mechanical load from nut (e).

The relation between the pressure Pj required in the jacketing

cylinder and the pressure Pj^f being measured is expressed ap-

proximately by

P^ = K + LPj^

P, Piston
C, Cylinder

Fig. 3 Piston Gage With Re-entrant Cylinder

a, Piston

b, Cylinder

c, Jacketing cylinder

Fig. 4 Controlled-Clearance Piston Gage

d, Packing rings

e, Closing nut

in which K is the pressure required to close the crevice at zero

internal pressure. The value of L depends on the position of the

ring of minimum clearance. If the ring is near the (top of

the cylinder, L will be about 0.7; if away from either end, the pre-

ferred condition, L will be about 0.35. Depending on the initial

clearance, the jacketing pressure can be either greater or less

than the pressure being measured. The jacketed cylinder and
piston are disposed in the design so that the seal between them will

be accomplished sufficiently far from the ends of the piston to

avoid local distortions which result from end effects. To avoid

end effect further, the jacket cylinder is "bellmouthed" at both

ends of its bore.

The free-falling time is controlled readily by minor adjust-

ments of jacket pressure. If the close clearance is maintained,

the effect of the distortion of the cylinder is eliminated. It will be

shown later that this is a notable improvement since in other de-

signs the elastic distortion of the cylinder is one order greater

than the distortion of the piston. A still further improvement

probably will result from the use of carboloy pistons. Otherwise

the apparatus is more elaborate than unique. The elaborations

take advantage of well-known design points with a view to

maintaining accuracy and precision, and to securing ease in

manipulation.

The dead-weight system, Fig. 5, is patterned after the 10,100-lb

dead-weight system in the Engineering Mechanics Section at the

National Bureau of Standards (4). The dead weights themselves

(f) are made of austenitic stainless steel for long-time stability

and freedom from oxidation, corrosion, and magnetism. The
loading system has 1000 lb of dead weight, consisting of nine

100-lb platters held in a chain suspension attached to the yoke

(g) . The weights are lifted on and off the suspension by the

power cylinder (h) on the base. Smaller 10 and 5-lb weights (i)
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are provided for hand-loading on the yoke. The piston is ro-

tated either clockwise or counterclockwise by means of a pulley

(j) and motor arrangement to eliminate the corkscrew effect.

It is patterned after that described by Meyers and Jessup (5).

The yoke suspension rods (k) are insulated electrically from the

upper cross rail (I). Thu.=, by electrical sensing, there is assur-

ance that the weights supported by the piston are free of other

parts.

f, Large dead weights of 100 lb each

g, k, 1, Yoke suspension

h, Power cylinder to load large

dead weights

i, Small dead weights
of 5 and 10 lb

i, Pulley for rotating

piston

Fig. 5 Loading Machine for Controlled-Clearance Piston
Gage

The measuring piston and cylinder are so arranged that they

may be removed readily and interchanged with similar compo-
nents for other ranges. The cost of the piston assemblies is on the

order of 3 per cent of the total cost of the instrument, while the

piston itself represents only a fraction of 1 per cent of the total

cost of the instrument. The change-over from one piston size to

another is done readily with hand tools.

Errors of a Piston Gage

Definitions. A pressure is a force per unit area. A force of 1

lb will be defined as that which will accelerate a mass of 1 lb at

the normal acceleration of gravity, 980.665 cm/sec' or 32.174

ft/sec. 2 The U. S. pound is defined as the 0.4535924277 part

of the international kilogram. The U. S. standard inch is defined

as 100/3937 international meters (6).

To obtain the pressures as so defined, the indications of a prac-

tical dead-weight piston gage are subject to a number of correc-

tions. The more important of these, which will be of concern

to those who hope to measure a pressure to a part in a thousand,

will be discussed in some detail. Some of these errors can be
evaluated and corrections applied, but in every case there will

remain some residual uncertainty which may or may not be

important.

Effective Area. The effective area of a piston gage is the mean of

the area of the cylinder and that of the piston, provided the piston

is concentric with the cylinder and falling at a rate at which the

volume displaced by the piston is equal to the leak between it

and the cylinder. This is true for any clearance and for fluid of

any viscosity. If, because of other volume changes in the system,

the piston is falling at any other rate, of the same order of mag-
nitude, the effective area will be changed by an amount of the

order of the square of the clearance distance.

Elastic Distortions. The following formulas may be found

with the assistance of standard texts on elasticity (7):

The change Ad in the diameter d, in a solid piston subjected to

end pressure P and surrounded b)- pressure P^ (P is the pressure

being measured and P^ the pressure in the crevice) is given by

Ad vP P,
H [v

d E E
1). [1]

where v is Poisson's ratio and E is Young's modulus.

The change Aa in the bore radius a of a hollow cylinder of out-

side radius b = wa, where P„ is the pressure on the outside, P„ is

the pressure on the inside, and P, is the pressure on the end face, is

Aa _ P, r(j_— + (1 + i')W''

1

1 P^ / 2W^ \

]~~e' \W' — 1 /

+
fP.

[2]

In the piston gage the pressure varies along the length of the

crevice between piston and cylinder. At the bottom it equals

the pressure being measured; at the top it falls to zero. The fall

of pressure probably will be concentrated in a small portion of the

length. The effective pressure in the crevice, to be used in cal-

culating the distortion, will depend on the location of the region

of falling pressure. If this region is at the bottom of the piston,

the effective pressure will be small. If it is at the top, so that the

crevice is filled with liquid at high pressure, then the effective

pressure may be nearly as high as that being measured.

Small variations in dimensions may have a great effect on the

position of the pressure drop. (It is even possible that the position

may be a function of pressure.) The variations may occur be-

cause of the design, because of irregularities in machining, or

because of distortions in use. For example, when a piezoelectric

gage is calibrated by a sudden release of pressure, the piston of a

gage connected to the system will drop violently. If it is stopped

at the blind end of a cylinder it may mushroom slightly. Fig.

6(a). If it is stopped by contact with the open end of the cylinder,

the latter may develop a burr, Fig. 6(6). Therefore it can be

said with certainty, onl}- that the effective pressure in the crevice

is less than the pressure measured. The distortions of the piston

and cylinder may be calculated on the basis of an effective pres-

sure in the crevice which is the mean between that at the two

ends, provided that the fall of pressure takes place in a region re-

mote from the ends of the piston, and of the bore of the cylinder.

"Remote" can be taken as one diameter in the case of the piston,

and three bore diameters for the cylinder.

Piston. Case 1: When the pressure in the crevice is one half

the pressure being measured, we have the following change AA
in the area A using Equation [1 ], a value of 0.28 for Poisson's

ratio and 30 X 10' psi for Young's modulus

AA 2Ad „ P— = = —0.53 —

.

A d 10»
[31

At 200,000 psi this amounts to —0.11 per cent.

Case 2: If the fall of pressure is at the top of the piston and

occurs over a length which is small compared to the diameter,

P = P

AA
A

2Ad

d

-2.9P

10'
[41
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Fig. 6 Pressure Distribution in Piston Gages
(o, PistOD and cylinder at low pressure; b, piston and cylinder at high pres-
sure; c, piston at low pressure, cylinder at high pressure; d, top of piston
at low pressure, bottom at high pressure. Cylinder controlled to fit piston.)

At 200,000 psi this amounts to—0.58 per cent.

Cose S: If the fall of the pressure is at the bottom of the piston

P = 0

At 200,000 psi this amounts to +0.38 per cent.

Piston Gage, Simple Cylinder, and Piston. Here the cylinder is

subjected only to the pressure in the crevice. Equation [2] is

applicable, with the terms

0, P. = 0, and P^ = P^ =

For a wall ratio W = 3

The change in area = _ 2Aa _ 5 IP
~

a
~

10'
[6]

At 200,000 psi this amounts to +1.02 per cent.

The change in effective area of the gage will be the mean of the

changes in the cylinder and piston (Case 1) or

M Aa
+ ~

a a

2 3P

io«
[7]

At 200,000 psj this amounts to +0.46 per cent.

If the piston is expanded at the lower tip (Case 3), in a blind

cylinder. Fig. 6(o), the distortion at 200,000 psi might vary from

+0.19 per cent at the bottom of the stroke, to +0.70 per cent

when the tip of the piston has risen several bore diameters away
from the end of the cylinder, Fig. 6(c).

Piston Gage With Re-entrant Cylinder. The end face and outside

of the re-entrant cylinder are subjected to the pressure measured

so that P, = P„ = P. If P^ = P/2 the distortion AA/A of the

cylinder of wall ratio 3 is

AA
A

2Aa

a

.02P

10«
[8]

At 200,000 psi this amounts to —0.8 per cent.

The change in effective area of the piston gage (piston Case 1) is

AA
A

Ad Aa
+ —

a

-2.28P

io«
19]

At 200,000 psi this amounts to —0.46 per cent.

Conlrolled-Clearance Piston. In this instrument the dimensions

of the cylinder change with those of the piston. The piston ex-

tends outside the section of close clearance with the cylinder by
several diameters, so that the conditions for using the mean value

of the pressure in the cylinder are satisfied, Fig. 6(d). Therefore

the elastic distortion is that of the piston alone. For steel with

V = 0.28 and i? = 30 X 10' psi, the change in area is

AA
A

At 200,000 psi this amounts to —0.11 per cent.

For carboloy, with v = 0.22 and £ = 88 X 10« psi

[10]

AA
A

0 39P

10«
[111

At 200,000 psi this amounts to —0.08 per cent.

Measurement of Area. In the size range used in pressure gages,

the piston diameters can be measured to 10 microinches or a little

less. The corresponding unoerteinties in the measured error are

given in Table 1.

TABLE 1 EFFECT OF A 10-MICROINCH ERROR IN DIAMETER
Nominal

area, sq in.

1/200
1/100
1/50
1/20
1/10
1/5
1/2

Approximate
diameter, in.

0.0798
0. 1128
0. 1596
0.2523
0.3568
0.5046
0.7979

Error in area,
per cent

0.025
0.018
0 012
0 008
0.006
0.004
0 0025

The gain in accuracy by increasing the size of the piston is

somewhat more than that shown in the table since more precise

,

methods of measurement are available for the largest size.

Measurement of Mass. The weights should be of the materials

and quality required for the better commercial-scale weights.

The material should be nonporous, corrosion and wear resistant,

nonmagnetic. Weights usually are adjusted by the manufac-

turer to about 0.01 per cent. They can be calibrated to 0.001

per cent. In precise work, these corrections should be a'pplied.

Gravity. The readings of Bourdon-tube pressure gages, man-
ganin-wire gages, and such phenomena as elasticities, viscosities,

phase changes, and chemical reactions, are functions of the

absolute pressure. They are not sensibly affected by the local

value of gravity. The pressure measured by a piston gage loaded

with a particular set of dead weights is proportional to the local

value of gravity. The convention here used is that the readings

of elastic and dead-weight pressure gages should correspond when
the dead weights are acted upon by gravity at the standard value

of 980.665 cm/sec^.

In the southern part of the United States, the value of gravity

will be more than 0.1 per cent smaller than the standard value. •

In Canada and the northern part of the United States the local
'

value will be higher.

If the latitude <i> and the elevation h in feet above sea level are

known, the gravity correction C^ will be given approximately by

C, = —R (0.00261 cos 2 4> +0.000000095 h + 0.00006)
,

where R is the reading of the piston gage.

This correction usually will compensate for gravitational
'
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variation with an error of less than 0.005 per cent in any part of

the United States.

For example: At Boulder, Colo., the reading on a piston gage,

before gravity correction, was 101,200 psi. The latitude was

40°01'(cos^0°02' = +0.1730) the elevation 5350 ft

C, = —101,200 (0.00261 X 0.1730 + 0.000000095 X 5350

+0.00006)

= —101,200(0.00102) = —103

so that the corrected pressure = 101,200 —103 = 101,097 psi.

In this case had the value observed at this location by the

U. S. Coast and Geodetic Survey been used, the corrected pres-

suie would have been 101,091 psi. This difference of 6 psi is

reasonable, since the errors in the formula are largest in moun-

tainous country.

Air Buoyancy. The mass of the piston and loading weights is

determined on the ordinary commercial basis, i.e., by weighing

in air, on an equal-arm balance, against standard brass weights

(density 8.4 grams per cc). In precise work, the mass of the load

on the piston should be reduced by an amount equal to the mass

of the air displaced by the weights.

The density of air at room temperature and sea-level pressure

is about 0.0012 gram per cc; and the mass under these condi-

tions will be reduced by 1 part in 7000.

Temperature. The effective area of a carbon-steel piston and

cylinder may be expected to increase about 13 ppm per deg F
temperature rise; for a stainless-steel piston and cylinder the in-

crease in area will be about 18 ppm per deg F.

The temperature of the piston is somewhat higher than that

of the surroundings because of the dissipation of energy in the

fluid escaping between the piston and cylinder. The temperature

rise in the piston is difficult to estimate because of the uncer-

tainty in the thermal transfer between the piston and the ex-

terior. Since the dissipated energy is proportional to the rate

of leak, measurements can be made at various rates, and an

extrapolation made to zero leak.

Aging. Over a period of years the dimensions of the piston and

cylinder may change by as much as 1 part in 1000 because of

aging effects. Wear also will change the dimensions, and is

likely to result in irregular performance. Extreme precautions

to keep grit out of the fluid are required. The dead weights may
lose weight from wear, or may gain weight by oxidation or collec-

tion of dirt.

Height and Piston-Buoyancy Corrections. It usually happens

that the gage being tested, or the point at which the pressure is

to be measured, is not at the same level as the lower end of the

piston. Therefore correction should be made for the pressure

difference due to the head of oil between these points. The cor-

rection is negative when the gage is above the piston. When oil is

used in the piston gage, the correction will be approximately 0.03

psi for each inch difference in level.

When the submciged part of the pi.ston is of uniform cross

section, the pressure measured is that at the level of the lower

end of the piston. In some designs the piston is cnlai gcd to pro-

vide a stop for its upward motion or to give increased strength.

If these enlargements are submerged in liquid, the weight of the

fluid displaced by the onlaigcmcnt should be subtracted from the

dead-weight load.

With some designs it is not possible to observe the liquid level,

and therefore not pos.sible to determine the submerged volume.

In such a case it is necessary to determine the buoyancy correc-

tion by test. It will usually be less than a pound per square inch.

Pressure Drops in Lines. Whenever possible, the piston gage

.should be connected into a leak-tight sy.stem, with tubing of the

largest bore consistent with strength and safety, in order to

avoid pressure drops in the lines. If this is impossible, the lay-

out of tubing should b« such that the piston gage is connected

to the test vessel with a line through which the least possible

flow of fluid occurs.

Friction. If the piston and cylinder come into contact, or if

any part of the dead weight touches the supporting frame, sliding

friction will introduce uncertainties. A film of fluid between

piston and cylinder is usually maintained by rotation or oscilla-

tion. With rotation there is the possibility of a corkscrew effect,

an axial thrust produced by helical irregularities on the surface

of the piston and cylinder. Observations should be repeated

with the piston rotating in the opposite direction. If the hy-

draulic fluid is a good lubricant and has a suitable viscosity, a

film can be maintained with either rotation or oscillation. A
lubricating film can be maintained with a fluid of very low viscos-

ity (even air) provided the piston is rotated above a critical

speed. This speed depends on the fluid, the symmetry of loading,

and the clearances, etc. It must be determined experimentally

for each instrument.

Intercomparison Techniques

Since the percentage accuracy of the measurements of the

diameter is better for a large piston than for a small one, the inter-

comparison of piston gages of difTering ranges provides an oppor-

tunity of improving the accuracy of the latter. In addition,

there is the opportunity of averaging out some of the effects of

varying properties of the materials of the piston, and of picking up

possible mistakes in measurements.

In an intercomparison by cross floating, two piston gages are

connected together and to a common pressure generator, such

as the intensifier, of suitable range and capacity. Either piston

gage can be isolated by means of valves in the connecting tubing.

A telescope with an eyepiece scale or the equivalent, is set up to

observe the position of one of the pistons in its range of motion.

At the selected pressure, the rate of fall of each piston is observed

with the gage isolated. The two gages are connected together

and one of the loads adjusted by adding small weights until both

pistons fall at approximately the same rate as when isolated.

An exact balance is usually not obtained, but by observing rates

of fall at various loads, an interpolation can be made to the load

for which the rates of fall would be the same with the gages con-

nected as when they are isolated.

By having one of the pistons fall repeatedly over the same

interval, while the other falls through various parts of its range

it is po.ssible to observe small variations in diameter. By this

method a commercial piston gage with a simple cylinder was

ascertained to have an effective area constant over its length to

within 1 part in 50,000. Since the diameter of this piston was

about 0.16 in., it must have been uniform to 1.6 microinch or

better.

This particular observation happened to have been made at a

pressure of about 1000 psi. When the same kind of comparison

was attempted at 5000 psi, the rate of fall was so much greater

that the comparison was quite unsatisfactory. The enormous

change in sensitivity was cau.«ed by an increase in the bore of the

cylinder estimated to be only about 8 microinches.

Caubration Against a Mercury Column

An alternative primary standard is the mercury column.

Readings on it are also subject to a large number of corrections,

most of which are counterparts of those for the piston gage.

The reader may refer to Glazebrook (8) or Meyers and Jessup (5)

for a discussion of them. The latter authors set up a 150-psi

mercury column, with an accuracy of 0.01 per cent, compared

it with piston gages of 0.01 per cent accuracy, and had agreement

within 0.01 per cent at jnessures up to 1050 psi. They set up a
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pressure on one piston gage, added the pressure measured by the

mercury column, and compared the sum with the pressure on a

second piston gage. The pressure measured by the mercury

column was then added to that on the second gage and compared

with a new pressure set up on the first. The process was con-

tinued until the glasa tubing broke. Keyes (9) has carried a

similar procedure up to pressures as high as 15,000 psi.

While this method is quite satisfactory at low pressures, the

accuracy falls off rapidly at higher pressures. For example,

suppose that a 150-psi mercury column is used to calibrate a pair

of 30,000-psi piston gages, which have a sensitivity of 1 ppm of

their range or 0.03 psi. Then each 150-psi step in this comparison

can be done to 0.03 psi, or 1 part in 5000. But the area of a piston

good enough to attain this sensitivity probably can be measured

to better than I part in 10,000.

The small distortion of the cylinder or piston in the 150-psi step

of pressure gives rise to just as large a correction, in relation to the

150 psi, as the larger distortion under 30,000 psi is with respect to

the 30,000-psi range of the instrument.

A satisfactory comparison with a mercury column will give the

user of the piston gage the valuable as^rance that he has not

overlooked some large systematic error in the latter. But a

calibration of a piston gage against a mercury column cannot be

regarded as inherently better than a standardization by direct

measurement on piston and weights.

Fixed Points on the Pressure Scale

Primary pressure standards are not portable. In order to attain

an over-all accuracy of 1 part in 10,000, attention must be paid

to a great many factors. As a result, although the mercury

column or piston gage is simple in principle, it will be surrounded

by so many auxiliaries that its bulk will be large in the aggregate.

To tear it up by the roots and send it to another laboratory for a

calibration is a formidable task. Even if all this were done,

there would be no assurance that essential parts would endure the

hazards of shipment. There is a real need for a means of cali-

bration that can be put in a suitcase, or even better, sent by first-

class mail.

One solution to this problem is a set of experiments which can

be repeated at any laboratory and will reproduce definite pres-

sures. In some cases a suitable transfer instrument and a set of

fixed-pressure points would replace the primary standard. The

analogous situation exists in the field of temperature measure-

ment. The platinum-resistance thermometer and four fi.xed-

temperature points define the temperature scale over a range of

600 C to the satisfaction of most users.

The fixed-pressure points may be based on changes of state or

polymorphic transformations which should satisfy the following

conditions:

1 The substances involved should be obtainable in a pure

state.

2 The transition should take place at a sharply defined pres-

sure, with no range of indifference.

3 There should be a large volume change, or other effect, for

ready identification.

4 The reaction should run rapidly.

5 The dependence of the pressure on temperature or other

possible parameters should be slight.

6 It should be possible to contain the substances so as not to

damage the pressure vessel.

Triple points are particularly suitable since they are unique in

both temperature and pressure, provided all three phases are

present. In a two-phase system a volume change is associated

with a thermal change, and time is required to approach equilib-

rium. At a triple point, adjustments among all the components

take care of thermal and volume changes simultaneously.

Bridgman's value of the freezing pressure of mercury at 0 C,

7640 kg/cm' (108,660 psi), has been used by a number of ooserv-

ers. Occasionally a higher temperature has been used when a

higher pressure was required. The temperature coefficient of the

melting pressure is about 3000 psi per deg C, so that accurate

temperature measurements and precise control are required.

These are much easier at 0 C, where an ice bath can be used.

In his work at the high pressures Bridgman has used the bis-

muth I-II transition at about 360,000 psi for the calibration of

his manganin-wire pressure cells.

The four triple points between liquid water and various ices

appear to be promising. These are L-I-III at about 30,000 psi;

L-III-V near 50,000 psi; L-V-VI near 90,000 psi, L-VI-VII near

320,000 psi. Between these points the melting-point pressure at

various temperatures can be used. The Geophysical Laboratory'

of the Carnegie Foundation (10) is reporting its pressure measure-

ments on the basis of a value of 9630 bars (139,670 psi) for the

freezing pressure of water at 30 C, with the expectation of ad-

justment if a better determination should change that value.

Professor Bridgman measured pressures at the phase changes of

water and of mercury in 1912. Since then, in so far as is known,
there has not been an independent determination. Rather,

the value reported by him has been used without question.

While the Bridgman values were sufficiently accurate for his

pioneering work, a vast amount of data reported with greater

accuracy than that claimed by Bridgman are still dependent on

his value. This is not as serious as it might seem at first glance.

Bridgman's value should stand until an independent determina-

tion has been made with the improved tools of the present day.

Quantitative work reported prior to the publication of the new
value will have to be corrected when correlated to subsequent

work—should a correction for Bridgman's value be indicated.

Mercury-Point Determination

In order to test the possibilities of the controlled-clearance

piston gage, and to get the "feel" of the experiment, a determina-

tion was made of the melting pressure of mercury at 0 C. Use

was made of a transfer gage, at first a manganin-wire pressure

cell, and for the final runs, a gold-chromium-wire pressure cell.

The determination can be broken into three steps as follows:

(a) Measurement of melting pressure of mercury in terms of

transfer instruments.

(6) Calibration of transfer instruments in terms of piston gage.

(c) Direct measurement of area of piston and mass of dead-

weight load.

Mercury-Point Comparisons. The apparatus found to be

convenient was arranged as shown schematically in Fig. 7. Two
laboratory-type intensifiers were used. The intensifiers were

driven and charged by hand-operated 10,000-psi pumps. White

gasoline was the high-pressure fluid used. Kerosene had been

found unsuitable in an earlier experiment. The upper side of the

low-pressure piston of the intensifier A (normally vented to the

air), was filled with a liquid and connected to a sight glass to

indicate the piston displacement, and hence the changes in Vol-

ume. With a Vs-in-bore sight glass, the displacement of the

column was 360 times that of the piston.

The mercury bomb was a simple high-pressure vessel with a

cavity 1 in. diam and approximately 3 in. long. Freshly distilled

mercury was sealed in a polyethylene sack and placed in the bomb
cavity.

A gold-chromium resistance element, subjected to the high

pressure, was used as a transfer device. The gold-chromium

resistance was part of a 120-ohm equal-arm bridge. The other

arms were in a bath at room temperature, close to the pressure

cell. The bridge was driven by alternating current at 1000 cps,
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Fig. 7 Apparatus for Determination of Mercury Freezing Pressure

50 milliamp total current. One arm of the bridge was shunted

by an adjustable resistance box. An a-c null indicator was used

to detect balance. The sensitivity of the indicator was ade-

quate to detect changes in the resistance of the gold-chromium

wire of 1 part in 10'. A duplicate bridge in a temperature-con-

trolled bath was used to correct for drift in the null indicator.

The drift during a run was not more than 1 part in 10'.

The system was charged to about 10,000 psi by a hand pump.

This pressure was held in the system by a check valve when the

hand pump was removed. The piston of intensifier (B) was then

advanced to the end of its stroke raising the pressure to about

90,000 psi. Another check valve held the pressure in the rest

of the system after the pressure in intensifier (B) was released.

During the rest of the experiment the pressure was raised by

advancing the piston of intensifier (A). The movement of the

piston of this intensifier was followed in the sight glasses.

If the volume is plotted against pressure, at constant tempera-

ture, there is obtained a nearly straight line A-B, Fig. 8, repre-

senting the compression of the liquid, a horizontal straight line

B-C, representing the change in volume at constant pressure of

the mixture of liquid and solid, and the nearly straight line C-D
representing the compression of the solid. This is under isother-

mal conditions, which are never realized by the experimenter.

When the specimen is compressed, it is heated, and is there-

fore at a pressure which is a little high. If only one phase is

present, either liquid or solid, the approach to equilibrium is

nearly completed after 5 min. With both phases present, the

latent heat of the phase change is large, and a relatively long

time is required for the system to come to equilibrium as this

heat is transferred to the bath.

In these measurements the pressure is increased in steps of

about 5000 psi, and the piston held stationary at each step for 5

min. As long as only liquid mercury is present, the pressure

drops back slightly and stabilizes during each hold period, A to B,

Fig. 8. When solid mercury makes its appearance, the pressure

drops back farther in the 5-min period and the curve drops off,

Mm- AtAiS nC^OIHt (CHfMM (« VtWMt)

A-B—Liquid phase only
C-D—Solid phase only
B-C—Liquid and solid phases present at 0 C
A-B-E-G-D—Mercury compressed in steps; specimen heated by

freezing

D-C-F-A—Mercury expanded in steps; specimen cooled by melting

H, I—Approaches to equilibrium with both phases present

Fig. 8 Identification of Freezing Pressure of Mercury'by
Volume Change

as at E. When the all-solid line C-D is reached, there is an abrupt

transition to the quick equilibrium condition, and on further com-

pression, the curve resembles A-B.

On expansioi, a zig-zag line D-C-F-A would be described. If at

the point G, the volume were held constant the pressure would

settle out toward the equilibrium point. The time of several

hours required for a close approach to equilibrium may exceed

the experimenter's patience. A quicker way is to juggle pressures

so as to start close to the expected asymptote, as at H or /.

Then the equilibrium pressure can be approached from both sides,
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la\ Approach to equilibrium after expansion; one phase present

(b) Pressure change imrnediatelj' after expansion; both phases

present

(c) Approach to equilibrium after compression ; both phases present

(d) Approach to equilibrium after expansion; both phases present

Fig. 9 Drtkrmination of Mercury rREEziNO Pressure; Pres-
sure-Time KfI \TH)NS
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the decay being followed only long enough to predict the position

of the asymptote. This should be repeated at several points

along the line B-V
,
including one point close to C. If the mercury

is impure, the corner at C will not be sharp, as in the dotted line.

In adtlition to the plot of pressure (or what is

more convenient, readings on the transfer gage)

against volume, it is also desirable to plot pressure

against time. In Fig. 9 are such curves. In (a)

only liquid is present, and the decay is rapid.

This is a leak check showing a loss of about 3 psi

per min after disappearance of the initial transient

following an expansion; (/j) was taken near (F)

with both phases present; (c) and ((/) were taken

at (li) and (I) and define the melting pressure as

their common asymptote.

It is desirable that the s\stem be absolutely

tight. If the leak in, say, 30 min cannot be de-

tected by the pressure-measuring means when only

one phase is present, its effect may be neglected.

If it is perceptible but small, its effect can be

estimated and a correction applied.

From a curve such as (a). Fig. 9, with only one

phase present, the leak in psi per minute may be

estimated. The flow through the leak is supplied

by the expansion of the fluids, mostly gasoline,

and the contraction of the pressure vessel under

this pressure change. The fall of pressure with

both phases present, as (c ) Pig. 9, can be divided

into two parts, the pressure drop associated with

the e.xpansion of the fluid under- the leak, and that associated

with the change in volume due to the phase change. When
the pressure is falling rapidly, as at the beginning of curve

(c), the mercury is freezing, the sample is warmer than its

surroundings and is giving up heat to the pressure vessel. When
the pressure is falling very slowly, the fluids are expanding very

slowly, and most of the leak is supplied by the expansion which

results from melting of the sample. The sample then will be

absorbing heat from the pressure vessel and will be a little cooler.

At the point of (c) where the slope is the same as that of the leak

curve, the sample is neither melting nor freezing and its tem-

perature is the same as that of its surroundings. The difference

between the pressure at this point and that at the asymptote is

approximately the leak correction.

An alternative and equivalent estimate of the efTect of leak is

obtained by multiplying the rate of leak from curve (a) by the

time constant of the decay of pressure in curve (c) or (d).

Calibration of Transfer Irislrtiment. The arrangement of ap-

paratus used in calibrating the gold-chromium pressure cell is

shown in Fig. 10. A pressure was generated by intensifier (A),

and admitted to the controlled-clearance piston gage (B). This

pressure was indicated on the gold-chromium pressure cell (C)

with the same bridge and null indicator used in the observations

on the mercury point. The jacketing cylinder of the piston gage

was subjected to pressures generated by intensifier (D) and meas-

ured by a manganin cell (E) which was part of a Wheatstone

bridge of the strain-indicator type.

A dead-weight load was set up on the piston gage, the pressure

raised until the piston was at the top of its travel. While the

piston fell through its range (Vs-in.) observations were made on

the pressure under the piston with the gold-chromium cell,

on the jacketing pressure with the manganin cell, and on the

time of fall. The jacketing pressure was adjusted until the rate

of fall was about 30 sec. Readings were made at the top and

the bottom of the travel. The dead-weight load on the piston

was increased in 20-lb steps until the pressure used in the mer-

cury-point measurements had been exceeded. The load corre-

sponding to the mercurj' point was obtained by interpolation be-

tween calii.)ration points on the basis of the resistance change in

the gold-chromium cell.

Measurement of Piston and Dead Weights.

^y/ z V//////// ', V
Fig. 10 Calibration op Gold-Chromium Pressure Cell
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had been adjusted by the Massachusetts State Sealer of Weights

and Measures to within 0.001 lb of their nominal mass. The

yoke, weight hanger, piston, and so on, were weighed to an ac-

curacy of about 0.001 lb.

The piston was measured by the Gage Section of the National

Bureau of Standards with an accuracy of about ±0.00002 in.

Results. The results of the measurement and the estimates of

the various errors are summarized in Table 2. The errors char-

acteristic of piston gages, in general, have already been discussed

at length.

TABLE 2 SUMMARY OF RESULTS

Weights: 268 73 1b

Area: 0 0024446 sq in.

Pressure uncorrected: 109,930 psi

Correction, Residual
psi error, psi

Zero shifts, in mercury-point runs ... =F 65
Zero shifts, in piston-gage runs ... ±215
Correction for lealtage -|- 20 ±10
Piston measurement. ±0.00002 in ±80
Piston taper, 0.00003 in ±120
Residual clearance, 0.000010 to 0.000020 in — 30 ±10
Elastic distortion -h 65 ± 10

Temperature of piston — 25 ± 15

Weight measurement ... ± 10

Buoyant effect of air on weights — 15

Gravity at Foxboro — 35 ± 5

Temperature of ice bath, ±0.02 C ... ±60
Conduction down tubing — 150 ±1.)0

Total correction — 170
Corrected pressure 109760 ±750

The mass load on the piston gage at the pressure for which the

resistance change was the same as that observed in the mercury

fixed-point runs was obtained by intci-polation between observa-

tions in the piston-gage runs. The area was the average in the

upper in. of the piston, based on direct measurement. The

uncorrected pressure is the mass load divided by the area.

There were differences in zero before and after the mercury-

point and the piston-gage runs. The two zero readings were

averaged, on the assumption of equal changes during increase and

decrease.

The system was found to be losing pressure at a rate of about 2

psi per min when only liquid was present. This rate was multi-

plied by the 10-sec time constant of the approach to equilibrium

conditions when both phases were present.

The residual clearance between piston and cylinder was esti-

mated from the leakage rate, including the effect of the e.xpansion

of the fiuid under the pres.sure change during the fall of the piston,

and a.ssuming that the drop in pre.s,sure occurred in '/jo in. of

length of the piston.

The elastic distortion of the steel piston was calculated from

Equation [10].

The value of gravity was interpolated from Coast and Geodetic

Survey data at points within 10 miles of Foxboro, Mass., where

the experiment was conducted.

The temperature of an ice bath, using good commercial ice,

usually can be expected to be 0.00 ± 0.02 C. Several meas-

urements of samples during those tests fell within this range.

The conduction of heat down the pipe to the mercury cell would

raise the temperature of the latter by an amount estimated not to

exceed 0.1 C.

A difference between pressures at the upper and lower limits

of travel of the piston was observed. This was found to be

caused by a taper in the piston which developed when the piston

had been scored in previous tests. (This taper of 0.00012 in. in

''2 in. of length was 10 to 100 times that which would be toler-

ated in a new piston.) The ratio of 0.7 between change of jacket

pressure and change of measured pressure indicated that the line

of contact between piston and cy linder was near the top. The
area of the piston was computed on the diameter of 0.05579 ±
0.00002 in. measured '/a in. from the top. An additional uncer-

tainty in area was taken as that corresponding to the taper in

'/g in. of length.

.Additional possible errors, not evaluated, include those re-

sulting from possible changes in the resistance in the gold-chro-

mium wire which were not reflected in the zero shift. This alloy

is a new one for pressure measurement, and very little experi-

ence has been accumulated. In particular, little or nothing is

known as to the proper pressure-seasoning treatment. (This

particular element had been subjected to two applications of

pressure to 140,000 psi.)

Difficulties Encountered. .\ number of mechanical difficulties

resulted from the escape of mercury from its container in an

early experiment. A small quantity got into other parts of the

system, and amalgamated with brass packing rings, the heads of

pistons, and the like. Numerous failures of these parts resulted.

No autofrettaged cylinders failed. It was found that a polyethyl-

ene bag was tough and flexible enough to hold the mercury.

Wherever possible, the inlets to pressure cells, intensifiers, and

the like, should be at ihe bottom, and the inlet to the mercury

bomb at the top, and the tubing arranged so that escaped mer-

cury droplets will drain to the mercury bomb.

In the manganin and gold-chromium cells the packing used

for the insulated electrical lead included a plastic which softened

in contact with kerosene or gasoline, and was responsible for a

progressively increasing electrical leakage. This was serious

since one corner of the A\'heatstone bridge is grounded, and a

leakage through 100 megohms will produce a significant error.

Other packing materials are being tried.

Conclusions

The measurements of the melting pressure of mercury were

of value in trying out new equipment in the high-pressure field

and in pointing out the direction of future improvements in

technique and apparatus.

The controlled-clearance piston gage was used at pressui es as

high as 120,000 psi, with no indication that the limit of its range

was being approached. (The pressures to which this instru-

ment was used were limited by fittings rated at 100,000 psi.)

Adequate floating times for the measurements were obtained.

Indications were that clearances could be held to a few micro-

inches, provided the surfaces of the piston and cylinder were

that good. The small clearances make necessary precautions to

eliminate abrasive particles in the working fluid. The use of

carboloy pistor^s may be indicated from considerations of wear.

The gold-chromium pressure cell seemed promising. The
time required to reach constant readings seemed somewhat

shorter than for manganin. The very small temperature coef-

ficient should be valuable. The elastic defects of hysteresis,

drift, and after-effect, required further study since they were

obscured by the electrical leakages in other parts of the bridge.

These measurements give a value 1 per cent higher than ob-

tained by Bridgman for the melting pressure of mercury. This

difference is not serious in view of the rather large experimental

error of ±0.7 per cent due to identifiable sources.

The largest errors can be reduced substantially in future work.

-A better choice of the insulating material in the electrical leads

should reduce the troubles with zero shift. An unworn piston

would have variations in diameter less than a tenth as great as

those in the one used. The temperature of the mercury sample

can be measured directly.
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Elastic Distortion Error in the Dead-Weight Piston Gage
^ Development of the Intermolec-

ular theory depends on high

accuracy pressure-volume-tem-

perature measurements which in

turn depend on understanding

limitations of the piston gage.
Error growth from data uncor-

rected for gage distortion is

shown here.

Elastic distortion of the piston and
cylinder of a dead weight pressure gage

have concerned experimenters for many
years. Changes of clearance have

limited the range between pressure

where the piston seizes and that where
the leak is excessive. When a piston is

measured in the open (at atmospheric

pressure) or calibrated at low pressures

and used at higher pressures, extrapo-

lation has required an estimate of the

change of effective area with pressure.

For pressures above a few thousand

atmospheres, this estimate is the largest

single uncertainty in measuring pressures.

Even at lower pressures, elastic dis-

tortion is significant in work at high

precision. In determining the com-
pressibility factor (PV/RT) of a gas, the

correction for elastic distortion of the

pressure gage can amount to one part in

10,000 at 100 atm. and 1 part in 1000
at 1000 atm. Thermodynamic quanti-

ties which depend on the derivative with

respect to pressure may be in error by a
larger proportion. The elastic distortion

error is particularly troublesome be-

cause it affects pressure ratios as well as

absolute pressures.

Effect on Viriol Coefficients

The dead weight, free piston gage is

based on the relation,

P = W/A, (1)

where W is weight supported by the

piston and is the effective area of the

piston. There are other supplementary
corrections and measurements with their

related uncertainties, but only effect of

pressure on effective area will be dis-

cussed here.

As a first approximation, the effective

area is a linear function of the pressure,

so that

A, = A,(l + aP) (2)

where /1„ is effective area of the piston at

low pressure.

Uncorrected pressure, Pi, obtained by
adding pressure denominations of the

weights, or dividing total weight by the

measured area, is then a quadratic func-

tion of the true pressure,

P, =
^^

= P{\+aP) (3)

Suppose the results of a PVT (pressure-

volume-temperature) determination are

worked up in terms of uncorrected pres-

sure to obtain a set of virial coefficients

of powers of the molar volume,

PiV =

^7^0 + + W

The effect of elastic distortion can be

seen by solving for pressure and substitut-

ing from Equation 3 to obtain

P(l +aP) =

This quadratic in P can be solved and de-

veloped in Taylor's series to give

The alternative expression for the

virial in powers of the pressure may be

written

P,F = RT + BP, + CP,2 -t-

Z)P,» + . . . (7)

Substitution from Equation 3 and
dividing through by (1 + aP) gives

PV = . Y p + BP + CPi X

(1 + aP) + DP^\ + aPf + ... (8)

When the first term of the right side is

developed in series and the third and
later terms are multiplied out,

PV = RT +{B - aRT) P + {C + a'RT)

P' + (D + Ca - a'RT)P^ (9)

A value of a = — 10~' per atm. has

been observed on a piston gage of 1000

atm. range, using a steel piston and thick

walled, re-entrant brass cylinder. Nearly

as large positive values have been

observed with simple, nonre-entrant

cylinders. For comparison, compressi-

bility of mercury in an open column
introduces a correction corresponding to

a = 2 X 10~^ per atmosphere.

A value a = 10~^ atm. would change

the second virial coefficient for helium

by about 0.2% at 300° K. and 0.6%
at 800° K.

Mercury Column Calibration

The structure of some piston gages is

such that direct measurement of area

and computation of elastic distortion

cannot be made with the requisite

accuracy. Therefore, many experi-

menters have calibrated the piston gage

in terms of a mercury column.

Mercury columns which are open to

the atmosphere at the top have been

used to measure pressures of a few

hundred atmospheres. One in current

use, described by Roebuck and others

( 74-76) is a multiple column usable up to

200 atm.

Several experimenters, including

Keyes and Dewey (9), Michels (72),

Meyers and Jessup (77), Bett, Hayes,

and Newett (4), have used mercury

columns in which pressure can be

applied at both ends. These can be

yi
-

, . . . vv-y

used in several ways. One requires a

pair of piston gages one of which is

balanced against the open mercury

column. Without changing the pres-

sure setting of the first piston gage, the

pressure developed by the mercury

column is added to it, and the second

gage is balanced against the combination.

Pressure of the mercury column is then

added to that of the second gage, and the

first gage balanced against the combina-

tion. This process can be continued to

obtain a calibration of the piston gage

in terms of the mercury column or until

pressure limit of the apparatus is reached.

The design limit of the column of Bett,

Hayes, and Newett is 2500 atm.

Because these comparisons were

tedious, another procedure was used by

Michels (72). It requires a stable,

reproducible reference pressure P (not

known exactly), the mercury column,

and the piston gage to be calibrated.

The piston gage is balanced against the

PF ^ Bi - a RT Ci - 2B,aRT + lamT'
RT V V

Di - 2C, aRT + 6Bia'R'T' - Sa'R'T' - Bi^aRT
A- . (6^



Elastic Distortion Error in the Dead-Weiglit Piston Gage

Change of effective area as a function of pressure limits

accuracy of a piston gage at pressures above a few thousand
atmospheres and has a significant effect in precision work at

a few hundred atipospheres.

If a piston gage is calibrated against a mercury column
over a limited range at high pressure, absolute pressure of

that calibration cannot be inferred without knowledge of

elastic distortion in the siston gage.

For certain designs, effective area can be calculated from
elastic theory without detailed knowledge of pressure dis-

tribution. This calculation is made for the piston of a

controUed-clearance piston gage. Results are shown for a

comparison between two piston gages, showing about

0.02% change in area for 300 atm. change of pressure.
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National Bureau of Standards, Washington 25, O. C.
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PRESSURE

Figure 1 . Relation between pressure

and weight on the piston in a dead-
weight piston gage

reference pressure and the load, W,
noted. Pressure AP developed by the

mercury column is then added to or

subtracted from the reference pressure,

and the piston gage balanced against

the combination. The new load is

W + AW and the ratio, AP/AW, is the

gage constant which, if measured at a

single high pressure, cannot be used to de-

termine effective area or absolute pressure

of the measurement. To see this, let the

curve of Figure 1 be the relation between

the weight on the piston and the pres-

sure under it. Buoyancy and head-of-oil

corrections are presumed applied cor-

rectly so that zero pressure corresponds

to zero load. If area of the piston is

independent of pressure, the relation of

W and P is linear and has the slope A^.

In general, the relation to the first

approximation is the parabola obtained

from Equation 3,

W = A„P(\ + aP) (10)

where is the slope of the curve at the

origin. Effective area A^ is ratio W/P
or the slope of a chord through the point

{W, P) and the origin. The change in

load for the increment of pressure (the

reciprocal of the gage constant) defines

the slope AW/AP of the chord across the

increment of the curve. If the increment

is small, the slope is practically dW/dP,
that of the curve at {W, P). By differ-

entiation of Equation 1 0,

dW
-jp = A.{\ + 2aP) (11)

which is not the same as W/P.
To define effective area, comparison

with the mercury column should be
repeated at other pressures as widely

scattered as is practicable. After a few
such observations, the shape of the curve

can be seen and a value for the effective

area determined. The accuracy im-
proves as more observations are made to

fill in the gaps; eventually it becomes
comparable with that of the full calibra-

tions.

Michels used this method to calibrate

a piston gage of 250 atm. range, with a

4.5-meter mercury column. Because

of the limited range of the column used

at this time (1924), accuracy of com-
parison with the piston gage, about 1

part in 2400, was not adequate to observe

change in area of the gage with pres-

sure. The agreement with subsequent

measurements {73) reported in 1932

with an open 27.5-meter mercury
column was within about 3 parts in

10,000.

Beattie and Edel {3) made similar

measurements up to 541 atm., using an
8.1 -meter mercury column between two
piston gages. Within their accuracy,

variation of area with pressure was
negligible.

One significant correction in the

mercury column calibrations is that for

compressibility of mercury. Measure-

ments on this quantity ultimately refer

to absolute measurements on a solid,

such as Bridgman's (5) determination

for bulk compressibility of pure iron.

Because bulk compressibility appears in

the expression for area change of the

piston, direct computation of such area

change and calibration by a mercury
column have at least this systematic

error in common. Of course, many
measurements on the piston gage are

quite distinct from those on the mercury
column; they have different systematic

errors so that comparison between the

piston gage and mercury column is a

valuable check.

Eiastic Deformation of Pislon

Detailed calculation of elastic de-

formation of the piston and cylinder is a

formidable problem. Solutions for elas-

tic distortions have not been obtained for

many shapes encountered in piston

gages—e.g., distortion produced by a

pressure gradient close to a change in

diameter of a part. In a detailed

analysis, it is necessary to consider

simultaneously : relation between stresses

and strains in the parts; effect of strains

on clearance between piston and cylinder;

effect of changes in clearance on pres-

sure drop in the fluid, which determines

stress distribution in the cylinder; and
effect of pressure on properties of the fluid.

At a pressure of 1000 atm., all these

interactions are large. Deformation may
exceed initial clearance, pressure drop at

constant flow is inversely proportional

to the cube of the clearance, and viscosity

of some fluids in common use changes by

a factor of 10 in 1000 atm.

Even rough estimates of variation in

area with pressure are sometimes useful.

For example, suppose a gage having a

range of 50 atm. has a reproducibility

at full load of 1 part in 10,000. Cal-

culations show that the elastic distortion

could not exceed a = 10~^ per atm.

under any reasonable distribution of

pressure. The maximum change of area

in a range of 50 atm. would not exceed

1 part in 20,000. There is little value in

looking for such a change because it is

less than the reproducibility of the gage.

For certain configurations of piston and
cylinder, details of pressure distribution

need not be known to calculate the

effective area. Thus Bridgman (6)

made the "assumption that the radial

displacement at any point is proportional

to the normal pressure at that point, and
is the same as that in an infinite cylinder

subjected to the same pressure over its

entire length. This assumption is prob-

ably fairly close to the truth where the

extent of the cylinder exposed to the

pressure is long compared with the

radius, and the pressure varies gradually

from point to point." The effective

area is the mean of the areas at the top

and bottom.

The requirement of a "long" region of

pressure gradient turns out to be unduly

restrictive. An attempt at a detailed

study of the pressure distribution led to

the conclusion that most of the pressure

drop in a high pressure gage occurs in a

very short length, perhaps less than the

diameter of the piston. Some unsuc-

cessful attempts were made to achieve

a design which would satisfy the require-

ment of a long region of pressure

gradient. It was tlien necessary to

accept the reality of a short region of

pressure gradient, and to look for less

restrictive conditions than those of

Bridgman.

Design Considerations. Design of

the controlled clearance piston gage in-

corporates two features which facilitate

computation of effective area: First,

by adjustment of the pressure, Pj, in the

acket surrounding the cylinder, clear-

ance between piston and cylinder can be

reduced to a value comparable to the

surface irregularities, at any pressure in

the crevice. In work of high accuracy,

leak rate is measured at various jacket

pressures and extrapolated to zero leak

rate (zero clearance). The computation

of distortions need be made only for the

piston since the cylinder is made to fit

it. Second, the piston is simple in

shape, being a long, solid cylinder ex-

Pm

Controlled-clearance gage
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tending out of the region of pressure

gradient for at least one diameter in each

direction.

Basic Assumptions. The following

calculation of distortions for such a

piston is based on a linear elastic theory

with its consequences of symmetry,

superposition, and reciprocity.

The problem of distortions in the

neighborhood of a pressure step on a

long, solid cylinder has been solved,

at least for some materials (7). It is not

necessary to go into the solution in

detail, but only to make use of its sym-

metry, which does not depend on the

material. In particular, anistropic ma-

terials are admitted. Such might be

encountered if the piston were fabricated

of hard-drawn rod or wire, or if it were

case hardened so that the surface skin

had different properties from the interior.

The practical requirement that the

piston reman round under load would

eliminate more unsymmetrical ma-

terials, but it would permit such types

as hexagonal crystals with the principal

axis along the length of the piston.

Figure 2,A, represents distortion of a

long solid cylinder, produced by a unit

pressure step, plotted as a function of

the axial coordinate. The cylinder is

subjected to unit pressure on the end

faces, and on all the curved surface to

the left of coordinate u. The function

F{z,u) represents half the fractional

change in cross-sectional area at co-

ordinate z produced by the distribution

of unit pressure with a step at u. For

z u, F{z,u) approaches the value

F{ — co) which represents distortion

if the whole cylinder were subjected to

unit pressure. To the right for z ^
u, F{z,u) approaches the value F{-\- ^)
which represents the distortion if only the

end faces of the cylinder were loaded.

If A, is the measured area under zero

load, area A'{z) at z under a unit pres-

sure step at u is

A'{z) = A,[\ + 2F(z,ti)] (12)

This corresponds to the general de-

scription of strain by Love (70) where

fractional change in diameter under a

unit pressure step is ^ = y/^X + 2F{z,u)

— 1 , or nearly F{z,u) for small strains.

Similarly in Figure 2, B, F{u,z) is half

the fractional change in area at point «,

caused by a unit pressure step at point z.

Shape of the two curves is the same, but

one is displaced axially with respect to

the other.

Symmetry of the solution is such that

the algebraic sum of the two distortions,

F{u,z) and F{z,u), is equal to the sum of

the distortions at the two asymptotes

That is,

F(u, z) + F(z, u) =

F(+co) + F(- co) (13)

As expected from Saint-Venant's prin-

ciple, decay rate for distortions on either

side of a pressure step is so great that

small changes in strains occur beyond a

distance of one diameter. If a solid

cylinder of infinite length were cut off

at a distance of one diameter or more
from the pressure step, distortion at the

cut would change by not more than 1

or 2% of F(-|- oo) or F{- co). At points

removed from the cut by as much as one

diameter, the change in distortions would

be quite inappreciable. It follows that

so far as distortions in the region of the

pressure gradient are concerned, the

piston of a controlled clearance gage

behaves like an infinite solid cylinder.

In addition to the normal pressures,

the piston is subject to shearing forces

caused by motion of the viscous pressure

fluid in the crevice. Axial flow of fluid

and consequently the axial component

of the shearing force, approaches zero

as clearance is reduced to zero. Tan-

gential forces which result from rotation

of the piston might produce a change

of area in an anisotropic material such as

a rod drawn with a twist, but these

forces and distortions reverse in sign if

direction of rotation is reversed. There-

fore, if significant they can be evaluated.

Calculation of Effective Area. It is

now possible to show that effective area

of the piston is equal to the mean of the

areas it would have if subjected all over to

the conditions of the two ends, provided

that no part of the pressure gradient is

close to the ends. "Close" means

within a diameter.

At zero pressure, let the piston have a

length b and a uniform cross-section area

of measured value, A„. In use, the

bottom of the piston and the lower part

of its length will be subjected to the

pressure P„ to be measured. The axial

stress, Z, = —P„ will be compressive

over the whole length. For some distance

at the top, the transverse compressive

stress will be zero. In the middle por-

tion of the piston, pressure in the crevice

is uniform aroimd the circumference and

expressible as some undetermined func-

tion, P(z), of distance z from the bottom

of the piston. Whatever this distribu-

tion of pressure may be, it may be repre-

sented as the integral of a sequence of

elementary pressure steps of magnitude

dz each taking place in an element

of length dz, located at coordinate z.

If superposition holds, the distortion at a

point a distance u from the bottom can

be represented as the sum, or integral,

of the distortions produced by the several

pressure steps. Then the area A{u)

at u will be given by

- D

U 2

I

I I

u z

Figure 2. Elastic deformation of long

cylinder under unit load on end faces

and part of curved face. A and B are

pressure steps at u and z, respectively.

Axial cocrdinates in graphs are ex-

panded as compared with diameters in

load diagrams

A[u) =

A.^\ + 2F{u,z)^-^ dzl^ (14)

Now the piston can be regarded as a

stack of elementary pistons of thickness

du, and each sustaining a pressure differ-

ence du. The weight, dW, which
du

each elementary piston supports is

A{u) du, and the total weight W
would be given by the integral

W = A.P„ = A{u) du (15)
Jo

Substituting from Equation 14 gives

A.P. = A.^yi^du^

The variables u and z are in fact

different labels for the same coordinate,

the quantities P(z) and P(u) are both

representations of the same pressure

distribution, and the operations are

definite integrals taken between the

same limits. Results of the double

integration would be identical if labels

u and z were interchanged, replacing

F(u,z) by Fiz,u), or 2F(u,z) by F{u,z) +
F{z,u), giving
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A,P„ = A,

b rb
du + A,

lF{u, z) + F{z,u)]^^'^-^^dzdu (17)

At this point the symmetry condition of

Equation 13 can be introduced. The
two asymptotic values of the distortion

are constant and can be taken out of the

integrals. Now the integrations of the

pressure gradients with respect to z and u

are independent of each other and can

be performed separately, so that

dP
du

du +A4f(+ -) +

r* dP r* dP

''-''Jo
''''

Since each integral is equal to the

measured pressure, P„, after integrating

and factoring out one P„,

A. = A, + ^„[F(+co) +
F{-o.)]P„ (19)

But A,[l + 2F(+cc)P„] = /l(top),

the area which the piston would have
if it were all subjected to the conditions

at the top, and A„[l + 2F(- co)/'„] =
/l(bottom), the area under the conditions

at the bottom. Comparing the mean
of the two areas with Equation 19 shows
that

'AM(top) + ^(bottom)] = A„ +
Ao[F(+ =:>) + F(- <^)]P = A, (20)

which was to be proved.

The effective area is not equal to the

mean of areas at the two end conditions

of the piston if the region of pressure

change is too close to one end. Thus,

if the pressure change is concentrated

at the extreme lower end of the piston,

stress conditions of the top prevail over

the entire length and the effective area

equals that of the top. The case of a step

function pressure change at a distance

from the end (say the bottom) of 0.1

radius is considered by Tantor and
Craggs (77). Under these conditions,

the effective area is A, = 0.38 A(bottom)

+ 0.62 ^(top). These data show a

rapid approach of the effective area to

the mean of areas obtained under uni-

form stress corresponding to the end

conditions.

There remains the problem of ex-

pressing distortion in terms of measurable

elastic constants. Let rectangular co-

ordinate axes be laid out so that z co-

ordinate is along the axis of the piston,

and X and y coordinates are normal to

the axis. If f„ and are strains in the

two transverse directions, the fractional

change in area will be

-= WiUzz + 'vv) top +
'M^ii + bottom (21)

Using the notation of Love {10), these

strains can be expressed in terms of

stress components such as X, thus:

«zx = CnX, -1- cr, -H

CnZ. -I- CmK. -f- dZ, -I- C,6A-„ (22a)

C2,Y, + CssZ, 4- C26.V„ (22b)

At the top, under end load, Z, = — P„
and the other stress components are

zero. At the bottom, under hydrostatic

pressure, X, — Yy = Z, = —P„ and

the other (shear) stress components are

zero. Then

^ = 1 - ^ (Cn -i- Cn +

2Ci, -1- 2Ciz + C21 + C22) (23)

This expression can be evaluated in

terms of bulk modulus and Young's

modulus. The volume compressibility

under hydrostatic pressure is defined as

VdP k

C22 -I- C2, -I- C,i + C« -I- C33 (24)

and the axial linear compressibihty

(reciprocal of Young's modulus E,)

under end load is

1 ^
LdP (25)

Comparison with Equation 23 shows that

Pm
1 + (26)

provided that Cn = C31 and C23 = C32,

as is the case in any linear elastic theory.

This result holds, regardless of the elas-

tic asymmetry of the piston.

If the piston is isotropic and has

Young's modulus E and Poisson's ratio

(T, the bulk compressibility \/k = —^

—

so that

= 1 + /'„(3<r - 1)
(27)

For a steel, taking E = 2 Y. W atm.,

a = 0.28, A, = A„{\ - BP/IO' atm.).

For a carboloy, taking E = 6 X 10^

atm., 0- = 0.22, A, = A„ (1 - 5.7

P/10' atm.). If 0- = 1/3 as is nearly the

case for copper alloys, there is no change

in effective area with pressure.

Nonlinear efTects and other un-
certainties. These are small but meas-

urable deviations from linearity in the

elastic behavior of materials which may
be used in pistons. Nonlinearity dis-

turbs the mathematical conveniences of

symmetry, superposition, and reciprocity

which must be replaced with more
complicated relations. Lack of good

data on effect of pressure on elastic

moduli precludes anything better than

a guess. If Bridgman's (5) data on iron

is a reasonable guide, nonlinear effects

would affect the area by 1 or 2 parts in

10,000 at 10,000 atm. 1 .

A more important uncertainty is that

of the elastic moduli themselves. For

example, variation in Young's modulus
from one steel to another may be several

per cent, and variations of the same
order have been observed between

samples cut from the same billet. If

handbook values for the elastic constants

are used, an uncertainty of several parts

in 10,000 in the effective area may be

expected at 10,000 atm. Uncertainty

in the elastic modulus of a particular
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specimen, measured on a conventional

testing machine, is comparable.

Ultrasonic techniques of measuring

elastic constants show promise. A pre-

cision of a fraction of a per cent is

claimed for small specimens, and meas-

urements can be made under pressure.

Of particular value would be observa-

tions directly on the piston itself. Some

difficulty may be encountered in measur-

ing the elastic constants in the trans-

verse direction. Cook (7) has outlined

measurements necessary to determine the

various elastic constants of an anisotropic

material, and their variation with pres-

sure.

Experimental Measurement
of Change of Area

Piston gages by most domestic manu-
facturers have been calibrated at the

National Bureau of Standards. If the

instrument has a range of more than 1 50

atm. and is in good order, elastic dis-

tortion is observed.

The most extensive series of observa-

tions to date (Figure 3) were obtained

from comparing two piston gages in use

at the National Bureau of Standards.

One is the Harwood controUed-clearance

piston gage, 20,000 pounds per square

inch, currently in use as a primary

standard. The other is of common
commercial design, 5000 pounds p>er

square inch, with steel piston and a brass

cylinder of the simple type. It had been

in use for over 20 years as a working

standard for calibrating piston gages.

The two gages were connected to-

gether, pressure was applied until both

pistons floated, and the loads adjusted

until there was no flow of fluid in the

connecting line. Ratio of the two loads

was then equal to the ratio of the two

effective areas. The area of the con-

trolled clearance piston gage had been

measured directly. Its distortion, calcu-

lated in accordance with the theory

described previously, is plotted as a

dashed line. Effective area of the

working standard, determined from the

ratio of loads, is plotted as individual

points.

Observations, taken on three different

days, scatter about a straight line with a

standard deviation of about 1 part in

45,000. This line represents an area

change of a little more than 2 parts in

10,000 for a 300-atm. change of pres-

sure (a = -f6.8 X 10-' per atm.).

The change is within the range of pres-

sure coefficients that can be e.xpected

from a gage having a steel piston and

thick-walled brass cylinder. If the

region of pressure gradient is well below

the top of the cylinder, so that effective

pressure in the crevice is half the pressure

being measured, formulas developed by

Johnson and Newhall (<?) give +5.2
X 10"

' per atm. average change for

piston and cylinder. If the pressure

gradient is concentrated at the extreme

top of the cylinder, the value might be as

high as 11.2 X 10""' per atm.

Parenthetically, effective area of the

working standard agrees within 1 part

in 10,000 with that obtained by Meyers
and Jessup in 1939, using piston gages,

described by them (77), for which this

degree of accuracy was claimed. This

agreement indicates that the working

standard piston gage was more stable

than those used by Beattie and Bridg-

man (2). Since it was several years

old at the earlier comparison, it had

had time to reach a stable condition.

Problems for Future Studies

In the foregoing discussion, little has

been said about elastic distortion in the

cylinder. In the controlled-clearance

gage this may be justified on the basis

that the characteristics of the cylinder

presumably drop out when it is made to

fit the piston. But most instruments do

not include the controlled-clearance

feature. Therefore, effect of the dis-

tortion of the cylinder should be studied,

using configurations for which elastic-

theory computations can be made.

Phenomena in the hydraulic fluid

between the piston and cylinder should

be studied. Details in variation of

clearance and pressure drop along the

length of the piston may be included,

taking into account variation of vis-

cosity with pressure. Although these

details are not needed to calculate area

of some pistons, they will help in under-

standing behavior of cylinders and other

pistons. Certainly the static and dy-

namic effects of eccentricity between the

piston and cylinder should be included.

Some effects should be mentioned

which have caused trouble in determin-

ing effective area by comparison of piston

gages. Although not necessarily related

to elastic deformation, they may mask
the phenomena under study. Most

large errors in dead-weight piston gages

have been traced to one or more of these

effects.

Buoyancy. The weight of fluid dis-

placed by submerged portions of the

piston must be subtracted from the

load. In some instruments, submerged

volume changes from top to bottom of

the stroke, enough to change pressure

by 0.02 atm. Structure should be such

that surface level of the fluid is nearly

constant, and known at all times, so that

the submerged valume can be calculated.

Corkscrewing. Occasionally direc-

tion of rotation will affect the pressure

developed by the piston gage. This

has been laid to helical tool marks on the

piston, cylinder, or guide bearing.

Observations should be taken at least

occasionally, reversing the direction of

rotation but changing nothing else.

Eccentric loading errors. If weights

are stacked off center, the behavior

may be erratic. Pressure may fluctuate

in synchronism with rotation of piston,

or its average value depend on speed

but not direction of rotation. These
troubles are worst in instruments where
weights are stacked in a tall pile on top

of the piston. A suspended, nonrotating

load may oscillate abnormally when
the piston is rotated or oscillated at a

particular speed. The difficulties associ-

ated with eccentric loading may be more
serious at certain speeds of rotation.

These effects are entangled with the

phenomena in the hydraulic fluid lubri-

cating the piston.
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A Tilting Air-Lubricated Piston Gage for Pressures Below
One-Half Inch of Mercury ^

U. O. Hutton

(May 8, 1959)

A description is given of a tilting dead-weight piston gage constructed at the Xationa!
Bureau of Standards for ranges of differential pressure up to about 0.5 inch of mercury. A
resolution of better than 1 part in a hundred thousand of full scale has been obtained by use
of the toolmaker's sine bar method of angle measurement. The scale is a linear function of

the sine. The instrument can be calibrated from basic measurements of length and weight,
is rugged, and may be constructed in almost any laboratory mechanical shop. Sources of

possible errors in reading are discussed in detail. Comparative tests with certain other gages
or manometers are cited wherein linearity was found to be within I part in 10,000 and agree-
ment within 2.5 parts in 10,000. The uses of the gage are briefly discussed.

1. Introduction

A need exists for pressure-measm-ing or controlling
devices for ranges of low pressure, particularly the
pressure range corresponding to atmospheric pressure
at high altitudes. The need is more acute where
measurement and control are both required. For
the studj' of the pressure-deflection characteristics of

diaphragms of high sensitivity, no device discussed
in available literature [1] seemed conveniently appli-
cable to the problem where constancy of pressure
difference from a datum was desired for various
lengths of time up to 24 hr. Conventional air-

lubricated piston gages are nicely applicable to this

problem approaching within about 0.4 in. of mercury
of the datum pressure with a resolution of at least 1

part in 10,000. This report describes a piston gage
to cover from about 0.5 in. of mercury to the datum
pressure with a resolution of 1 part in 100,000 and
means of pressure adjustment without resort to

weight changing.

In exploring the characteristics of gages suitable
for the contemplated tests, several air-lubricated
piston gages were made from medical hj'podermic
syringes of 25- and 100-cm^ capacity. These syringes
had hollow pistons and could be employed to as low
a pressure as 0.4 in. of mercury. Schemes for em-
plojing such gages with opposed pistons were aban-
doned because of the loss of resolution as the pressure
difference set up by the pistons becomes small. In
handling a well-lapped s>Tinge it was observed that
air lubrication for a low-density piston was sur-
prisingly adequate even if the piston was not vertical.

Brubach's experiments [2] encouraged an attempt to
devise a piston gage, the incremental loading of
which would be adjusted by changing the angle of
tilt instead of the weights as on the conventional
dead-weight testers. Distinct advantages of this
design are that it reaches high resolution without

' The major part of this work was sponsored by the Flight Control Laboratory,
Wright Air Development Center, Wright-Patterson Air Force Base, Ohio.

'•esort to delicate structures and requires neither
optical nor electrical amplification. The extended
scale available is gained through the use of a microm-
eter and end gage block.

2. Description of Piston Gages

In development, two models were constructed that
will be referred to as Models I and II. Model II

incorporates all the features of Model I so that a
discussion of Model I is possibly not of great value

;

however, its simplicity of construction and the high
sensitivity and resolution attained may make it

applicable in some cases where the additional com-
plexity of Model II is not warranted. The first

model is of such simplicity that it may be constructed
and a basic calibration made in a short time in almost
any laboratory. The principles of the gage are so

elementarj' that adherence to the details being
described is not suggested as being necessary. Dimen-
sions and other specific details as used are included
for guidance in understanding the structures on which
performance data is presented.

2.1. Description of Gage, Model I

For the piston-cylinder combination, four 100-cm^
sjTinges were obtained. Two of these were foimd
to be sufficiently tight for adaptation. They were
put through a hand-lapping operation where lapping
powder, Linde A {}i //), was used in a creamy water
suspension. From ji to 2 hr lapping was employed
using a combination of rotary and longitudinal mo-
tion with the addition of water or lapping compound
as required. The lapping operation was considered
complete when a piston, washed and dried, would
just fall of its own weight in its cylinder oriented in

a vertical position with the pisto.i at any radia! angle.

It does not seem possible to overlap such a combina-
tion with this size of lapping particle using water
as a lubricant because of the hydrodynamic lubrica-

tion furnished by the lapping motion; however, it

was always possible to remove the high areas on the
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piston and cylinder so that the freedom-of-fall condi-
tion described was obtained. Tlie tighter areas may
be recognized while lapping by the degree of dis-

persion of the lapping compound and after drying by
the higher grade finish on the closer surfaces. Extra
attention may be given the high areas by localized

finger pressure on the cylinder and by choice of the
piston orbit to bring them into frequent play. In
some of the better lapped areas, white light interference

fringes have been visible but this is not necessary for

proper performance.
After lapping, the cylinder and piston were cut

with a diamond saw as shown in figure 1, then
mounted on a sine bar, shown in figure 2 to form a
piston gage. The piston is weighted as desired and
floats without rotation in the cylinder on an air film

as a bob. The cylinder is supported on another por-
tion of tiie original hypodermic piston employed as

an air-lubricated pinion bearing. The micrometer
anvil and sine pivot are at such a relative height that
the piston is liorizontal when the micrometer is fully

retracted.

The cylinder must be rotated to keep the piston
free. It was originally rotated by an air jet directed

against the teeth of a 4-in. diam spur gear concen-
trically mounted on the cylinder, but later by a 25-w,
2,70()-rpm sliaded-pole induction motor operated at

}i voltage witli a rubl)er band (\o. 32) as a belt over
the motor shaft and around the cylinder. A slight

finger spin is sometimes required for starting, and
under the light load conditions prevailing, tlie rubber
band, as a belt, lasts several weeks and vibration or

temperature transmissions from motor to cylinder
are negligible.

Tlie piston is eccentrically loaded to prevent its

rotation as shown in figure 2. One inch of vertical

travel of the micrometer corresponds to 40 revolu-

tions of the micrometer screw. The length of the
scale on the barrel of the micrometer is 1.5 in., which
gives a total scale lengtli for 40 revolutions of 60 in.,

with a readabilitv of 0.005-in., corresponding to 1 in

10,000.

CYLINDER

FicuRE 1. Sawing of hypodermic iijringr to olilain j)arls for
piston yaye.
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Figure 2. Tilting piUon gage, Model I.

2.2. Description of Gage, Model II

As a result of the experience with Model I, a
second gage, Model II, was built. The design was
changed so that the tilt can be measured over a
90-deg angle from the horizontal by means of gage
end-blocks and 1-in. micrometer caliper. The cylin-

der on this model was made from 1.250-in. diam
precision-bore glass tube. The piston and bearing
were prepared, by lapping, from ordinary Pyrex
tubing in an attempt to avoid the slight taper that is

present in a hypodermic syringe. See figures 3, 4, 5.

Instead of the wood base of the original model, a
2X6X12-in. surface plate was used as a base. This
provides a satisfactory surface on which to wring the

gage blocks used to establish the altitude of the

triangle (this being the measure of the tilt). The
pivots for the piston support bar and for the mi-
crometer mount are hardened steel cones and spaced
10.000 ±0.002 in. apart.

Figure 3. Tilting piston gage, Model II.



Figure 4. Tilting 'piston gage, Model II, in zero position.

The micrometer support mount is positioned by a
parallelogram structure so that the micrometer
axis is maintained perpendicular to the surface of

the base plate. The pressure connection is made
through the pivot bearing as shown. A stop is

provided to prevent the piston being blown out,

and for convenience in observing that the level of

the base plate is unaltered, a sensitive spirit level is

FiGUBE 5. Tilting piston gage, Model II, in tilted position.

provided. A small fan motor with a rubber belt

provides the rotational movement of the cylinder.

The piston is closed with an inside fitted cap and
a fixed cast lead weight, Wi, is used and is ad-
vantageously located at tfae upper end of the piston

so that its vertical component will be as nearly as

possible through the center of the piston supporting
area with a tilt of 3-4 in. In addition to the main
weight, Wi, the piston is loaded with an auxiliary
weight, W2, composed of lead shot or other such
movable weights, the purpose of which will be dis-

cussed in section 5.5.

A change in altitude, h oi I in. is provided by each
1-in. end-block placed under the micrometer and
each 1-in. block is equivalent to 10 percent of the
piston weight which is carried by the air pocketed
under the piston. The pressure developed by the
piston in this pocket is in direct proportion to

altitude, h. Altitudes up to 8 in. have been em-
ployed. For altitudes from 8 to 10 in. the eccentric

position of the weights will not always overcome
the cylinder drag and prevent rotation.

The scale length of this model using the combina-
tion of the micrometer and end blocks is effectively

eight times the scale length of Model I, and thus is

readable to 1 part in 80,000. Some experiments
have been made with a 6-in. diam reading dial such
as used on the more precise micrometers. This
provides a scale length of 6,000 in. readable to 1/32
of an inch and a zero stability of the same order as

the resolution.

Two pressure connections to the lower surface

of the piston are provided, one for connection to the

chamber or space in which the pressure is to be
measured and the other, marked "Fill" in figure 3,

to replenish air lost by leakage. A controllable

volume shown in figure 4 is connected to the "Fill"

opening. The function of the salt pad is discussed in

section 5.4.

3. Calibration

The pressure difference p between the two end
surfaces of the piston is determined by the relation

mg . . mgh
^ Sm Xi——r-

a ad

where m is the mass of the weight; g, the acceleration

of gravity; h, the altitude of the triangle (fig. 3); a,

the effective cross-sectional error of the piston; d,

the distance between the pivots of the sine bar and
calipers (fig. 3) ;

A, the angle of elevation of the
sine bar.

It is seen that mg/ad is a constant for any one
design, weight of piston and at any one location.

When these constants are known, it is only necessary
to measure h to determine the pressure. If the
weight mg is in grams and the other quantities in

centimeters, p is in units of grams per square centi-

meter; similarly if mg is in pounds and the other
quantities in inches, p is in units of pounds per
square inch.

357-U9



The piston weight is readilj^ determined, if desired,

to 1 part in 100,000.

In the investigation, relative readings of high
precision and reproducibiUt}^ were desired, but the

basic caUbration was of lesser concern. Con-
sequently, the precise determination of effective area

was not attempted. The effective area has been
assumed to be the mean of the cylinder and the

piston areas. The diameter of the piston was
measured to approximately 1 part in 10,000 by
means of a micrometer caliper. The cylinder

diameter which is difficult to measure accurately
with mechanics' micrometers had an accm'acy of

about 1 part in 4,000. Thus the effective area was
probably known to an accuracy of about 1 part in

2,000. Higher precision in this determination would
require not only more precise measurement but a
combination of piston and cylinder without measvu'-

able taper or dimensional irregularities. Meyers
and Jessup [4] (as well as later workers) suggest
effective diameter determination by manometric
methods, and with a suitable manometer available

this method would be perferred to clearance measure-
ments. Where a basic gage calibratioji is required,

effective area determination to 1 part in 25,000 for a
1-inch piston shoiild not be too difficult.

There is also some change in area possible, due to

internal pressure in the cylinder. Correction for

this error may be made from empirical data. And,
finally, the effective area may be slightly influenced

by the change in the eccentricity of the piston for

different angles of tilt. No error from this source
has been separated, b\it some allowance for such an
error is indicated in the later tabulation. No
dimensional changes have as yet (after 1 year) been
recognizable duo to either wear or secular changes.

The vertical component of the piston weight is

proportional to the sine of the angle of tilt which
requires a knowledge of both the altitude and liy-

poten\ise of the triangle (see fig. 3). The leg or
altitude of the triangle, measured by the micrometer
and gage blocks, can be measured to an acciu-acy of

0.00005 in. For equal al)solute accuracy in the

value of the sine of the angle, the hypotenuse must
be known to the same accuracy as the altitude.

4. Performance

The base of the instrument must be maintained
level. Since the resolution is equivalent to the sine

of an angle of 2 sec of arc, the axis of the base should
be mair.tained to within at least 1 sec of the hori-

zontal. For highest accvn-acy, ihe gage needs to be
leveled on a rigid table in a room free from excessive

drafts and where the temperature uniformity is such
that a thermal expansion error of significance will

not exist in either the altitude or area measurements.

The first step is to zero the gage. This is the
condition where the pressure connection is open to

the room, and the piston in the rotating cylinder is

at an equilibriimi position touching neither end-stop.
Under this condition the axis of the piston is, of

course, horizontal. The gage is then connected, to

the test pressure, using an independent connection
to some type of reservoir to introduce or release air

for the repositioning of the piston when desired.

When it is desired to provide a definite pressure to a
gage to be calibrated, set the altitude h with the
mici'ometer or with micrometer and end-gage blocks
to give the pressure desired. This pressure will be
maintained at the test connection so long as the
piston floats without touching either end-stop. If

an unknown pressure is to be determmed, connect
the apparatus in the same manner but set h, step by
step, until all axial motion of the piston is canceled.
This can ordinarily be accomplished in less than a
minute.

Tests of various sorts have been improvised to

determine the jDerformance of this type of piston
gage. Certain tests were performed on Model I

and not repeated on Model II. Also, some tests

were devised after Model II was in operation and
were not performed on the earlier model. Test
results are included irrespective of their being
obtained on the earlier or on the more advanced
model where they seemed to provide pertinent
information on the gage performance.

The readings of the piston gages were compared
with those of several sensitive pressure-measuring
instruments in order to obtain information on its

performance characteristics. These were: (a) An
Ascot-Casella micromanometer [3]; (b) a vertical

air-lubricated piston gage adapted from a 100-cm^
hypodermic syringe; and (c) a sensitive, 2 -in. mer-
cury manometer having a null indicator based upon
a capacitance bridge [5]. The Ascot-Casella in-

strument has a torsion balance to measure the
difterence in the product of the pressure and area of

two bells floating on kerosene.

4.1. Zero Stability

Particular attention was given to a study of the
repeatability of the gage zero since full advantage of

the gage resolution is available here, whereas under
the loaded condition stability can be determined
only to the degree that the load may be held constant.

The zero, as referred to, is determined under the
condition of both ends of the piston exposed to

atmospheric pressure. The altitude h is adjusted by
means of the micrometer until the piston floats

without axial drift. The repeatability of the zero,

determined after altering the former setting by
varied amoimts, with either iiitermittent or continu-
ous rotation, has been found to be in the same order
as the resolution of the micrometer reading. Six

consecutive hourlv reatlings showed variations of

+ 0.0002 to — O.odOl in. in altitude. Daily readings

with no rotation of the cylinder during the night
have repeated within the same limits for at least 5

days. The influence of other factors on the zero

were studied and the results of the tests may be
simimarized as follows:

(a) There was no visible change in zero with an
ambient temperatin-e change of 5° C.
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(b) A cliange in the axial position of the piston
of Ys in. each side of the initial balance point caused
a total zero variation of 0.0002 in.

(c) A doubling of the cylinder rotational speed
was observed to affect the zero by 0.0002 in.

(d) The piston weight was increased 5-fold without
observable change in the zero.

(e) A piston with an end load of 500 g was reversed
so that the load was positioned first in an outboard
position, then inboard position. The average read-
ings, in each position, were identical with a variation

in individual readings of only 0.0002 m.

Some later tests were made with a 6-in. dial on the
micrometer. Altitude resolution with this microm-
eter was 0.00005 in. and zero repeatability in tests

over several days was to the same limit. With
a 30-g piston weight this corresponds approximate^
to a pressure of 4X10"''' in. of mercury.

4.2. Comparison Tests, Pressure Controlled by
Tilting Piston Gage

The first experiments to determine the stability

of the reading when the pressure was controlled by
maintaining a constant tilt of the piston gage were
made with the Ascot-Casella micromanometer as a
reference standard. Readings were made on the
micromanometer for a period of 20 mm while a
constant altitude, or tilt, was mamtained on the
piston gage during which the axial position of the
piston varied }^ in. The micromanometer indications
varied approximately 0.2 scale divisions with a
full-scale reading of 250 scale divisions. This
indicated a repeatability of about one part in 1,000
at a pressure corresponding to about 1 percent of

full scale on the piston gage.

Additional comparisons were made m the above
pressme range using a hook gage with a resolution
of about 0.001 in. of water as the reference standard.
The repeatability in readings of the piston gage was
about the same as with the Ascot-Casella microma-
nometer. The stability and reproducibility of the
zero position of the tilt gage was considerably better
than the readings as obtauied with either the Ascot-
Casella or hook gage. For this reason it was believed
a more rehable reference should be used and subse-
quent comparison tests were made with the 2-in.

mercury manometer or the vertical air-lubricated
gage.

Comparison tests were made at three pressure
ranges obtained by varying the weight of the piston.
For each piston weight the tUt, or altitude, of the

,

piston gage was varied. In all of these tests the tilt-

i
iag piston gage is acting as a pressure regulator.

I The pressure readings were made on the reference
1 instrimient, in this case the 2-in. mercury manometer.

The residts of the low-pressure range comparison
are given in table 1. The check readings were made
5 min after the first reading. The resolution of the
2-in. manometer is about 0.00005 in. of mercmy. It
will be seen that the increments for successive in-
creases of 0.2 in. in altitude decrease somewhat

the altitude increases; this increase in sensitivity is

not considered significant since the total variation is

within the resolution of the 2-in. manometer.
The results of the comparison at an intermediate

pressm-e range are shown in table 2. The test was
again made on Model I piston gage but with a greater

load on the piston. The pressure given in column 2

of table 2 was calculated from the constants of the
piston gage and the altitude following the procedure
outlined in section 3. The difference in the pressures

calculated for the piston gage and determined from
readings on the 2-in. manometer are given in column
4. The difference amounts to about 1 part in 2,000
of the pressure and is compatible with the resolution

of the 2-in. manometer and the uncertainty in the
determination of the effective area of the piston.

Table 1. Low-pressure range comparison " tilting piston gage
Model I and li-in. manometer

Tilting
gage

2-iii. manometer Increments

Altitude
in.

0. 2000
.2000
.4000
.4000
.6000
.6000
.8000
.8000

Pleading
in. Hg
0. 00160

. 00161

. 00320

.00320

.00479

.00476

.00633

. 00635

Average For 0:2 in.

0. 00160 0. 00160

.00320 . 00160

. 00478 . 00158

. 00634 . 00156

» The reference pressure is 1 atm.

Table 2. Intermediate pressure range comparison ^ tilting

piston gage Model I and 2-in. manometer

Tilting gage 2-in. ma-
nometer

Difference

Altitude Pressure Pressure
in. in. Hg calc. in. Hg Indies Hg
1.0000 0. 03741 0. 03745 0. 00004
3.0000 . 11223 .11227 . 00004
5. 0000 . 18705 . 18709 . 00004
7.0000 . 26187 . 26197 . 00010
9. 0000 . 33669 . 33684 . 00015

« The reference pressure is 1 atm.

The results of the comparison at the highest
pressures thus far employed are shown in table 3.

The test was made on Model II piston gage. Again
the pressures calculated from the piston gage altitude

and constants are compared with the pressures de-
rived from readings made on the 2-in. manometer.
Here the pressures agree within about 3 parts in

10,000, an amount far less than the expected uncer-
tainty in determining the effective area of the piston.

The linearity, which is independent of the piston
area, is within about 1 part in 10,000.

Table 3. High pressure range comparison " tilting gage
Model II and 2-in. manometer

Tilting gage 2-in. man-
ometer

Difference

Altitude Beading in
in. Hg calc. In. Hg In. Hg
0 0 0 0
4. 0000 . 28700 . 28706 . 00005
7.0000 .50225 .50242 . 00017

"s » The reference pressure is 1 atm.
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4.3. Comparison Tests, Pressure Controlled by
an Auxiliary Instrument

The expcM-iinental model of a vertical piston gage
was employed at the lowest pressure of its range in

a test where the pressure in the system was set and
controlled by the vertical piston gage. The altitude
of the tilting piston gage, adjusted to bring both
pistons to an approximately steady axial position was
read at intervals of time. The same point was ob-
served over several hom-s and repeated the following
morning. The residts are shown in table 4.

Table 4. Comparison of tilting air-lubricated piston gauge
with a vertical air-lubricated piston gauge

Elapsed
time

Tilting gage Vertical
piston
gage

hr

0

Attitude in.

8. 6535
8. 6535
8. fi545

8. 6537

Pressure iit.

Hg calc.

Pressure in.

Hq
0. 32321

. 32321

. 32321

. 32321
4..
24

Average 8. 6538 0. 32313 0. 32321

" The reference pressure is 1 atm.

The maximum departure in the altitude reading
of the tilting piston gage from the average was 0.0007
in. or less than 1 part in 10,000. The difference

between calculated pressures as determined by the
two gages is on the average 0.00008 in. of mercury
or 3 parts in 10,000. Again this is less than the
expected error in the determinations of the effective

areas of the pistons.

This test demonstrated also the ease of balancing
the pressures in the two gages by the adjustment of

the tilt altitude with the micrometer. The initial

balance would be obtained within 4 min and, after

an altitude change of smaller magnitude, balance
could be restorecl in less than one minute. With
careful attention and with optical m.agnification of

piston drift a balance can often be effected in one
quarter of this time.

None of these comparative tests provided data
that shows rep'-oducibility of the reading deflection

to the precision anticipated from the performance of

the instrument at zero. Although the 24-hr test

interval in table 4 showed only a change of two parts
in 80,000, one intermediate reading in the series

showed a departure of five times this. An imperfect
regulation of the test pressure could be the cause for

such variations. In another test Model I tilting

gage set at two arbitrary heights, was used as a pres-

sure regulator and Model II was repeatedly adjusted
to this pressure. The data are given in table 5.

Here the reproducibilitv of the setting is 1 part in

25,000.

4.4. Off-Center Loading of the Piston

The effect on the pressure generated by the tilting

piston by off-center piston loading was investigated.

The center of gi-avity of the piston for small angles
of tilt may be readily positioned over tlie approxi-

Table 5. Repeatability test on Model II, Model I performing
as a regulator »

Elapsed
time

Model I Model II

Minutes Altitude in. Altitude in.

0 0. 900 0. 6038
40 !900 .6038
125 .900 .6038
0 4.0 2. 5587
5 4.0 2. 5588

10 4. 0 2. 5587
15 4.0 2. 5587
30 4.0 2. 5588
55 4.0 2. 5588

The reference pressure is 1 atm.

mate center of the load supporting area. However,
wide variations are desired in tilt, say up to 75° or
80° from the horizontal, in which case the center of
gravity of the piston may not even lie directly
above any portion of the bearing support area. To
test for this effect the piston was end loaded with
lead weights and the tilting piston gage connected
to the 2-in. mercury manometer. The altitude of the
tilting piston gage was set to 7 in., producing a
pressure of approximately 0.225 in. of Hg. The
difference in heiglit of the two mercury columns of

the manometer was observed, first with the piston
inserted into the tilting gage with the piston weight
at the elevated end, and then with the piston reversed
end-for-end. Tliis procedure was repeated several

times.

The difference in the readings of tlie mercury
manometer, for the orientations of the weighted
piston in the tilting piston gage, corresponded to

0.000125 in. in altitude in the 7-in. deflection. This
is less tlian 1 part in 50,000 and is about equivalent
to the least reading of tlie null indicator of the
mercury column.

5. Other Factors Affecting the Performance

A number of factors are considered which maj^
affect the satisfactory operation of the piston gage
and in some measure may contribute to errors in

pressure readings.

5.1. Maintenance

The maintenance to keep this gage in excellent

calibration and operating condition lias been of

very minor character. Tlie maintenance so far

required has been an occasional cleaning of the
piston and cylinder. Cleaning has usually been
at hitervals of at least 1 montli. As there is no
wear on the gage itself in use, the precision parts
siiould be expected to have a long life.

5.2. Temperature

The most significant error believed present is that

due to the change in eft'ective area of the piston

tlirougli the thermal expansion of the ,materials of
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which they are made. For Pyrex glass the tliernial

expansion affects the area less than one part in

100,000/°C, for which an approximate correction

is readily applied if necessary. If wide temperature
variations are anticipated and the highest accuracy
is requhed, the material in the sine bar coiifiguration

should, of course, have the same temperature coeffi-

cient as the gage blocks.

5.3. Low-Pressure Limits of Operation

Only exploratory tests have been conducted at

reduced absolute pressures. In these tests the

entire piston gage was placed in a pressure chamber
and usually the piston gage has been at its zero

position.

While tlie results of these tests indicate the possi-

bility of operation of the piston gage at lower abso-
lute pressures than anticipated, greater difhculty

has been experienced in the dissipation of electrical

charges on the piston. The use of the salt pad to

control the humidity was ineffective. A conductive
piston and cylinder might be a solution to this prob-
lem but fabrication of these elements was not
undertaken. In lieu of conducting materials several

"antistatic" agents have been employed. Foi-

example a very thin film of sulfuric acid on the
glass surface has given completely satisfactory

operation to a pressure of a few mm of mercury
for at least an liour. Also, but with an accumulating
electrical charge, the piston gage has operated at

zero position for several hours at an absolute pressure
of below 0.01 mm of Hg and at 0.0025 mm of Hg
for more than an hour. Remarkably there was no
indication or suggestion of "lubrication" failure.

The axial motion of the piston at very low pressure
becomes very sluggish. The rotational drag on the
piston produced by the rotating cylinder first de-
creases as the pressure is lowered, reaching a mini-
mum at about 2 mm of Hg, then as the pressure is

lowered further there is a rapid increase in the drag
which remains about constant to the lowest pressures
reached. A "coefficient of friction" calculated for

this lowest pressure was 0.4 as compared to a value
of only 0.025 at the 2 mm abs pressure and 0.1 at

atmospheric pressure.

At low pressures the static and kinetic friction ap-
pear to be about equal, differing from the case at

atmospheric pressure where it is sometimes neces-
sary to start the motor repeatedly to secure cylin-

der rotation without spinning the piston.

The piston had been in use for many hours, thus
wearing off the high spots, before the low-pressure
tests were made, and the continued smootli opera-
tion at low pressure was only obtained when the
film of sulfuric acid was present. Without the acid
film it was not ordinarily possible to keep the piston
in a floating condition at pressures below 1 mm of

Hg. This beneficial behavior of the acid film may
be due to its action as a lubricant or to its power to

reduce formation of electrical charges or both. The
effect of electrical charges on the axial control of the
clean piston was estimated to be as much as 20,000

times greater than the effect when the glass surfaces

were acid treated.

The air lubrication of the close-fitting bearings of

the piston gage particularly at low pressures, war-
rants further discussion. Tlie liorizontal air piston

may be regarded as a journal bearing to which the

classical hydrodynamical theory of lubrication ap-
plies. Computations based on Sommerfehl equations
as given by Hersey [6] indicate the load bearing
capacity to be at least 10 g/cm^, more than adequate
and the calculated coefficient of friction is a few
percent, which is in reasonable agreement with
experience.

However, a nvunber of the factors involved in the

operation of this instrument are not so easily treated

by theory. The Sommerfehl equations assume that

the bearing fluid is incompressible and Newtonian,
with a definite viscosity. At atmospheric pressure,

with a bearing load of the order of 5 g/cm- the as-

sumptions of ineompressibility would be expected to

apply fairly well. At reduced pressures, however,
the compressibility of the gas becomes important.
To support the bearing load the pressure below the

piston must exceed that above the piston by some
3 to 5 mm of Hg. At 1 mm of Hg ambient pressure

the gas must, in the crevice below the piston, be
compressed by several times and the Sommerfehl
theory would be expected to break down. Also
when the mean-free path of the gas becomes com-
parable to the clearance the phenomenon of slip

would become important. This will also occur at

ambient pressures of the order of a millimeter of Hg.
Down to these pressures there is oidy a slight varia-

tion of viscosity with pressure and so there should
be very little difference in the coefficient of friction

from this source.

At the very low ambient pressures of a few microns
of Hg the ratio of load pressure to ambient pressure

and also the ratio of mean free path to clearance are

of the order of 100 or a thousand to 1 and the classi-

cal lubrication theory would not be expected to ap-
ply. An attempt was made to setup the theory of

lubrication for the case in which the mean-free path
was very large in comparison with the clearance.

This bogged down because of the geometrical com-
plexity but it was possible to see resemblances to the

classical theory.

The direction of eccentricity makes an angle with
the direction of the load which is on the order of 90
deg. The rotation of the cylinder sets up a drift

which forces gas into the converging wedge, building

up a pressure which will support the load. In the

classical theory the gas escapes from the wedge by
the viscous flow, in the molecular case the escape
is by diffusion. Qualitatively the two cases are

similar, but with a different dependance on the local

clearance. It appears that at least part of the load
can be supported by hydrodynamic lubrication even
in the range of molecular flow.

Another mechanism might be expected at the

lowest pressures. The treatment with sulphuric

acid probably leaves the glass with a large content
of water which might out-gas for a long time whexi
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first evacuated. Also the surface of the glass may be
somewhat more slippery than when it is quite clean.

The preliminary considerations of theory are quite

obviously raising more questions than can now be
answered and it is clear that there is room for more
study.

5.4. Force From Static Charges

In the earlier use of the gage a sluggishness in the
response of the piston was occasionally observed.
This was connected with the phenomenon reported
by Brubach [2] who states "Some of the sjTinges

had a tendency to center themselves, that is, when
the plunger was stabilized at a given point and then
pushed in or out of the barrel, the plunger would
return approximately to the original point of

stabilization." It was suggested in his paper that

this action is a function of the asymmetry of the

cylinder or piston. However, this phenomenon was
believed due to the accumulation of static charges on
the piston and was soon connected with changes in

the room humidity. The sluggishness was usually
present when the relative humidity was lower than
50 to 55 percent and always absent at higher hu-
midities. A simple method of elimination of this

trouble was through humidity control. This was
readily accomplished by inserting in the hollow bear-
ing of the tilting gage a small blotting paper disk
soaked in saturated sodium chloride. This main-
tained tlie required humidity for several weeks
without rewetting. Since the remedy for this

trouble was so simple an exliaustive study of the
phenomenon was not made.
The entire force from the electrical charges on the

piston wlien at rest axially, seemed radial and no
error in the controlled pressure was observed. When
piston motion is required to counterbalance any
volume change, the restraining force may, for a
few seconds, be a substantial proportion of the piston

weight but entirely disappears in 20 to 30 sec if a
new position is established. In effect it is as though
a considerable amount has been added to the in-

ertia of the piston but nothing to its weight. The
piston behaves as though it had a frictionless spring
control on its axis with the spring support attached
to a frictionless daslipot.

5.5. Piston Oscillations

Usually the piston operates with a slight rotational

oscillation of several degrees; sometimes the oscil-

lation is entirely absent, but at other times, with
some condition critical, such as tilt, piston weight,
or rotational speed, the oscillation of the piston
increases in amplitude until the piston weight
carries over the top. When this occurs the piston
continues to rotate at the speed of the cylinder
and the gage is inoperable. In the search for some
history of this phenomenon a letter of Professor
Ott, Ohio State University [7], relative to the failure

of the Hackensack bascule bridge which he likened
to "a pendulum suspended from a rotating shaft"
was unearthed as describing a similar situation.

In his discussions, Professor Ott states "for low
speeds the friction decreases rapidly with speed,
and the relative motion being greater during the
back than during the forward stroke, the

,
angular

momentum imparted during the forward stroke
would be more than that taken away during the
back stroke" and consequently the amplitude of the
oscillation increases. This analysis was applied
to an oil-lubricated bearing in the reference but
would appear to similarly explain the encountered
oscillation on this air-lubricated device.

It was found that internal damping in the piston
could be used to control the oscillation over a wide
range, so instead of using only the eccentrically
positioned cast lead weight, loose lead "bird shot"
were added to approximately 25 percent of the total

piston weight. The movement of the shot on small
oscillations is sufficient to damp out any progres-
sive increase in their amplitude.

These oscillations limit the highest pressure that
can be reached with the tilting gage. With Model II

about 0.5 in. of Hg can be developed at a tilt angle
of about 60° at 400 rpm of the cylinder with main-
tenance of good piston stability. Higher pressm'es
should be possible with closer fitting and greater
precision in the cylinder surfaces. A recent loading
with tungsten carbide graimles instead of lead has
allowed an angle of tilt of 80° because of higher
damping and a lower center of gravity due to the
higher density of the material.

5.6. Centrifugal Force

As the cylinder rotates some rotational spin is

imparted to the air in the C3dinder. This spinning
force increases with increase in the rotational speed
of the cylinder or with increase, longitudinally, in the
distance between the piston and the bearing which
would expose more of the cylinder area to the

enclosed air. The effect of this centrifugal force

was investigated by increasing the space between
the piston and the bearing from Ke in. to Kg in.,

reading any change in altitude with the micrometer.
The altitude change was +0.0001 in., which is the

least reading of the micrometer. As an additional

check the rotational speed of the cylinder was
advanced from 200 rpm to 600 rpm. The reading
of altitude at the higher speed was within 0.0001

in. of the lower. It was concluded from these tests

that any pressure developed by this centrifugal

force under normal conditions of operation was
without significant effect.

5.7. Pressure Variations Due to Dynamic Sources

The piston gage itself is not sensitive to high-

frequency fluctuations in pressure but under certain

circumstances the fluctuations created by the

piston gage may objectionably affect the connected
apparatus. These fluctuations can arise from three

sources; first, seismic motions, horizontal or vertical;

second, any axial component of symmetrical charac-

ter imparted by the cylinder rotation; and third,

from the mechanism used to make up losses in the
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enclosed volume. Such an effect in the order of

2X10~^ in. of Hg has been found when following

the deflections of a sensitive diaphragm with light

fringes. Effects exceeding one light fringe have
been observed. These fluctuations have been
satisfactorily controlled by connecting the gage to

the diaphragm with some damping interposed such
as small bore tubing.

5.8. Leakage

Leakage from the enclosed volume back of the
piston may take place past the piston and the
bearing since both are air-lubricated. The test

made on Model I with a very low rotational speed
while in a vertical position showed a leakage of air

of 0.5 cm^/min at a differential pressure of 0.3 in. of

Hg. The leak decreases to zero, of course, when the
piston gage axis is horizontal. This leakage is

usualh' obscured by the pumping which occurs.

5.9. Pumping

The volume enclosed b}- the piston is subject to

change due to pumping through the air bearings
while the cylinder is rotating and may be either into
or from the atmosphere. Usually the rate of volume
change exceeds the rate of leakage. In the applica-
tions for which this gage is being developed the
actual loss or gain of volume by leakage and pump-
ing is not significant. When the piston gage is used
either as a manometer or as a pressure regulator,

the reading has been proven independent of the
piston position over a range of }U in., also little

manual manipidation is required to maintain the
piston position constant to within even in. by
venting or admitting ah* in some manner, such as

by the adjustment of the screw compressed bellows
illustrated in figiue 4. It has been found practical
to control an admitting valve by a photocell sensing
the piston position. Such a controller may readily
be added so the chief concern has been to determine
whether any error is introduced in the gage readings
by any axial forces acting on the piston produced
hy the pumping or variation in the pumping.

Various influences on the pumping rate Avere

investigated. The pumping action was generally
assayed by closing off the line into the gage, observing
the axial motion of the piston over a suitable time,
usually 5 min, and converting the linear motion of the
piston into an equivalent gain or loss in gas volume in

the closed space. The results of some of the tests

are given below:
(a) With a 90-g piston at zero altitude the pump-

ing rate was, for instance, 0.4 cm^min loss in volume.
With other conditions of piston loading, belt tension,
or altitude, the rate might be up to 1 cm^min and
as frequent^ a gain in volume as a loss.

(b) The speed of rotation of the cylinder had but
slight effect on the pumping rate within the limits
tested. Practically identical rates were obtained with
a four to one range in the speed of cjdinder rotation.
Even reversing the direction of rotation by running
with a crossed belt, in various trials, gave the same

rate of pumping, and in the same direction, as before.

This seems to reduce the possibility of the pumping
bemg due here to any screw conveyor action from
sm-face marks or scratches on the cylindrical surfaces.

(c) The weight on the piston had a large influence

on the pumping rate. At normal speed and with
a piston weight of 30 g a gain of 0.2 cm^/min was
noted; and under the same conditions but with a

piston weight of 150 g the rate of gain was 2.0 cm^/min.

(d) A test was made in which the belt tension was
progressively increased. Since the belt pull was up-
wards on the cylinder and positioned near the

outboard end of the bearing, tightening the belt would
decrease the bearing load and would at a certain

point approximate an equally distributed loading.

Under the conditions where light belt tension gave
a pumping rate of 1.0 cm^ loss per minute the gradual

increase in tension passed through a condition where
there was no pumping and on to where the rate was
an 0.4 cm^ gain per minute. The increase in belt

tension did not result in an observable tilt of the

piston axis.

(e) The piston was allowed to rotate with the

cylinder by sealing it to the cylinder with a drop
of machine oil. The rate of volume gain was found
unchanged, indicating no pumping tlu-ough the

piston-cylmder clearance.

(f) The load in the piston was now arranged as

unsymmetrically as possible. A 116-g end load was
used, arranged so that the center of gravity was
slightly off any portion of the piston area. On making
tests with this weight in both the outboard and
inboard positions the same rate of pumping was
obtained in each case, 0.04 cm^min loss. Also as noted
previously under zero stability the identical zero was
obtained with both configurations. The effect of the

unbalanced loading of the piston on the readings, as

previously noted, was negligible.

(g) With a piston load of 116 g and the pumping in

a direction to increase the air volume in the cylinder,

the tilt of the gage was increased until the leakage

rate and pumping rate were identical. Under this

condition the pressure in the gage corresponded to

0.1 in. of mercury.
This series of tests seemed to prove that the

pumping is chiefly through the cylinder-bearing

clearance. Even if some pumping does occur through
the piston-cylinder clearance, the magnitude of this

effect is less than the resolution of the gage.

A more refined study may be attempted when
opportunity is presented in order to determine if,

under any conditions not yet covered, there is a

measurable axial component reacting on the piston.

Hints as to the mechanism of the pumping are pre-

sented in some references on oil lubrication. McKee
and McKee [8] studied the distribution of oil pressure

in journal bearings and in their eccentric loading test

show that the maximum pressure line in the bearing
is askew with respect to the axis of the bearing.

Also, considerably later, F. W. Ocvirk [9] reported on
axial and twisted misalinement as affecting oil-

pressure distribution in s, similar bearing and clearly

illustrated with three-dimensional graphs the askew
maximum pressure area under these load conditions.
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Neither author discusses transfer of oil through the
bearing, but it does seem obvious that if the maxi-
mum pressure Une (due to dynamic hibrication forces)

is askew to the axis of the cyUnder the minimum
clearance hne is also askew, although possibly not in

the identical position, and the combination of an
askew pressure line followed by a parallel minimiim
clearance line creates the condition for an axial flow

of the lubricant. It is likely that some bell-mouthing
also exists to accentuate the off-axis conditions.

The conditions causing this askew pressure line,

that is, eccentric loading, axial and twisted misaliue-

ment, and bell-mouthing (the latter occurring be-

cause of the former three) are all present to a much
greater degree in the bearing than on the piston.

This seemingly bears out the empirical evidence
associating the pumping with the bearing. This
analysis also suggests methods for reducing the pmnp-
ing. Oiu' method would be to concentrically load the
bearing, possibly by the addition of a second bearing
or by arranging the bearing to lie outside of the
cylinder. A second method would be to lessen

twisting misalinement forces by having the rota-

tional di-ive placed advantageously. Reduction of

these latter forces will decrease the likelihood of bell-

mouthing in use.

This pmnping action is of limited importance in

the piston gage. The considerable discussion pre-

sented here arises because of the difficulty en-

countered in the attempt to discover if any errors in

pressure measurement arise from this action. The
primary cause of the difficulty is the fact that the

gage has a resolution some lO-fold greater than any
conveniently availal)le instrument on which an eri-or

from this source could be evaluated by comparative
testing.

5.10. Gage Volume

In apparatus where a small constant volume
system is recpur'ed or desired the volume of this gage
may l)e excessive, particidarly when combined with
the gage leaking and pumping that have just been
discussed.

The motion of the piston can be observed, if

desired, hy low-power optical magnifying means and
the position change corresponding to the gain or loss

of 0.05 cm^ is reasonably visible, but the volume
change of the giige is always significant when there is

a movement of the piston. At differential pressures

less than 0.1 in. of Hg, the increased volume may be
contamiiui-ted by "in" pumping from the atmosphere
in which the gage is operated.

5.11. Centrifugal Force on the Piston

An axial force on the piston will exist if the cylinder

rotates with any eccentricity. If eccentric motion is

imparted to the piston, an axial component^ may
result, affecting the apparent mass of the piston.

The construction employed, where the sanu^ straight

bore of the cylinder is used both to position the

cylinder on its bearing and to support the piston, is

believed to reduce the eccentricity error to a very low
value. No error from this source on either of the
models has been detected by change in zero with
change in cylinder rotational speed.

5.12. Summary of Accuracy Limitations

The limitations upon the accuracy introduced by
all factors are collected and summarized in table 6.

Where dependent upon deflection, the values listed

may be assumed for a tilting gage set at an altitude

h oi 5 in. and having a medium-weight piston.

Many of these listed values are not known to suffi-

cient precision to establish their variation with gage
deflection. Values have been assigned in various
cases to represent what is, at pi'esent, believed to be
the maximum error that woulcl be contributed by the

listed factor. In many cases the value of 0.0001 -in.

is assigned because this represents the resolution of

the gage reading at the time of the error investiga-

tion. Some of these errors may not even be of this

significance. A few of the values entered are lower
than this since they were studied when higher
resolution was available for the reading.

Table (i

Factor

1. Level
2. Temperature
3. Area
4. Sine
5. Static charges
(i. Piston oscillation ..

7. Cimtrifugal pressure
X. Dynamic pressure
9. Leakage

111. Pumping
11. Gage volume
12. Centrifugal force on weight
13. Weight ilelei iniiiafion

14. Zero reproducihility
15. Reading i eproducihility

Accuracy limit in

inches of altitude

0. 0001
. 0001
. 0005*

. (1001

,0001
.0001
.0001

. 0001

.0001

.0001

. 0001

.0001
,0001*

. 00005

. 0001

Relative

0. OOllOo

. 0001

. 0002
. 00005
.0001
.0001
.0001
.0001

. 0001
. 0001
. 0001
.0001

. 00005

. 001)05

. 0001

In the error columns the values under "Basic"
are assigned to cover the error of the instrument as a

piimary standard. In the column under "Kela-
tive" tiie values are based on the ability of the gage
to repeat a reading either as a gage or as a pressure

regulator. Tiie errors without asterisks are subject

to variations dependent on random influences. The
errors marked with the asterisk are unidirectional.

The 5-in. altitude with the medium-weight piston

corresponds to a pressure reading of about 0.4 in. of

Hg. The maximum predicted error in the basic

measurement is 8X10"^ in. of Hg and in the relative

measurement is less than 4X10~° in. of Hg.

6. Design Modifications

Although because of its simplicity, an air-lubri-

cated bearing has been employed for the cylinder,

this is by no means essential and does have the

inconvenience of considerably increasing the ex-

change between the atmosphere within and without

the gage. Oil-lubricated journals or ball bearings



could be employed and the pressure cliamber sealed

with 0-rings.

Where it is desired to work from a pressure datum
other than that of the room, this may be accom-
plished by several means. For instance, identical

air-lubricated bearings for the cylinder may be
employed at botli ends of the piston. This has been
done at times, but a very nice mechanical assembly
is required to allow disassembly for cleaning or ad-
justing the piston weight. If self-alinement ball

bearings were employed this need not be a difficult

reassembly.
Alternately, a particularly compact structure could

be made by making the outer surface of the cylinder

the bearing face, concentric with and outside the
piston support area and fitted with two end pressure

taps, as shown in figure 6. Alternatively the whole
device may be enclosed by a belljar or to insure ease
of access to the micrometer for adjustment, the
cylinder section only might be enclosed and driven
through a magnetic coupling.

AIR BEARINGS

TEST
CONNECTION

Figure 6. Modified piston gage.

Symmetiical pressure connections are provided to control the reference pres-
sure also. The bearings are outside of the cylinder.

If the reference pressure is to be a high vacuum,
the highest precision would be necessary in the
cylinder fitting. Even with the smallest working
clearance between the piston and cylinder the ap-
proach to the reference pressure would presumably
be limited by the leakage past the piston, and the
operation would be limited to an average pressure
that would allow an air film for lubrication of the
piston.

For a reference standard, it is believed that the
most desirable piston and cylinder combination
would be of fused quartz because of the stability of

this material and also because of its nice working
qualities. The fitting of the piston to the cylinder
and area measurements might be performed to a
much liiglier order of accuracy than with glass.

Transparency of the cylinder seems desirable for

observation of the piston although for a structure
sucli as figure 6 an end window would suffice, in

which case the cylinder and piston could both be
metallic. It is desirable for the piston and cylinder
to be of identical materials to avoid temperature
effects in the close fits required.

To reach the lowest pressures the piston weight
sliould be the least possible. No attempt has been
made to determine the optimum diameter of the
piston. A diameter on the order of 1 in. is con-
venient to work with, but smaller diameters might
be employed with equal satisfaction if tlie volume or
leakage of the gage is particularly significant. The
eccentric weight for the piston may be, on various
arrangements, suspended outside of the cylinder in

order to provide greater leverage if needed.
The micrometer or height setting means might

be driven by a servomotor to maintain a null piston
position. Increased resolution is available if the
micrometer were provided with a 6-iii. reading circle

or a digital readout, and provided that the screw
has commensurate accuracy.

7. Field of Application

Because of its sensitivity and inherent accuracy
it is believed that this gage has application as a
calibrating standard in the range of differential

pressure up to at least Vi-iw. of mercury and possibly
can be extended to twice this. Its aperiodic motion
and low-temperature coefficient (particularly if of

quartz) reduces the time for a calibration.

Tests at zero differential pressure but at low
absolute pressure indicate that measurements can
be made at absolute pressures down to a few mil-
limeters of Hg. With further development, it

appears possible to extend the lower pressure limit

down below a 0.1 of a millimeter of Hg.
As a manometer to read an unknown pressure in

the above range, it has considerable versatility and
with its dead-beat characteristics allows readings
to be obtained rapidly. As a pressure regulator to

reproduce precise settings, it has the unique ad-
vantage of the commonly used dead weight tester.
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Foreword

Preparation of this Monograph on mercury barometers and manometers
was undertaken to fill the need of manufacturers and users for information
which is now scattered through the literature and in some cases unpublished.
This information is primarily on the sources of error and methods for their

correction. Moderately extensive tables of corrections for temperature, gravity,

instruments. The various types of instruments are defined and design features

affecting the accuracy discussed in some detail.

The preparation of this monograph is part of the work on pressure stand-
ards now in progress in the Mechanics Division, B. L. Wilson, Chief, under
the direct supervision of E. C. Lloyd, Chief of the Mechanical Instruments
Section.

capillarity, and other

A. V. AsTiN, Director.
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Mercury Barometers and Manometers

W. G. Brombacher, D. P. Johnson, and J. L. Cross

Tlio various (lesions of luercuvy barometers and iimiioiiu'ters are briefly (k'scribcd, wiUi
a more cxteiuled (liscussion of the \ arious design elements which may affeet the aehievable
lu-curacy. Soiirees of error in measurint; pressures are described in considerable detail, par-
ticularly for portable instruments, including scale, tcm])ernturc, t^ruvity, capillarity, vacuum
errors and return fins colunui. Methods of mhiimizinK those errors and of nuikinL; the cor-
rections, inchidin.'i; extensive tables, are jiresented. Standard conditions arc defined and the
pertinent propei lies of mercuiy gi\en. The paper contains 05 literature references.

1. Introduction

Morctiry baroiuctefs and inanomotcrs arc widely
nsod in aoronatitics, nieteorology, scioncc, and
industry. In aoronanlics tJiey arc tised to cali-

l>ratc a nmltitmle of ])resstn'c nioasiirin<z: instru-

ments, i]icluding altiinotors, rate-of-climh meters,
airspeed ijulicators, manifold i)ressure gages and
Mach meters, many of these instrimtents demand-
ing continually increasing accuracy [581].' In
meteorology, merctiry barometers arc used to

measure tJic atmospheric pressure. In uidtistry

and industrial resenrch laboratoi'ies barometers
arc used i)rincipally to meastn'c atmospheric pres-

sure, whereas the mcrctuy manometer has a
multitude of applications.

The principal objectives in preparing this

Monograph arc: (a) To outline the inherent errors

of merciu-y barometers and manometers and to

provide information and tables for correcting these

errors; (b) to brieily describe the variety of design
elements of these instruments which are critical

in obtainnig precision and accuracy; and (c) in

some measure to con. tribute to national standardi-
zation of ])ractices and methods of measuring
pressure with mercury columns.
A great deal of the material in tliis report reflects"

the experience of the National Btu-eau of Standards
in this field of pressure measurement. However,
a number of manufacturers have made substantial
contributions to the art.

Present day needs are not only for increased

accuracy in presstu-e measurements, but also for

an extension of the range of mercury barometers

and manometers. Mercury barometers and ma-
nometers up to 10 ft in height are now being

required but stich instruments are relatively

awkward to transport and tise. The reading diffi-

cidty is in a fair way of being eliminated by the

use of the photocell detector cotipled with auto-

matic setting of the photocell to the mercury level.

2. Definitions

1. Pressure is the force per tmit area exerted by
a gas, liquid, or solid.

2. Absolute pressure is the total pressure.

3. DilTerential pressure is the dilference in pres-

sure of a fluid at any two levels or of two lltiids

at any two levels. The height of a li(iuid colunm,
corrected to standard contlitions, measures the
differential presstire existing between the two
menisci; when the pressure above one meniscus is

zero, the absolute pressure is measured.
4. Gage pressiu'e is differential pressure with

respect to atmospheric pressure. Gage pressure
plus the_ atmospheric pressure equals the absolute
pressure.

5. Barometers (from haro—
,

weight+mcier,
meastire) are instruments for measuring the pres-

sure of the atmosphere. Manometers on the other
hand (from mano—

,
thin, vauVQ-\- meter) are instru-

ments for measuring the pressures of gases or
vapors. In both instruments the pressure may be
balanced against a column of mercury in a tube or
against the elastic force of a spring, an elastic

diaphragm, or the like, as in an aneroid barometer.

' Figures iii brackets indicate the iiterature references on page 45.

Manometers are frequently used with other liquids

than mercury and often are used diU'erentially in a
U-tube with one end either open to the atmosphere
or to a gas under pressure. One authority [231]

considers all manometers to be differential manom-
eters and says, "The barometer as generally under-
stood, is a particular case of a manometer in which
one of the two pressures is zero."

Thus, all of the instruments considered here are

strictly speaking, manometers, whether used to

measure absolute or differential pressure.

In cotu'se of application of barometers to other

purposes than given above, the definition of

barometers has been extended by common consent

to include many types of portable manometers
which measure absolute pressure. This distinc-

tion between barometers and manometers will be

followed in view of its convenience. :

6. Aneroid barometers are barometers, thei

pressure sensitive element of which is an evacuated[

corrugated diaphragm capsule, a metal bellows or

a Bourdon tube in contrast to mercury barometersj

in which the height of a column of mercruy is a

measure of the pressure.
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7. U-tube manometers are those which have
two tubes the same in bore, commonly having the

shape of an elongated U. The U-tube is filled

with mercury or other liquid so that two liquid

surfaces exist in the tube. The difference in

pressure applied to the two liquid surfaces is

measured by the difference in height of the two
liquid surfaces.

8. U-tube barometers are U-tube manometers
in which the pressure on one liquid surface, usually

mercury, is maintained at essentially zero pres-

sure, as by evacuating the space above the tube
and sealing the tube.

9. Cistern barometers or manometers are those

in which the diameter of one mercury column is

much larger than the other to provide a reservoir

which is usually called a cistern. A single scale

mounted along the side of the tube is used to

measure the height of the mercury column. There
are many forms of cistern barometers, some of

which have reasonably well accepted names, as

indicated below.
(a) Fortin barometer? are cistern barometers

in which the height of the mercury surface in the
cistern can be adjusted by eye to the level of a
fixed index, which insures a fixed zero reference
for the scale. These barometers are primarily
used to measure atmospheric or ambient absolute
pressure.

(b) Fixed cistern barometers usually have a
single scale ruled so as to compensate for the
change in zero position due to the rise and fall of

the mercury in the cistern with change in pressure.

(c) Fixed cistern barometers often are de-
signed to measure only ambient pressure in which
case the space above the mercury in the cistern is

not gas tight. The Kew barometer, developed in

England and the Tonnelot, developed in France,
are of this type.

10. Altitude barometers are fixed cistern or
U-tube barometers in which the design is such that
the absolute pressure in closed systems can be
measured. For this purpose the cistern of cistern

barometers is entirely sealed except for a connect-
ing nipple. The U-tube barometer needs only a
suitable nipple. Altitude barometers of the fixed

cistern type, when used to calibrate altimeters,

may sometimes have a scale calibrated in altitude

units corresponding to the altitude pressure rela-

tion of a standard atmosphere, in addition to a
pressure scale.

11. Standard, sometimes called normal, barom-
eters strictly speaking are barometers of the
highest precision and accuracy. More loosely,

they are barometers used to calibrate other ba-
rometers, to be suitable for which their errors must
be known, and their precision and accuracy should
be superior to that of the barometers to be tested.

12. The sign of an error in indication of an in-

strument is determined by the relation

E=R-T

and of a correction by

C=T-R

where E is the error; R, the reading; T, the true

value; and C is the correction. It follows that

E=-C.

13. Scale error is the error in the reading of a
barometer or manometer caused by errors in

graduation of the scale and vernier. Practically

for portable barometers it is the residual error

remaining after corrections normally made are

applied for other errors.

14. Zero error is the error in reading of a
barometer or manometer when the differential

pressure applied to the two liquid surfaces is zero.

15. Correction for temperature is the correction

required to reduce the reading of the barometer or
manometer to a reading corresponding to the
density of mercury and the length of the scale at
selected standard temperatures. See section 3.2

for the selected standard temperatures.
16. Correction for gravity is the correction

required to reduce the reading of the barometer
or manometer to a reading corresponding to a
selected standard gravity, discussed in section 3.2.

17. Capillary error is the amount that a mercury
meniscus is depressed below the height correspond-
ing to the applied differential pressure of which the
primary cause is the surface tension of mercury.

3. Principle of Measurement and Standards

3.1. Principle of Measurement

In measming pressiire by the height of a liquid

column, the weight (not mass) of a column of imit

area nvunericaUy equals the pressure difference.

For a liquid column in which the upper sm^ace is

subjected to a vacuum, the fundamental relation

for the pressure it exerts is

P=pgh (1)

where

P is the absolute pressm-e in dynes per square
centimeter or poimdals per square inch at the
lower liquid surface, if

p is the density of the liquid in g/cm' or Ib/in.^;

g is the acceleration of gravity in cm/sec* or in./

sec* ; and

h is the height of the liquid column in centimeters
or inches.
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If the pressure is desired at some other point in

the system differing in elevation from the lower
liquici sm^ace, correction must be made for the
weight of the intervening column of gas or liquid.

(See sec. 12). For manometers which measure
either the differential or gage pressure, the funda-
mental relation is similar to eq (1)

V=P2-Pi=pgh (2)
where

2>= differential or gage pressiu-e in dynes per
square centimeter or poundals per square inch.

Pi and Pa=the absolute pressures at the upper
and lower liquid surfaces of the manometer.

The other terms have been defined.

Strictly speaking, the differential pressure
defined in eq (2) is the difference between the
pressiu-es impressed upon the upper and lower
liquid surfaces. At some other elevation or level,

correction must be made for the weight of the
mtervening column of gas or liquid (see sec. 12).

For both eq (1) and (2) pghlg^ is the pressure
expressed in grams per square centimeter or ki

pounds per square inch where g, is standard
gravity, 980.665 cm/sec^ or 386.088 in./sec^

Porp^^. (1.1)
9s

3.2. Standard Conditions

In many cases the height of the liquid column
is taken as a measure of the pressure, then

Since both p and g are only approximately con-
stant, some ambient condition must be selected

as standard so that this pressure unit bears a
fixed relation to the metric or English unit pressure.
The density of mercury at any one pressure is

fixed by its temperature, hence it is general prac-
tice to use the density of mercury at 0° C sub-
jected to a pressure of 1 atm. Since measure-
ments are rarely made at 0° C, readings generally
require correction for deviation from 0° C. these
are discussed in section 9.

The height of mercury columns as a measure of

pressure has been based for many 3^ears on a value
of the acceleration of gravity of 980.665 cm/sec^
(32.1740 ft/sec^) by physicists and engineers
[Oil]. While this value was selected because it

was believed to be the value at 45 deg lat, thete
is little merit in tying a pressure standard to a
latitude, and uniform acceptance of a value is of
greater importance. Meteorologists have varied
in their choice from time to time, using 980.62
cm/sec'^ up to 1953, when the International
Meteorological Organization also adopted 980.665

cm/sec* for this purpose [533, 534, and 556].
Corrections are usually necessary for deviation of
ambient gravity from the standard value, which
are discussed in section 10.

Mercury manometers and barometers are often
calibrated to indicate the height of the mercury
coliman in terms of mercury at 0° C, when the
instrument is at another temperature, for example,
20° C, 25° C, 62° F, or 100° F.

3.3. Pressure Units

In cgs imits the fundamental pressure unit is

the d3Tie/cm2. By definition, 1 bar=10' dyne/
cm^, and accordingly the convenient imit, 1

mb= 1 ,000 dynes/cm^.
In English units, the primary pressure imit is

the poundal per square foot, but the practical
unit is the pound per square inch (psi).

Another unit is the pressure of one atmosphere
defined for fixed points on the International
Temperature Scale as 1013.250 mb [493]. This
definition provides for stability in the definition of
the pressure unit in atmospheres. This pressure
is equivalent to that exerted by a column of mer-
cury 760 mm high, having a density of 13.5951
g/cm^ and subject to a gravitational acceleration
of 980.665 cm/sec.2 The value of 13.5951 g/cm»
was taken for the density of mercury at 0°C;
it differs only slightly from the value reported in a
recent determination at the National Physical
Laboratory [571], also table 4.

Note that owing to the sUght compressibUity of

mercury under its own weight, multiples or sub-
multiples of 760 mm of mercury do not precisely

correspond to the same multiples or submultiples of

1013.250 mb. Except for very precise pressure
measurements, this difference is neglected.

Conversion lactors for a number of commonly
used pressure units are given in table 1. The
conversion factors for centimeters and inches of

water are based on a value of the density of water
at 20°C of 0.998207 g/cm ^ For values of the

primary units involved in computing table 1

(see ref. [551]), except for the value of the pound
in terms of the kilogram and the inch in terms of

the centimeter. Changes in the conversion factors

have recently been adopted, retaining as standard
the mass of 1 kg and the length of 1 cm. The

j

change is 2 parts per million in the length of the

inch (shorter) and 2 parts per 15 million in the

pound (smaller). Most of the table is also ac-

curate for the obsolete units.

The units, gram per square centimeter, pound
per square inch, etc., involve a force of Ig or of

1 lb. This force is a mass of 1 g or 1 lb. subjected

to the standard value of gravity, 980.665 cm/sec'^

or its equivalent, where required.

Other units often used are: (a) barye=l
dyne/cm^ (b) micron =0.001 mm of mercury;
(c) tor (or torr)= 1/760 of 1 atm, closely, 1 mm
of mercury; pieze (French)= 10 mb.
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4. Properties of Mercury

Only the properties of merciiry of importance
in manometry will be discussed. The melting
point is — 38.9°C and the boUing point at 1 atm,
about 357°C. For general information on mer-
cury see ref. [421, 522, and 574],

4.1. Density of Mercury

A redetermination oi the density of mercury is

in progress at the National Physical Laboratory;
the density by one method of measurement [571]

is 13.5458924 g/cm^ at 20°C under a pressure of

1 atm. This value reduces to 13.5950889 g/cm'
at 0°C, a value not significantly different from that
generally accepted, 13.5951 g/cm}.

Based on the value for the density of mercury
at 0°C, the density at other temperatures is ob-
tained from the relations:

V=Vo (1-f0.0001818 t), t in °C (4)

V=Vo (1+0.0001010 (f-32)), t in °F (5)

where V, Fo= specific volume at temperature t

and at 0°C

p=the density.

Equations (4) and (5) apply primarily when
mercury is subjected to a pressure of 1 atm.
Practically they are useful up to the point where
the compression of mercury becomes significant,

certainly up to at least 1 atm.
The value of the coefficient of cubical expansion

m=l,818X10"' per ° C is a sufficiently accurate
approximation which is widely used, and standard
for most purposes. More accurate values, based
upon the relation,

mX108=18144.01+ 0.7016t

-l-0.0028625i2+0.000002617f3

are given in ref. [413], where t is the temperature
in ° C, from 0° to 350° C. The exact mean values
of 'm={Vt—V,i)IVQt are given below for a few
temperatures; for a more extended table see table
10 of ref. 1413].

The value of the density of mercury at tem-
peratures above 0° C is less than the true value
when computed using m= 1,818 X10~^ It is seen
that for room temperatiu*es, the approximate
value m is sufficiently acciu-ate for use in manome-
try in aU but the most precise work.
The ratio of the density of mercury at f° C to

that at 0° C are presented ia table 2. These are
taken from table 12 of ref. [413] and are based

Temperature True Error in density
coefficient using eq (4)

" C Parts per million
0. 18, 144 0
10 18, 151 2. 9

1 c 1 c;q
lo, ioy

30 18, 168 3. 6
40 18, 177 1. 2
50 18, 187 3. 5

upon the precise value of the coefficient of expan-
sion, not the average value 1,818X10"' per ° C.

Values of the density of mercury are given in

tables 3 and 4 for various tenjperatures. These
are based upon the ratios given in table 2 ; in table

3 upon the value of 13.5951 g/cm^ at 20° C, all

when the mercury is under a pressure of 1 atm.
The density in g/cm* is given in table 3A, and in

Ib/rn.^ in table 3B. In table 3B the recently

adopted values for the inch and the pound given
in table 1 were used to obtain the density in Ib/in.^;

these densities are 5.9 parts per million smaller
than those based upon the previous values.

Tables of the specific volmne of mercury at

various temperatures and of the true temperature
coefficient of mercury, dV/Vodt, are given in ref.

[413].

4.2 Vapor Pressure of Mercury

The vapor pressure of mercury is given in tabic

3A, computed from the equation

log P= 11.0372-^^,

where P is the vapor pressure in microns of mer-
cury; and T is the absolute temperature in ° K.
This is an empirical equation derived by Ems-
berger and Pitman [558] to fit the data of previous
investigators and fits their experimental values
within 1 percent in the temperature range 12° to
53° C. These values agree closely with the com-
puted values given in ref. [516] and are about 2
percent lower than the computed values in ref.

[535]. The vapor pressures given in the Inter-

national Critical Tables and in ref. [531] are about
10 percent lower, and those in ref. [414], stUl

lower. See ref. [471] for data at temperatures
higher than listed in table 3A and for references to

earlier original work.

4.3. Surface Tension of Mercury

The best value for the surface tension of mercury
[461] and [494] is 484 at 25° C, 479 at 50° C, and
474.5 dynes/cm. at 75° C. This refers to mercury
in a vacuum. For mercury in contact with air no
valid data appears to exist [494] but is expected



to be somewhat less than for a vacuum. Impiu*ities

and particularly oxidation will affect the surface
tension of mercury, probably lower it, but the
amount of change is speculative. See section 11

for a more detailed discussion.

4.4. Compressibility of Mercury

The decrease in volume, aV, per unit volume of

mercury with increasing pressure P in bars at 25°

C is [121, 542]:

Ay=4.0391X10-« P-0.7817X10-'°P2

+ 0.191X10-'* (7)

For most manometer applications the approxi-
mate relation given below is satisfactory:

AV=aP-bP^ (8)

where

a=4.04X10-«, 6= 0.78X10-'° for P in bars

a=4.09X10-^ 5=0.80X10-'° for P in atmos-
pheres

a=5.38X10-*, 6=0.81X10-'" for P in mmi-
meters of mercury

u= 137X10-', 6=89X10-'^ for P in inches of

mercury

Computations based on eq (8) follow:

Pressure bars Decrease in unit Density of

volume mercury

g/cm '

0 0 13. 59503
1 4. 04X10-« 13. 5951

10 40. 4 XlO-6 13. 59565
100 463 X 10-« 13. 60058

1, 000 3, 960 X 10-9 13. 6478

It follows that for pressures below 10 atm the
last term in eq (8) can usually be neglected, and

AV=aP (9)

or

V=il-aP)Vo (10)

and

P=i:r^=Po(i+aP), (11)

where a is a constant with values given above for

various units of pressure : V is the volume at xmit
pressure P; Po, p are respectively the density of

mercury at zero pressure and at P.

C. H. Meyers at the National Bureau of Stand-
ards, based on Bridgman's data, arrived at the
following values for constant a in eq (11), to cover
the pressure range up to 1,000 in. of mercury:
a= 1.36X10"^ for P in in. of mercury, and
a=5.36X10-' for P in mm of mercury. These
data are unpublished.

4.5. Purity and Composition

The possible variation of isotopic composition of
mercury from various sources and subject to vari-

ous processes, primarily distillation, affects the
density and is therefore important in precise ma-
nometry. Estimates based upon some data indi-

cate that the variation in the density of mercury
will not exceed one part in 30,000 due to extreme
variation in isotopic composition. However, exact
data on isotopic composition of mercury secured
from different sources or subjected to various pro-

cedures in distilling are lacking to a large extent.

See ref. [571] for a review of the present situation.

The effect and methods of removal of impurities
are of particular interest. All but traces of metals
dissolved in mercury can be removed by a proce-
dure of distillation [574]. Methods of testing for

purity of mercury are discussed in ref. [571], which
indicate that with isotope tracers one part in 10 ^

of base metals can be detected. Very small quan-
tities of base metals which form an amalgam with
mercury, rise to the surface and are easily detected
by the surface contamination.

Air is not absorbed by mercury, as is indicated

by the fact that barometers have maintained a
good vacuum above the mercury column for years.

However, air bubbles may be trapped in the mer-
cury, and should be removed, usually accom-
plished by subjecting the instrument to several

pressure cycles while jarring the instrument
sharply.

Water trapped in mercury can only be removed
by subjecting the mercury to a temperature above
100° C. Water in a barometer is particularly

troublesome since a satisfactory vacuum cannot be
obtained above the mercury column.

In general, mercury compounds are formed as a
result of contact of air and other gases with the

mercury surface, and remain there. Gases con-
taining sulfur are particularly active in forming
such compounds. Detection of such compounds,
even in small amounts is simple; accurate observa-
tions on the mercury surface become difficult or

impossible.

On procedures for cleaning mercury, see refs.

[531, 561, 571, 574, 591].

Experience indicates that mercury remains free

from contamination when stored in bottles of soft

glass, at least more so than in containers of other

materials on which extended experience is avail-

able.



4.6. Electrical Resistance of Mercury

The electrical resistivity K of mercury is:

SRK=-
l

(12)

where R is the resistance, I the length of the column

in centimeters and S the area of the cross section

in square centimeters.

At 0° C, /i:=94.07 and at 100° C, is:= 103.25

Mohm-cni [531]. Tliese values are for a pressure of

1 atm and they decrease measurably as the pres-

sure increases [191].

5. Types of Barometers and IVlanometers

Barometers and manometers are basically sim-

ple instruments where the primary measurement
to be made is the height of the mercury column.
Other measurements must be made also m order to

convert the indicated height of the mercury col-

umn to accepted or standard pressure units.

Many factors must be considered in the design

of a barometer or manometer such as portability,

range, accuracy, convenience and degree of auto-
mation in making readings, and usefulness for the

application. As a result many designs have been
evolved. The principal designs will be only briefly

considered, since the emphasis here is on perform-
ance rather than design. The descriptions in this

section will be augmented in the next section by
some desim details of the means which are used to

meet problems more or less common to all barom-
eters and manometers.
The essential features and components of a fii-st

class barometer are indicated in figure 1 . Alterna-

tives for detecting the position of the mercury
surface and for measuring the column height are

indicated; these and the other components will be
discussed in this and the succeeding section. When
the accuracy required is not high, some of the

r
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Figure 1. Principal elements of a precise laboratory ba-

rometer system.

T, barometer tube; DR, restriction In tube bore for damping; S, scale, or
precision screw plus controls, or gage blocks; sighting device, not shown,
either telescope, photocell or other optical devices; MO, McLeod or other
vacuum gage; CT, liquid air trap; DP, diffusion pump; FP. forepump;
F, Alter; B, barostat; A, air supply; VP, vacuum pump; and P, line to point
where pressure is to be measured.

components or accessories can be and are omitted,
but for highest accuracy the function of all is

significant and wliere selection is possible, those
producing the greater accuracy must be chosen.

Tliere are a large number of clever schemes for

amplifying the indicated heiglit of a mercury
column, particularly in measuring small differ-

ential pressures. The precision of reading is

thereby increased, also the accuracy, but not to

the same degree as tlie precision. Most of the
scliemes require some extra manipulation. The
devices described in ref. [453, 513], are exceptions
in that they are automatic hi operation. Another
device, not automatic but easily made so, is de-
scribed in ref. [483]. See also ref. [391] for de-
scriptions of a number of designs. These devices
all come under the general head of micromanom-
eters, which include mechanical devices also; de-
tailed consideration of these is in general outside
of the scope of this report.

5.1 . Fortin Barometers

The Fortin barometer is one of the oldest forms
of commercial barometers, having been used for

measuring atmospheric pressure by meteorological
services for about 100 years [301]. The barometer
tube is surrounded, except for reading slits, by
metal tubes one fixed to tlie cistern assembly and
another short one, movable up and down within
the first. The movable tube carries the vernier
and ring used for sighting on the mercury meniscus.
The fixed tube has the pressure scale, usually
plated brass, adjustably attached to it.

The cistern has an index fixed to its top wall,

usually a thin ivory or bone rod, tapering to a
point at the lower end. The cistern is essentially

a leather bag which am be raised or lowered by a
metal plate at the end of a screw, which can be
turned by hand at the bottom of the cistern.

To take a reading the mercury in the cistern is

brought up until it is just in contact with the index,

thus bringing the mercury surface into alinement
with the zero of the scale. Valid readings are
made only when the mercury level in the cistern

is so adjusted. Since the lower end of the scale

does not extend to the cistern, the distance from
the cistern mercury surface to a point on the
graduated scale must be determined, usually by
comparing at the same pressure the reading of
the Fortin barometer with that of a standard
barometer.
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Tlic ForLin biiroinoter am be used only to meas-
ure ambient pressure and is widely used by meteor-
ological services and in laboratories to measure
atmos])lieric pressure. Pressure equilibrium with
tiic ambient gas is obtained in the cistern by a
vent at its top or through the chamois seal above
the mercury.
The most common range of the Fortin barometer

is 28 to 31 in. of mercury (about 950 to 1,050 mb;
about 710 to 790 nun of mercury). For use at
stations well above sea level, barometers with
ranges extending from 20 to 31 in. of mercury
have been built. With no great trouble the range
could be from 4 to 5 in. of mercury upward to

any value within reason, but in practice it is

tailored to the range of pressures expected at its

location.

The quality of Fortin barometers is measured
practically by the bore of the tubing used, wdiich

in large measure also determines the diameter of

the cistern. Fortin barometers are commonly
made in this country with tubing either 0.25, 0.6

or 0.8 in. bores. For modest accuracy measure-
ments, which is for the most laboratory require-
ments the irreducible limit, the tubing bore is 0.25
in. (6.35 mm). For the highest accuracy reason-
ably attainable with Fortin barometers, the tubing
bore is about 0.8 in. (20.3 mm). The slight in-

crease in accuracy obtained with the 0.8 in. bore
is balanced by the greater degree of portability
of the 0.6 in. bore barometer.
The Fortin barometer is designed to be safely

portable in the upside down position. Before
slowly tipping it over, the cistern mercury level

control is operated to force mercury up the tube
until the cistern is nearly filled. Thus splashing
of the mercury is practically eliminated and the
vacuum in the tube preserved. See [591] for de-
tailed instructions.

5.2. U=tube Barometers and Manometers

In its simplest form the U-tube barometer or
manometer consists of a U-tube containing mer-
cury and a scale between the legs of the U for read-
ing the position of the two mercury surfaces. If

precision bore tubing is used, reading the position
of the mercury surface in one leg may be sufficient.

In manometers the pressure to be measured is

applied to one leg and the other leg left open to

the atmosphere if gage pressure is to be measured,
or connected to the reference pressure if differ-

ential pressure is to be measured. In barometers
the space above the mercury surface in one leg is

evacuated.
The above described design of U-tube manom-.

eter is widely used; of barometers, less so. The
described reading means are crude so that both
the precision and accuracy are low. A big step
in improving the accuracy is to add a vernier and
a means for sighting on the mercury surfaces.

This and other reading means are discussed more
fully in sec. 6.

In order to reduce the error due to the capillary
depression in fixed cistern barometers, discussed
in a later section, barometers of the higliest pre-
cision and accuracy are of tlio U-tube type.
Diverse reading means and additional accessories
are used as discussed in sec. 0.

U-tube manometers are used conveniently to
measure gage pressures up to about 50 psi (about
3 to 3)^ atm); for this range the mercury column
is about 10 ft (3 m) high. Manometers for meas-
uring differential pressures at high pressures are
discussed below in section 5.5. Manometers may
be used to measure absolute pressures if the space
above one mercury surface is evacuated.

5.3. Fixed Cistern Barometers
and Manometers

Mercury barometers hi which the mercury level
in the cistern ctmnot be adjusted during the read-
ing process are called fixed cistern barometers.
Here the barometer tube extends below the sur-
face of the mercury in a cistern of much larger
cross section than the tube so that the rise and
fall of mercury level is small, but not negligible,

in comparison to that in the tube. The larger the
cross section of the cistern, within limits, the less

the zero shift due to change in the meniscus height
of the cistern mercury.
To compensate for the rise and fall of the mer-

cury level in the cistern with pressure, the scale

graduations are foreshortened, that is 1 mm dif-

ferences in reading on the scale are less than 1

mm apart. Thus

where

Z?=the distance between two graduations
jB= the indicated interval between two graduations
-4= the cross sectional area of the mercury in the

cistern

a=the internal cross sectional area of the tube.

In practical designs D/R will vary from about 0.97

to 0.985.

In fixed cistern barometers used to measure only
ambient atmospheric pressure, the cistern is vented
to the atmosphere. This form of barometer, heav-
ily damped by a restriction in the tube bore, is

commonly used on shipboard by the meteorologi-
cal services of the world, but is being superseded
gradually by aneroid barometers because they are

less sensitive to acceleration. In Great Britain the

fixed cistern barometer of this type is called a Kew
pattern barometer and is the type chiefly used by
the British Meteorological Office. A French design

which has had, and probably still has, some appli-

cation is known as the Tonnelot barometer. The
chief virtue of the Tonnelot barometer is that an
adjustment is provided for reducing the cistern

volume, as in the Fortin, so that the tube and
cistern can both be completely filled with mercury
to obtain safe portability.
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The fixed cistern barometer lends itself to

securing a leak tight cistern so that gas pressures

in a closed system can be measured. It has been
and is widely used as a working standard for

calibrating altimeters and aneroid barometers.

For such use the cistern is made airtight except
for a nipple, to which a chamber or instruments
themselves are connected by tubing. Pressure
control means are connected to the system.

In earlier designs the cistern and barometer
tube were made coaxial. However, as lower and
lower absolute pressures have had to be measured,
it has been found necessary to have an offset cistern

so that readings can be made down to zero pres-

sure. Obviously, fixed cistern manometers have
also necessarily had to have offset cisterns if dif-

ferential pressures below about 3 in. of mercury
were to be measured. Reasonable accuracy is

difficult to attain at pressures below about 1 mm
of mercury in designs having a range to an atmo-
sphere and above from either the cistern or U-
tube instrimaents. Measurements of absolute
pressures below 1 mm of mercury are in the realm
of vacuum measurement which is outside of the
scope of this report.

Fixed cistern barometers have generally been
constructed to measure pressures below about 1

atm. Barometers have been built to have a range
up to 2 ox 2}{ atm, but these instruments are bulky
and unwieldy to transport.

The scale is usually graduated in pressure units

but often has an added altitude scale based upon
the altitude-pressure relation of the standard at-

mosphere. A vernier sensitivity as low as 0.05 mm
of mercury (0.002 in.) is sometimes provided with
the idea of realizing this accuracy. However, the
accuracy of a fixed cistern barometer is limited by
uncertainty in surface tension effects in the cis-

tern to at least 0.1 mm of mercury, as discussed
in sec. 11.

5.4. Standard Barometers

A primary or standard barometer may be de-
fined as a barometer which measures absolute
pressures with precision, and requires no compar-
ison test with another barometer to determine its

errors. Perhaps, and preferably, a standard bar-
ometer is an instrument which measures absolute
pressure with an accuracy greater than that of the
barometer or pressure gage under test. A better
term in many cases is working or secondary stand-
ard. Under the latter definition a calibrated
Fortin barometer with a tube bore of 0.6 in. is a
suitable standard for testing Fortin barometers
with a tube bore less than about 0.4 in. Also a
fixed cistern barometer when used to calibrate
altimeters and aneroid barometers is a standard
barometer.

Discussion here will be limited to standard
barometers the calibration of which is made in

terms of the basic standards of mass, length, and
time and thus require no calibration by compari-

son with another barometer. Highly precise and
accurate barometers or manometers have been
constructed at the National Physical Laboratory
[333, 552], Massachusetts Institute of Technology
[412], International Bureau of Weights and Meas-
ures [592], and the National Bureau of Standards
[545, 553]. In these a great deal of attention has
been given to the reduction insofar as possible, of
all sources of error and imcertainty in order to
obtain an accuracy of at least 0.001 ram of mer-
cury. Convenience in making readings, however,
has had to be sacrificed to accuracy.
The National Physical Laboratory standard

barometer [333] has also been constructed, with
some modifications to extend its pressure range, by
the South African National Physical Laboratory
[557]. The Physikalisch-Technischen Bundesan-
stalt, Braunschweig, also has constructed a stand-
ard barometer with an accuracy of 0.005 mm of
mercury [576] (see sec. 6.1.2).

AU of the above instruments are of the U-tube
type; other design details wiU be discussed in

sec. 6.

A standard barometer constructed at the Uni-
versity of Helsinki [554], has an estimated accuracy
of 0.01 mm of mercury.

For calibrating portable barometers the Na-
tional Bureau of Standards has another standard
barometer of the U-tube type which can be read
to 0.01 mm of mercury, and has an accuracy of

0.02 to 0.03 mm of mercury. This accuracy is

sufficient for most portable barometers submitted,
but improvements to increase accuracy are in-

evitably becoming necessary as requirements for

portable barometers become stringent. This
barometer is briefly described in reference [491],

but many of the design features wiU be touched
upon in sec. 6.

5.5. Recording Mercury Barometers

A number of designs for recording atmospheric
pressure based upon the mercury barometer were
developed in the period around 1900 [301]. These
never came into general use, in view of the greater
convenience and portability of the barograph
based upon aneroid capsules, particularly since
the latter proved adequate in performance for

meteorologists. Principally, the primary designs
were based upon : (a) The rise and fall of a float

in the mercury of the barometer cistern; and (b)

the use of a beam balance to weigh either the
barorneter tube or cistern which varies approxi-
mately as the atmospheric pressure.

For relatively rough measm-ements, the height
of a mercury column has been recorded by record-
ing the change in resistance or voltage of a fine

wire extending through the mercury column. The
resistance or voltage drop varies regularly as the
length of wire immersed in the mercury column
changes and thus is a measure of the pressure.
(See ref [532] and sec. 6.1.9.)

A record can be obtained of the height of a
mercury column if the position of a photocell is
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governed by a precision screw or other means.
Since power is available to drive the screw, its

angular deflection can be recorded by various
means. One such recorder is described by Haynes
[511] for obtaining a record of the calibration of

the baroswitches of radiosondes.

5.6. High-Pressure Manometers

Mercury amalgamates with steel at high pres-

sures, causing the failiu'e of steel vessels containing
mercury, more likely in the case of hardened than
soft steel. Experiments [496] indicate that ulti-

mate failure of steel tubes will occm* at pressures

in the range 4,000 to 6,000 atm. No data are
available on stainless steels.

For practical reasons high pressm'e mercury
manometers have generally been limited to about
60 ft, giving a pressure range of about 24 atm
(360 psi). To obtain higher pressures, two designs
are available. The first, practically useful only to

calibrate piston gages, consists of a single U-tube
and requires in addition two piston gages in order
to transfer the measurements as the mercury
column is subjected to steps of absolute pressure

to the ultimate range desired, which may be
many times the differential pressure measurable
with the U-tube manometer. See the next section

for additional detads.
The second design is the multiple manometer

consisting of a series of U-tube mercury columns,
with the low pressure side of one mercury column
connected to the high pressure side of the next
mercury column. (See sec. 5.6.2.)

For measuring small differential pressiires at

high pressm-e a ring balance has had some applica-

tion. (See sec. 5.6.3.)

5.6.1. Single V-tuhe High Pressure Manometers

Keyes and Dewey [271], Michels [321], and Bett,
Hayes, and Hewitt [541] have constructed single

U-tube mercury manometers for measuring differ-

ential pressures at high pressure. All were pri-

marily used to calibrate piston gages. The essen-

tial features of the Bett et al., manometer are

typical and will be described.

The manometer is about 30 ft high, with the

tubes water jacketed to maintain them at constant
temperature. The two mercury surfaces are

detected by fixed electrical contacts, requiring

adjustment of both the pressure and volume of

mercury in the system to obtain a valid reading.

Keyes and Dewey also used electrical contacts to

detect the mercury surfaces, but made them verti-

cally movable with means to measure the move-
ment. An invar tape is used to measure the

differential in height between the electrical con-
tacts, which is necessary since compression effects

can be expected to change this distance as the

absolute pressure is increased. Elaborate provi-

sion is made for transferring the position of the
electrical contacts horizontally to the measuring
tape.

The manometer can be used to calibrate piston
gages at pressure steps equal to its differential

pressure range. Two piston gages are required.
These, installed at levels between the mercury
surfaces, are connected to the manometer, alter-

nately to the lower and higher pressure leg of the
manometer at each pressure step. 'The connect-
ing lines are filled with a petroleum derivative
which has relatively good viscosity characteristics

at high pressure. Valves are provided to connect
the piston gages to either leg of manometer, as
desired.

In operation, the pressure difference of each
step is determined from a knowledge of the height
of the mercury column, of necessity corrected to

standard temperature and gravity, and corrected r

for compressibility of the mercury. This pressure
difference must be transferred to the, piston of the
piston gages, which requires a knowledge of the
difference in elevation between the mercury sur-

face and the piston, and of the density and com-
pressibility of the transmitting liquid. To obtain
pressure continuity so that the total pressure on
the piston gages can be determined, a reference

pressure must be established in passing from one '

pressure step to the next. This is done by a pres- ,

sure balance on one piston gage when connected
to the lower leg of the manometer (high pressure)

and then, without changing the weights, connect-
ing it to the upper leg of the manometer (low pres-

sure). The pressure in the low pressure side of
'

the manometer is then adjusted so the reference
piston is in balance. Except for some small rela-

tively constant corrections involving the transfer
"

liquid column, the pressure continuity is preserved.
It is obvious that the sum of the differential

pressures (plus atmospheric pressure) equals the
total pressure. From the weight balancing the
pressures acting on the pistons at each step, the
effective area of the piston can be computed.

It is of interest to note that Bett and his co-

workers plan to calibrate piston gages to 2,000
bars (nearly 2,000 atm, 30,000 psi) involving 175
transfers. Keyes and Dewey had a manometer
about 28 ft high and calibrated piston gages to

nearly 600 atm (about 9,000 psi). Michels
avoided the labor of the continuous step-by-step
process and used his manometer to calibrate piston

gages against differential pressure only at selected -

aboslute pressures, known only approximately.
An elaborate discussion of the sources and

amounts of the errors in high pressure U-tube
manometers is given by Bett et al. [541].

5.6.2. Multiple Tube Manometers

Multiple tube manometers have been exten-

sively developed for use in measuring pressure in

physical experiments by Meyers and Jessup [311]

and Roebuck and his coworkers Grain, Miller, and
Ibser [371, 544]. The manometer of Jessup and
Meyers, using glass tubes, had a range of 1,000 psi

while that of Roebuck went to 3,000 psi (200 atm).
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The Roebuck manometer will be briefly de-

scribed. The instrument has U-tubes connected
in series so as to secure nine mercury columns.
The transmitting liquid from the top of one mer-
cury column to the bottom of the next was toluene.

The tubes were of steel, ]U in. in bore, aboui
1,746 cm (57 ft) high. Electrical contacts were
first used to detect the position of the mercury
surfaces, and later advantageously changed to a
sighting device by using a section of transparent
material in the tubes. Invar measuring tubes
were used to measure the column heights. Many
accessories were required to meet problems, not-

ably a barostat, for details of which see ref. [544].

The differential pressure between the two termi-

nal mercury surfaces is simply the sum of the

heights of the individual mercury columns (here

nine) times the difference in the densities of mer-
cury and the transmitting liquid. Obviously the

liquid column heights must be individually re-

duced to standard conditions which involves

applying corrections for deviations from standard
temperature and for compressibility of the two
liquids. Further correction is needed if the pres-

sure is desired at a level differing from that of the

lower mercury surface.

5.6.3. Ring Balance

The ring, balance has been applied to measuring
small pressure differences at ihigh pressure [361].

This is a torus or hollow doughnut of small cross

section. At the top, the two sides of the hollow
space are sealed from each other; sufficient mer-
cury is placed in the hollow to seal off each side

from the other. The gas at a slightly different

pressure is fed to each compartment of the ring

balance through entrances which will not affect

the weighing operation to be described. The en-

tire ring balance is hung from a knife edge placed

at a point just above the center of gravity of the

torus. A beam mounted on the outside of the

torus permits weights to be applied to rotate the

torus. When a small differential pressure exists

in the ring balance, the mercury is displaced,

upward on one side and downward on the high

pressure side. This causes the torus and beam
unit to rotate about the knife edge to a new equi-

librium position. Weights are then added to the

beam until the beam is restored to the original

equilibrium position. The weights are a function

of the differential pressure.

6. Design Elements of Barometers and IVIanometers

Many new developments in mercury manometry
have been produced in the last few years and are

still being evolved as a result of needs in various

laboratories for greater accuracy and precision in

measuring absolute and differential pressures.

Such needs as greater speed and ease in measuring
and controlling pressures and safer portability

have also greatly stimulated development work.

The principal directions of development and its

status will be briefly discussed.

6.1. Methods of Detecting the Mercury Surface

These methods cannot always be completely
separated from the means of measuring the height

of the column which however, insofar as feasible,

is considered separately in sec. 6.2. Quite a few
methods are used to detect the position of the

surface of the mercury in barometers and
manometers.

6.1.1. Sighting on the Meniscus by Eye

In sighting on the meniscus by unaided eye, if

there is any pretense to accuracy, a sighting ring

is provided. The lower edge of the sighting ring,

in front and behind the meniscus, is used as a
reference and is lined up with the top of the me-
niscus. The sighting ring is usually attached to the

vernier and must bear a known relation with the

zero of the vernier in order to obtain a valid

reading. This relation offers no difficulty in de-

termination if the barometer is calibrated or its

zero correction determined. It is obvious that

the plane of the sighting ring should be horizontal
and not move with respect to the vernier. The
final adjustment of the sighting ring and vernier
combination is usually made with a control screw
of limited travel.

If the meniscus height is to be measured, the
sighting ring is also set upon the line of contact of
mercury to glass, usually with much less accuracy
than on the meniscus, due to the raggedness of
this line of contact and the difficulty of securing
good illumination. Tapping the tube helps if done
before making any settings on the mercury surface.

Illumination of the meniscus so as to sharply
define the crown of the meniscus is essential for

accuracy. In some situations a miniature electric

lamp behind a translucent screen illuminating the
mercury surface from behind has been found
helpful.

It is estimated that the precision of sighting by
eye probably is not better than 0.001 in. (0.025
mm). This estimate assumes optimum viewing
conditions as to illumination and sharpness of the
meniscus. In portable barometers and manom-
eters the sighting precision is ordinarily not the
factor that limits the accuracy.

6.1.2. Sighting on an Index

An index, such as an ivory point, which can be
lowered to the mercury surface, or the mercury
raised to it, is with proper illumination a very pre-
cise detecting means. If the mercury is bright,
and parallel lines on paper are reflected from the
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surface to viewer's eye, the point of contact can
be determined to 0.001 mm (ref. [141]).

The contact is judged to be made when a small
dimple in the mercury just disappears as the
mercury level is lowered, or the index is raised.

The use of an index has the disadvantage of an
extra operation, since it has to be adjusted before
making a reading. However, in some designs it is

quite feasible to make the setting automatically.
The index makes an electrical contact with a small
voltage output, which, amplified, can be used to

operate a mechanical device which adjusts the
mercury level. See ref. [453] for an example.
The mdex is used in the cistern of Fortin barom-

eters to set the mercury level to a predetermined
height. It may be remarked that the cleanliness

of the mercury surface is preserved much longer if

the index be kept aboye the mercury when readings
are not being taken.

In some fixed cistern barometers a fixed index is

installed in the cistern and the pressure determined
when the index contacts the mercury. If subse-
quently this pressure is found to change, the
change may be incorporated into the scale cor-

rection, or the need of other corrective action is

indicated; also it is used as an indicator of the
amount of mercury required for the barometer, if

the barometer is shipped dry and filled with mer-
cury in the field.

In general the use of an adjustable index on a
mercury surface subject to a pressure differing

from atmospheric pressure requires a stuffing box.

One manufacturer, in order to increase the accu-
racy of a fixed cistern barometer used as a working
standard, installed an index in the cistern and
adjusted it through a stuffijig box with a microm-
eter head, in this way measuring the rise and fall

of the cistern mercury. The cistern was made of

glass.

In the Braunschweig standard barometer [576],

a fixed index is installed above the mercury surface

in the vacuum space and a movable index above
the lower mercury surface. Only atmospheric
pressure is measured. At any pressure in its

range, the mercury is forced up the tubes by a
plunger in an auxUliary cistern so the upper index
just touches the mercury; the lower index, together
with a short scale, is then adjusted to contact with
the mercury. Contact is observed with a micro-
scope. The movement of the short scale is meas-
ured with reference to a fixed mark on the barom-
eter support, the distance of which to each index
had been previously measured.

Another manufacturer, to facilitate calibration

at fixed pressures (barometer thermostatted)
installed tungsten contacts at selected intervals in

a glass barometer tube [495]. These were adjusted
to within 0.001 in. of the desired values. By means
of a selection switch a selected contact was con-
nected to a low voltage. When the proper pres-

sure was attained by adjustment, an audible
buzzing signal was heard in earphones by the
operator. Probably visual observation was also

needed to make sure the contact did not dip into
the mercury. This system could also be made
automatic by adaptation of the means described
in ref [453].

When sighting by eye on an index the mercury
surface can be detected to a precision of at least

0.001 mm. With a fresh mercury surface detec-
tion by electrical contact has a precision of about
0.005 mm; this precision falls markedly as the
mercury surface fouls.

6.1.3. Mercury Float

A float has been installed in the tube on the
mercury by one manufacturer. A horizontal mark
on the float is sighted on by eye. The barometer
requires comparison with a standard barometer to
determine the relation of the mark to the meniscus
level.

In another design the same manufacturer
mounts a thin steel disk on the float in the barom-
eter tube. The movable sighting and vernier unit
carries with it a small magnet on a shaft free to
rotate. Proper alinement of the sighting device
is indicated when a pointer attached to tne shaft
rotates to indicate zero on the vernier as a result
of the force of attraction between the magnet and
disk. When the sighting device is again moved
so that the vernier zero is alined with the next
scale division of the main scale, the pointer will

indicate on the vernier the distance the sighting
device has moved. From scale and vernier read-
ings, the pressure can be deduced. Again at least

one barometer reading must be compared with
that of a standard barometer.

In another design by another manufacturer, the
float carries a piece of magnetically permeable
material. A differential transformer encircling the
tube can be moved up or down to detect the posi-
tion of the core piece on the float. The signal
from the differential transformer is amplified to
operate a servomotor to position automatically the
differential transformer symmetrically with respect
to the core piece. The angular motion of the
servomotor is used to secure an indiction of the
pressure.

For reproducible capillary error the float should
be shaped so that the mercury surface always con-
tacts the float at a fixed level. This can be se-

cured by a sharp corner on the float where con-
tact is made. If the mercury surface is nearly
level in the vicinity of the Ime of contact, the
depression of the float due to capillarity will be
of the same order as the capillary depression of
mercury in a tube having a radius equal to the
clearance between the float and the tube wall.

6.1.4. Sighting With a Telescope

As a matter of convenience manometers and
barometers are often read by cathetometers. To
push the accuracy to the limit requires attention
to the details discussed below.

In this method the observer views the mercury
surface with a telescope. The telescope is mounted
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on a cathctomctcr so tliat it can be raised and
lowered as needed to view the nierciirv surface.

For convenience two telescopes arc best used so

that both legs of a U-tube instrument can bo ob-
served independently, and with p;reater simulta-

neity. If one telescope is used and the inability to

measure low pressures is permissible, the two
mercury surfaces should be one directly above the

other. Preferably the scale should be installed

alongside of the barometer of manometer tubes,

and read at some optical distance through the

telescope; the need for this installation will bo
discussed in section 6.2. If the scale is so read,

the vernier is provided by means of a reticule in

the telescopes or a filar eyepiece. The reticule

requires that the magnification of the telescope

be fixed, so that the distance of the scale from '"he

telescope is fixed. The filar eyepiece with its

Bcrew requires an additional reading to transfer

the reading to a scale graduation.

To locate the meniscus top accurately and with
ease, it must be illuminated. For this purpose it

has been found reasonably satisfactory to use
miniature electric lamps with a green translucent
material between the lamp and mercur}^ column.
The lamp units are mounted behind each mercury
column and are movable vertically by hand or
preferably by small motors to the best position

with reference to the mercury surface. The menis-
cus must be sharply defined and be without high-
lights. A more elaborate method is described in

ref. [412].

The cathetometer must be rigidly built so as not
to flex appreciably when small torques are applied
which tend to turn it about a horizontal axis. The
cathetometer must be free to rotate about a verti-

cal axis and for the angle of turn needed to view
the mercury surfaces and scale, must rotate truly

vertical. If the axis of rotation is off the vertical

one degree of arc, a rotation of 114 deg may change
the height sighted on at 2 m by as much as 0.9

mm. It must therefore be possible to plumb the

cathetometer. For essential details on the design
of a cathetometer for precision applications see ref.

[351, 412]. For details on the alinement errors

see sec. 6.6.

When the distances from the mercury meniscus
and from the scale to the telescope are the same
and the optical axes of the two telescopes are

parallel, it is not necessary that the telescope axes

be precisely horizontal. In some cases, it may be
desirable to set the telescopes at a slight angle off

horizontal to gain the maximum illumination. A
horizontal indication of the level bubble mounted
on the telescope may not necessarily indicate that

the optical axis of the telescope is horizontal. To
check this, the telescope is sighted on the scale

and the scale reading noted; the telescope is re-

versed in its mounting, the cathetometer rotated
180° and the scale reading again observed. The
difference between the two readings is an indica-

tion of the deviation of the optical axis of the

telescope from horizontal.

Since in telescopic sighting the barometer and
sighting device are separated by distances up to

5 ft it is essential, for precision nieasui-enients, that
there bo no relative motion of the ])arts while
readings are in process. If mounted on the con-
crete or wood floor of a buikhng, walking in the
vicinity of the installation may cause measurable
changes in readings. Vibrations are also trouble-
some. In general, for accuracy better than 0.1

mm of mercury it is necessary to install the unit
in a basement room, on a foundation separate from
that of the building. The working standard at
the National Bureau of Standards is so installed

on a separate cork-concrete platform. Other in-

stallations may be just as satisfactory; the barom-
eter and associated apparatus described in ref.

[412] is mounted on structural members of con-
siderable rigidity.

The working standard barometer at the National
Bureau of Standards used to calibrate barometers
and precision aneroid barometers is of the U-tube
type, utilizing two telescopes on a cathetometer
for making the readings. The overall accuracy is

now estimated at 0.02 to 0.03 mm of mercury
(0.0008 to 0.0012 in.) with a precision of reading
of 0.01 mm. The limitation, however, is probably
not in the sighting means which has a precision
of the order of 0.005 mm.
The ultimate in developing the telescopic sight-

ing method is perhaps in the MIT barometer [412],

where special attention was given to all sources of
error or difficulty. The accuracy aimed for was
0.001 mm of mercury; that attained was estimated
at 0.005 mm of mercury.
Two micrometer microscopes are used in the

NPL standard barometer [333, 552], sighting on
the mercury surfaces through optical flats. The
settings are transferred to a line standard to obtain
the column height. Only atmospheric pressure is

measured, with an estimated uncertainty of 0.01

mb (0.003 in. of mercury).

6.1.5. Photocell Detector

The essential features of detecting the position

of a mercury surface, with a photocell are: (a) A
light source to silhouette or illuminate the mercury
surface; (b) one or more photocells in a circuit to

provide an electrical signal dependent on the posi-

tion of the mercury surface; and (c) an indicator

that responds to the electrical signal. The elec-

trical signal is a more or less invariable function of

the position of the optical system with respect to

the mercury surface. The position indicator thus
reads zero when the photocell is at the desired posi-

tion, goes to the left or right when the photocell
position is too high or low. The electrical signal,

amplified, may be used to drive a servomotor
which keeps the photocell at a position corre-

sponding to the mercury surface. As an aid to

detecting malfunctioning, provision is usually
made for visual sighting on the mercury surface.

Restricting comments to the mercury surface
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detecting system, it is seen that any change in

characteristics of the Hght source, or the photocell,

may affect the balancing position of the unit rela-

tive to the mercury surface. In a barometer used
to calibrate radiosondes, [511] where photocell de-
tection was used, a second photocell was used to

compensate for changes in the characteristics of

the light source. Light from the light source was
permitted to fall upon the compensating photocell,

the output of which was fed to one arm of the
Wheatstone bridge so as to achieve compensation.
This was believed necessary because it was doubt-
ful whether the bright light source remained
constant. Fully as important, and probably less

easy to eliminate, is the effect of film forming on
the inside tube surface. The change in intensity

of the light reaching the photocell directly affects

the position of the photocell, since it must move to

a position admitting more light in order to secure

a balanced position. In at least one device, the
light passes through the barometer tube before
reaching the compensating photocell. If the film

is imiform in density, compensation for the effect of

the film is thus achieved. If not uniform, the tube
must be cleaned or replaced. However, with two
photocells, any change in cliaracteristics of either

will affect the position of the photocells with refer-

ence to the mercury surface at the balance point.

A photocell detector unit has been developed
[572] in which no compensation is used for the
light source variation. The photocell is primarily
sensitive to red and infrared so that the light source
is operated at low filament temperatures, and
variations in characteristics are less likely to occur.

However, changes in the balancing position of the
photocell detector with reference to the mercury
surface can still occur if a film forms on the tube
surface.

Barometers and manometers of both the U-tube
and cistern types are being made with photocell
detectors. In the U-tube instruments, two photo-
cell detectors each with its own accessories are

required.

One advantage, perhaps doubtful, of the power
amplification possible with the photocell is that a
selected pressure can be maintained. The photo-
cell can be set to the position corresponding to a
selected pressure and, instead of positioning the

sighting device, the servomotor can operate a valve
to maintain the pressure constant. A barostat,

independent of the barometer, may be preferable

for several reasons, as discussed in the section on
Scale Errors.

The accuracy of commercially available barom-
eters and manometers with clean mercury and
tubes in setting the photocell detector is of the

order of 0.001 in. (0.025 mm). This accuracy or
precision is not realized over all. No data are

available on the variation expected as the instru-

ment and components age. One manomete- [572]

is stated to have a repeatability of reading within
0.05 mm (0.002 in.) which includes aU sources of

error in the mechanical and electronic system.

6.1.6. Capacitance Detector

Stimson [454, 553] used a capacitance type
pickup in the U-tube manometer designed to
measure gas pressures accurately. A steel plate,

35 mm (1.38 in.) in diameter, electrically insulated
was installed above the mercury surface in each
of two shallow cells 7.3 mm (2.87 in.) in diameter.
A reference capacitance was installed in a shielded
chamber above each cell. The electrical capaci-
tance between the steel plate and the mercuiy
surface is a measure of the separation between
the plate and the mercury surface. A means for

comparing the capacitance of the reference capaci-
tor and the mercury capacitor is provided. One
of the two cells is wrung to a pile of Hoke gage
blocks (end standards) so its height can be
changed.
A description of the measuring procedure wil]

aid in visualizing the design. First the pile of gage
blocks under the movable cell is found that will

make height of the steel plates in both cells nearly
the same. The cells are evacuated and the
mercury level is adjusted so that the separation
between the mercury meniscus and the steel plates

is approximately 0.15 mm. One reference capaci-
tor is then adjusted slightly so that each reference
capacitor has a value equal to the capacitance
between its steel plate and the mercury surface.

The pressure to be measured is applied to the
mercury surface in one ceU and the other cell

(still evacuated) is raised on a higher pile of gage
blocks. The quantity of mercury in the system
and the pressure are then adjusted so that the
capacitance of tlie mercury to the plate in each
cell is equal to its reference capacitance. The
change in height of the pile of gage blocks is the
measure of the pressure applied.

The precision of detecting the vertical position

of the mercury surface in this manner stated to be
less than 0.0001 mm (4X10-« m.).

Los and Morrison [513] used the capacitance
between an invar plate and a mercury surface to

measure differential pressures in the range 0 to

2.5 mm of mercury (0.1 in.). The variation in

beat frequency of two oscillators to which the
capacitances were singly connected served to

measure the pressure. Column heights were not
measured directly, so that calibration was neces-

sary, for which an improved design of McLeod
gage was used. Data are given to show the

nonlinearity of beat frequency with change in

height of the invar plates above the mercury
surface. In this design a precision of 0.1 to 0.2^

of mercury was claimed for the range 0 to 0.2 mm
of mercury, and 0.1 percent or better for the range
above 0.2 mm of mercury.

6.1.7. Optical Reflection Dectors

An optical probe which is being applied to a

U-tube barometer has been developed by the

National Physical Laboratory [573]. The U-tube
barometer is vertical while the optical probe is hori-

582-15



zontal, a right angle prism being used to transmit

reflections from the mercur}^ surface to the probe.

Two horizontal tubes movable as a unit on a track

have their axes intersect at a selected angle.

A light source at the end of one tube passes

through a grid to the mercury surface. The light

reflected from the merciu-y surface passes through

the second tube and through a grid exactly

similar to the first. If the mercury surface is

precisely at the intersection of the two tube axes,

maximum Ulumination is received at tlie exit of

the second grid. At any other position the

brightness of the light at the exit is less. The
accuracv of setting is stated to be about 0.5m

(20X10-® in.).

For detection of brightness a photocell is placed

at the exit of the second grid. For reference a
second photocell receives some of the reflected

light from a lightly aluminized glass plate placed
ahead of the second grid. The output of the two
photocells is amplified and passed through a
Wheatstone bridge, which in the balanced condi-

tion indicates the maximum brightness of the

reflected light coming through the second grid.

The optical tubes are moimted on precision

ways for adjusting their position to that where
the light received by the grid exit photocell is

a maximum. A fixed line standard, with optical

accessories for viewing, serves to measure the

position of the tubes on the ways. Alinement of

the ways must be held within close tolerances; the

errors introduced, and their amounts, are discussed

in ref. [573].

The barometer, not discussed in ref. [573],

consists of a stainless steel U-tube, 4 in. in di-

ameter. The range is 1 atm or more. Any glass

plate between the light and mercury surface

should preferably be optically flat.

In order to obtain observations on the two
mercury surfaces, the difference in height of which
is to be measured, two optical probe systems as

described above are used. These can be coordi-

nated by measurements made when both legs of

the barometer are subjected to the same pressure.

Another optical probe, described by Moser
[555, 575], detects equality in the meniscus
curvature. It was used to establish the equality

of two pressures and, while possibly applicable in

detecting a mercury surface in connection with
precise pressure measm-ement, has not so far as is

known been so applied. A brief description of the

probe as used may be of interest.

The operation of the probe depends upon the
fact that at a hole ending with a sharp edge the

mercury meniscus is captured by the sharp edge.

Moser desired to obtain an equality of gas pressure

in two sj^stems. The gas pressures from the two
systems were brought into two vertical chambers
about 3 mm in diameter and 15 mm high. The
bottom ends of these chambers ended in sharp
edges, at the same level, in a manifold filled with
mercury. The tops of the chambers were sealed

with glass windows. Gas pressm-es were adjusted

in the chambers till the menisci were nearly plane
at the sharp edges. Light from point som-ces
above the chambers passed down through 45°
semireflecting plates, through the chamber win-
dows to the mercury menisci, whence they were
reflected back through the windows to the 45°
plates, and out horizontaUy to telescopes. Small
changes of pressme in the chambers changed the
curvature of the menisci. When the radii of
curvature were equal to half the distance to the
point light sources the reflected light beams
became parallel and the field was uniformly
illuminated. The uncertainty of equality in the
pressure settings was said to be ±0.002 mm of

mercury.

6.1.8. Interference Fringes

Terrien [592] describes three ways in which
interference fringes from two raetcury surfaces
can be used to detect the relative vertical distance
apart of the mercury surfaces. In all cases the
length of the significant light paths must be equal.
This is secm-ed by a mechanical adjustment of the
position of a reflector or reflectors, the amount of
which is used as a measure of the column height.

One of the methods originates in Japan, another
in Russia, and the third is due to Terrien. Briefly,

in the design due to Terrien, a beam of white light

is spht by a half-silvered surface. One beam
passes through a Michaelson interferometer, and
is reflected to one of the mercury surfaces. The
other beam is reflected to the other mercury
surface. Upon reflection the beams reverse their

paths and are reunited as they issue from the
interferometer. If the optical path lengths are
exactly equal, and if the mercury surface has
infinitesimal ripples, a condition difficult to pre-
vent, the observed fringes are white, not colored.
The fringes are detected by a photocell. To
obtain exact equality in the light paths two
horizontal prism reflectors are adjusted horizon-
tally as a unit. The amount of the horizontal
motion is a measure of the height of the mercury
column.
Both the Japanese and Russian interferometer

methods require two light sources.

6.1.9. Resistance Wire

One method of transducing a pressure to an
electrical quantity which can be easily recorded,
or indicated as desired, is to stretch a wire through
the mercm-y column. A voltage is applied to
the upper end of the wire and to the mercury.
The electrical resistance of the wire must be
greater than that of the mercury column; sensi-
tivity increases -with difference in resistance per
imit length. As the mercury column faUs, the re-

sistance of the circuit rises.

Either the resistance of the circuit is measured
with a Wheatstone bridge or the drop in potential
with a potentiometer. The use of a recording
potentiometer is discussed in ref. [532]. A
nichrome wire has been used [501, 532], a carbon
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rod [543] ; and in tandem, a 9H lead from a lead
pencil and a steel wire to complete the electrical

circuit [562].

Apparently none of the experimenters with this

form of pressure indication required high accuracy,
since in most cases rather small bore tubing was
used. Variable capillary effects can be expected
to affect the accuracy, both at the glass and
mercury surface and at the wire and mercury
surface. About the latter boundary not much
can be done to effect an improvement beyond an
uncertainty of several tenths of a millimeter.

This limitation seriously limits the method in any
application to really precise and accurate measure-
ments. Its convenience merits its use when high
accuracy or precision are not required.

6.1.1®. Gamma Ray Pickup

This method of detecting a mercury surface is

useful in measuring differential pressures at high
pressure where a steel tube must be used to secure
adequate strength [514]. A narrow beam of

gamma rays from a radium source are projected
through the tube. On the other side of the tube
an ionization chamber is placed. The ionization

chamber and radium are mounted as a unit with
an indicator of their position on a scale. A dis-

continuity in the intensity of received gamma
radiation received by the ionization chamber is

observed when the unit moves vertically by the
mercury surface. A precision of ± }i mm is

claimea.

6.2. Measurement of Mercury Column Height

Methods of measuring the height of a mercury
column have been discussed to some extent in

previous sections but some elaboration is needed.
A simple, widely used, method is tD visually esti-

mate the height of the column by comparison
with a scale alongside of the mercury column,
either with or without a sighting ring.

Refinements in measunng, to which further

discussion is limited, are: (a) the use of a scale and
vernier; (b) a cathetometer; (c) a precision screw;
and (d) gage blocks.

6.2.1. Scale and Vernier

Ordinarily the scale is a separate member, more
convenient to calibrate in this form, which is

attached to the structure supporting the glass

tubes containing the mercury. A sighting ring,

free to slide or controlled in position by a rack and
pinion arrangement, and a vej'nier with its zero

alined with the sighting ring, form a unit. In
taking a reading the bottom of the sighting ring

is alined with the top of the mercury meniscus
and its position determined on the scale.

Verniers are customarily made with a least

reading not below 0.05 mm or 0.002 in., since the

overall accuracy achievable does not warrant
greater precision.

Scales on portable instruments are commonly

3Qh'

made of brass. In one design a plastic scale is

used, which is discussed in sec. 6.8.

For precise measurements of pressure the scale
must be ruled on a first class ruling engine under
controlled conditions of temperature. If the
reference temperature for the scale is 0° C, a
convenient, but not necessarily essential reference
temperature, the ruling engine can be manipulated
so that the scale is accurate at 0° C. This practice
is commonly followed, theoretically at least, for

portable barometers, with one exception. This
exception is the Fortin barometer commonly used
in meteorology the scale of which when in inches
of mercury is graduated to be accurate at 62° F.
The scale so graduated is becoming obsolete
because meteorologists now use the millibar as the
imit of measurement, and transition is well under
way to barometers so calibrated. The tempera-
ture at which scales may be graduated to be
accurate will be discussed in more detail in the
section on temperature errors.

Scales attached to the barometer or manometer
have to be read by an observer so close to the
barometer, that he affects its temperature. Since
this affect is normally a transient, some uncertainty
is introduced in the accuracy of the measured
temperature of the barometer, particularly since

in most instrument designs the thermal lag of the

thermometer, of the scale, and of the mercury all

differ measurably. This uncertainty can be
reduced, if the desired accuracy justifies it, by
obvious expedients, such as reading the thermom-
eter before initiating the pressure measuring
process and by making the thermal lag of the

thermometer about the same as that of the mer-
cury in the barometer. This effect is mentioned
here, because it is one of the principal reasons for

instrument designs in which readings are made by
an observer at a distance from the barometer or
manometer [563].

6.2.2. Cathetometer and Scale

In the preferred method, used as long ago as 1889
by Professor Morley in determining the density
of air, a scale is placed alongside of the mercury
tubes and is read through a telescope or telescopes

mounted on a cathetometer. The telescopes are

from about a foot to six feet away from the scale

and tubes in the various designs. The mercury
meniscus and scale should be at equal optical

distances from the focal plane of the objective

lenses of the telescope.

The other method is to locate the mercury
mensicus with the telescope mounted on the

cathetometer and determine its height by reading
the position of the telescope on the scale attached
to the cathetometer. This method is not usually

used in precise work unless the telescope is quite

close to the mercury column, in itself undesirable

because of uncertainties introduced in the mercury
and scale temperature. The objection to the

method is the necessity for maintaining the optical

axes of the telescope or telescopes horizontal
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within close limits. For example, if the telescope

objective is 1 m away from the scale, the telescope

axes must be held horizontal within 3,^ min of

arc in order to avoid errors up to 0.1 mm in meas-
urement. This source of error is practically

eliminated in the preferred method.
Returning now to the preferred method, the

scales may be either of invar, stainless steel or
other reasonably noncorrosive material with a
known temperature coefficient of expansion and
stable in dimensions. They are graduated in

either 0.5 or 1.0 mm divisions. If the barometer
or manometer is of the U-tube type and is to be
used as a standard, it is only necessary to have the
scale calibrated against a standard scale and to

establish or know its linear coefficient of expansion
in order to apply the correction for temperature.
If the scale is calibrated at a temperature close

to that of its use, less accurate knowlege of its

coefficient of expansion is needed.
To determine subdivisions of the scale divisions,

that is fractions of 0.5 or 1.0 mm, two methods
have been followed. In the first, a sight is taken
on the mercury meniscus, the telescope is rotated

about a vertical axis to sight on the scale and the
telescope raised or lowered until the sighting cross

hair is coincident with a scale division. A mi-
crometer screw is used to raise or lower the tele-

scope and is read to give the fractional scale

division. Thus two adjustments of the cross hair

position are required. In the other method a
reticule is placed in the focal plane of the telescope,

and can be used as a vernier when the telescope is

at the proper distance from the scale, a distance

which can be adjusted when installing the cath-

etometer. In taking a reading the cross hair in

the telescope is brought into coincidence with the

mercury meniscus, the telescope rotated to the

scale and the reading obtained similarly as on a
scale with a vernier.

From experience limited to one arrangement of

a reticule it was found that considerable training

is required to obtain reliable readings and that

some attention must be paid to the illumination

in order to distinguish clearly between the divi-

sions of the scale and of the reticule. It does have
the advantage that only one adjustment of cross

hair position is needed.

6.2.3. Precision Screw

Use of the rotation of a precision screw to measure
the height of a mercury column appears to be the

logical method if automatic indications are de-

sired; particularly if mechanical means are used.

The lead screw, mounted in a vertical position,

can be used to raise or lower the sighting mecha-
nism. A counter connected to the screw by means
of a gear train may be used to count the revolu-

tions of the screw and so provide a digital indica-

tion of the pressure. A photocell detector of the

mercury surface position, or other sensing device
which provides an electrical signal indicating the

position of the mercury surface may be used to

drive a servo system connected to the screw to

achieve automatic positioning of the sighting
mechanism.
There is nothing to preclude the use of the pre-

cision screw as a means of manual measurement of
the height of the mercury column, though it may
not prove practical, except as a check on the auto-
matic reading. It is merely necessary to have a
sighting ring adjusted by manually rotating the
screw through gearing and read the rotations of

the screw on a suitable indicator.

The screw can be made to measure as precisely

as desired, possibly to a part in 100,000, for the
length required in barometers. The only barrier

is the expense in securing the precision, which of

course increases as the length of screw increases.

Uniformity of pitch is highly desirable. The
pitch will vary with temperature for the materials
of which the screw would ordinarily be made,, but
this efi'ect on the accuracy can be eliminated by
maintaining the barometer or manometer at con-
stant temperature or by applying corrections. The
latter procedure in the present applications of the
screw to manometry will prove inconvenient.

6.2.4. Gage Blocks

For high accuracy, Stimson [454, 553], has used
gage blocks, calibrated to two parts in a million,

to measure the height of the mercury column in a
manometer. The manometer is of the U-tube
type; it has articulate joints in one leg, and the
mercury menisci are in cells of large diameter in

order to minimize errors from capillary depressions.

The amount of the mercury and the pressure can
be adjusted to bring the mercury menisci to refer-

ence positions in the cells. These reference posi-

tions are determined with the capacitance pickup,
described in sec. 6.1.6. The height of the pile of

gage blocks for the zero reference is obtained when
both cells are evacuated. When gage blocks are

subsequently added and the pressure adjusted to

bring the mercury to the same reference positions

in the cells, the added blocks give the direct meas-
ure of the height of the mercury column.
Obviously to realize the accuracy inherent in

the use of the gage blocks, many precautions must
be taken. Principally, temperature control and
temperature equilibrium to about 0.01° C before

taking a reading are both necessary. Coupled
with the necessity of obtaining a zero reference

reading sometime before and after each pressure

determinations, it is seen that pressure measure-
ments are a time-consuming operation. In the

present state of the development, realizing the

accuracy possible from gage blocks is essentially

a research operation.

6.3. Illumination of the Mercury Surface

For sighting on the mercury meniscus by eye,

guided by a sighting ring, only simple means of

Uiumination are justified. If the installation is

such that the mercury meniscus is poorly defined
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in daylight, it is only necessary to install a low-
wattage (flashlight) lamp behind the mercury
meniscus with a ground glass, or better a green
translucent paper, in front of the lamp. A similar

arrangement helps with setting the mdex in the
cistern of Fortin barometers.

For more precise measurements made by sight-

ing on the meniscus with a telescope, the above
described lamp installation is often adequate.
The height of the lamp and diffuser assembly can
be best adjusted by a small motor operated by the

observer. The adjustment of the lamp height may
be critical in order to obtain a well-definea menis-
cus repeatably the same. Highlights on the mer-
cury meniscus from other sources of illumination

can be troublesome but can be avoided by shield-

ing or better by eliminating the sources while
making a setting.

In order to secure the ultimate in precision in

sighting on the meniscus through a telescope,

experimenters [333, 412], agree in the necessity

of having parallel or nearly parallel light on the
meniscus. A further refinement, [412], is to have
the illumination nearly parallel in the vertical

direction, but diffuse horizontally; this illumina-

tion can be secured with a cylindrical lens. In
the end, experimentation is necessary to deter-

mine the invariant optical configuration associ-

ated with the meniscus on which to sight. This
may be an outstanding reflection from the menis-
cus, rather than the outline of the meniscus, which
may be indefinite when a precision of the order of

0.001 mm is desired.

6.4,, Vacuum Above Mercury Colamn

This discussion relates only to instruments
where a vacuum must be maintained above the

mercury column. In fixed cistern and Fortin
barmometers used only to measure atmospheric
pressure, no provision is made, beyond a careful

procedure in filling the barometer tube, for main-
taining the vacuum. The design is usually such
that, following a precautionary procedure to pre-

vent admitting air into the tube, the barometer
can be tipped upside down, or better if the design

permits nearly horizontal with the upper end of

the tube lower than the cistern, and the air bub-
ble removed by tapping the tube. This procedure
in the hands of experienced persons is usuallv

reasonably effective. However, in practically all

barometers a small gas bubble wiU be visible

when the barometer is tipped just enough to fill

the tube with mercury, in fact will also exist in

freshly filled barometers.
The situation is not serious in barometers used

solely to measure atmospheric pressure. Such
barometers are known to have maintained a sat-

isfactory degree of vacuum for many years
without attention.

The procedure of filling a barometer tube may
be of interest. First, the tube must be clean.

In filling the tube with mercury by any practical

rocodure it is almost necessary that the mercury
e above 100° C in order to eliminate water vapor

entirely. In the end the only really satisfactory
method is to distill the mercury into the tube in

a system which is kept evacuated, preferably with
a diffusion pump. The tube being filled should
be kept at a temperature somewhat above 100° C
and should be outgassed by well known procedures
before the filling operation.

The situation is different in fixed cistern barom-
eters which are more or less continuously used
to calibrate altimeters and aneroid barometers
where large cyclic changes in the pressure in the
cistern are required. In a relatively short time
of such use, the vacuum seriously deteriorates.

If the space above the mercury column is observed
in a darkened room while the pressure in the cis-

tern is reduced, luminescence of the mercury vapor
in the tube will be seen, probably caused by the

discharge of an electrical charge on the walls of

the tube resulting from the contact difference of

potential between the mercury and glass. This
seems to accelerate the formation of gaseous prod-
ucts or promote outgassing of the glass. In any
event painting the outside wall of the glass tub-

ing, but not where it would interfere with visibil-

ity of the meniscus, with a metallic electrically

conducting paint greatly reduces the rate at

which the vacuum deteriorates.

To facilitate removal of gas above the mercury
column, fixed cistern barometers are designed so

that the open end of the glass tube is covered by
the mercury in the cistern, independent of its

orientation, vertical, horizontal, or upside down.
This makes it possible to eliminate much of the

gas from the tube by a simple procedure. The
cistern is evacuated, the barometer is oriented

to an almost horizontal position with the open
end of the tube a little above the closed end,

thus tremendously increasing the volume of the

gas bubble by reducing the pressure. As mer-
cury flowed back into the tube the gas bubble
moved up the tube and out. However, for com-
plete removal the bore of the tube at the open
end has to exceed 3 mm.
Shipment of fixed cistern barometers has also

been a problem. Usually the barometer has been
shipped in an upside down position, suspended in

a box, but breakage of the tube due to rough
handling occurred frequently.

6.4.1. Mercury Sealed Valve

The situation just described led to the develop-

ment of barometer tubes with a mercury sealed

valve at the top. Barometers with these tubes

are shipped unfilled with mercury, and thus more
safely, and the procedure of maintaining a vacuum
is much simplified. The valve is so designed that

it opens outward, but is normally kept closed by a

force, usually produced by its own weight. A
small cup around the seal holds a small amount
of mercury for a more positive seal. The gas that

accimtiulates above the mercury column may be
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removed by evacuatiBg the space above the seal

while the mercury in the tube is forced up by
applying pressure to the system until it is forced

out through the mercury seal. It is sometimes
necessary to manually lift the valve slightly off

its seat to permit the gas bubbles to escape. Some
idea of the quantity of gas in the tube can be
obtained by observing the number of bubbles that
come through the merciu"y seal.

With this valve, a barometer can be shipped free

of mercury and the mercury added at the place
of installation. Securing a vacuum requires many
repetitions of the above described procedure at
intervals up to a week, and the procedure can be
repeated when there is any doubt about the
vacuimi.

6.4.2. Pump

The vacuum above the mercury column can be
maintained by the use of a vacuima pump, which
can produce a vacuvun better than the accuracy
required for portable barometers. These pumps
are operated while the barometer is being used.

For standard barometers and where high pre-
cision in absolute pressure measurement is desired,

more elaborate pumping systems are used. In its

simplest form, the top of the tube is connected to a
diffusion pmnp backed up by a mechanical vacuum
pump. To prevent oil vapor from the diffusion

pimip entering the barometer vacuum system,
a liquid air trap can be used. To measme the
vacuimi a McLeod gage or other type vacuima gage
may be connected to the system.

6.5. Tubing

At present for portable barometers, precision
bore Pyrex tubing is generally used. There is

some evidence that less chemical interaction and
less scum develops at the mercury-glass interface
with some other kinds of glass, but any definite

conclusion is probably debatable in the present
state of OUT knowledge.

Precision bore tubing ap|parently has satis-

factory optical properties in the bore, but its

external surface may have irregularities which
deviate the light rays as they pass from the
glass into the atmosphere. Thus the position of

the meniscus as seen may be up or down from its

position. This deviation may be called a pris-

matic error since it is similar to the deviation of
rays passing through a prism. The deviation is

generally kept within bounds by selection of the
tubing and in occasional cases by grinding the
outside of the precision bore tubing to uniformity.

Precision bore tubing is exceedingly useful in

fixed cistern barometers and manometers and in

U-tube instriunents where the height of merciuy
in only one leg is measured. When using precision
bore tubing the scale contraction is a constant;
if the tubing were irregular in bore, the difference
in the two coliunn heights would stUl be im-
changed, but the scale error of the readings on a
single scale woiJd fluctuate with the irregiilarity

in the bore.

As wiU be discussed in detail in sec. 11, the im-
certainty in capillary error can only be reduced
by increasing the bore of the tubing. Barometers
with any pretense to accuracy must have a tubing
bore of at least % in.; the uncertainty in pressure
measurement for this bore is about 0.01 in. of

mercury (0.25 mm). Increasing the bore to 0.6

in. (15 mm) lessens the imcertainty to about 0.004
in. (±0.10 mm), if no capillary corrections are

made to the readings.

In precise measurements, if the msrcm-y menis-
cus is sighted upon through glass, the tubing is

enlarged at the sighting levels and optical flats

form part of the mercury container in the line of

sighting. (See ref. [333].)

If metal tubing is used in whole or in part, steel

or preferably stainless steel must be used. Most
other metals amalgamate with mercury. Barome-
ter or manometer cisterns are generally made of

stainless steel or glass.

6.6. Alinement of Scales and Sighting Devices

In manometry it is necessary to measure the
vertical height of the mercury column. The
errors introduced by misalinement of the scdle and
accessories, may be divided into two types, one
the cosine error, the other the sine error.

The cosine error is caused by the scale not being
vertical; it, in general, equals the scale readmg
times 1-cos a, where a is the angle of tUt. An
error of one part in 10,000 is produced by the
scale tilting 49 min of arc. There is usually no
difficulty in reducing this error to practical limits,

by adjustments provided in most portable barom-
eters. Most barometers designed to hang from a
hook do not hang vertically; their scales are ad-
justed to be vertical by means of a separately
supported ring encircling the cistern, with screws
to control its horizontal position. Platform ba-
rometers and manometers are provided with level-

ing screws.
The sine error is some function of the separation

of the mercury columns, or the distance of the
scale from the mercury columns, or some other
distance significant in the measurement; all mul-
tiphed by the sine of the angle of misalinement.
It usuaUy occm-s when a measurement requires
transfer from one vertical to another. In general,
the sine erior is a constant, independent of the
height of the mercmy column, if the misalinement
does not vary in amount. It is often corrected for

as part of the zero error, discussed in section 8.1,

and indistinguishable from other causes of it.

In general the sine error equals the pertinent
distance times the sine of the angle of misaline-
ment; for an error of 0.1 mm, this angle is 34 min
of arc for 1 cm of distance, 17 min for 2 cm, or
for an error of 0.01 in., 34 min of arc for 1 in. of

distance. Several examples of sources of this error

are outlined below.
Some barometers, such as the Fortin, are

equipped with a zero index in the cistern for setting
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the mercury surface in the cistern. If the scale

does not hang vertically, both a sine and cosine

error are introduced. The sine error equals the
product of the distance of the index to the center
of the tube times the sine of the deviation angle.

To eliminate the sine error, the Fortin barometer
is adjusted to hang so that, upon rotating the
barometer, the relative vertical position of the
index and mercury surface in the cistern is invari-

ant. If the scale is then vertical, the cosine error

is also eliminated.

In sighting upon the mercury meniscus with a
telescope, with the scale attached to the cathe-
tometer, the sine error is proportional to the dis-

tance of the scale to the mercury colmnn. To re-

duce the error to a reasonable amouit, the optical

axis of the telescope must be maintained horizon-
tal within excessively close limits; therefore this

location of the scale should be avoided, as dis-

cussed in section 6.2.2.

In making readings with a telescope, where the
scale is in the preferred position along side of the
mercury coltunn, a sine error may be introduced
if the cathetometer does not rotate about a true

vertical axis. If the cathetometer axis is displaced
from the vertical at right angles to the vertical

plane of sight, the sine error is a maximum; jf

tilted in the vertical plane of sight the sine err6r

is zero. Assume, for example, that a scale is

between the two legs of a U-tube barometer. To
transfer the observed level of one meniscus to the
scale, assume that the telescope sighting line nms
uphill; to the other meniscus it runs downhUl. If

the maximum rotation of the cathetometer re-

quired is over an arc I at the scale, and A is the
angle of tUt of cathetometer axis in the vertical

plane at right angles to the plane of sight, the rise

r of the sighting line of the telescope is to a good
approximation I sin A. For the practical case of

an arc length of 10 cm a total rise r, or an error,

of 0.1 mm is obtained for a tUt of about 4 min.
The large effect of small tilts indicates the neces-

sity of reducing the transfer distance / to the
minimtun and most important, the need for a
rugged, rigid cathetometer, since constancy in

axial alinement is a primary necessity.

If the ways along which a sighting ring and
vernier unit of an instrument slide are not vertical

in the vertical plane of sighting, a sine error is

introduced. If the scale is not vertical, a cosine

error is additionally introduced. The sine error

equals the product of the distance of the scale

from the center of the tube and the sine of the
angle of tilt. For a distance of 2 cm and an error

of 0.1 mm the tilt of the ways is 17 min of arc.

Misalinement giving rise to the sine error which
varies with the reading can be avoided to the

degree needed for the designed accuracy by good
design and care in the construction of instrunaent.

6.7. Instrument Temperature

If the uncertainty in pressure measurement is

to be held to 0.01 percent (0.1 mb at 1 atm) the

mercury temperature must l)e kndWn within
±0.6° C, and proportionately smaller for better
accuracy. The scale temperature, if brass, needs
to be known to only approximately ten times this

uncertainty (that is 6° C) for the same accuracy
limits (0.01%). For precise pressure measure-
ments it is seen that the mercury temperatiu-e
must be known to very close limits, which in-

volves both the measurement and control of
temperature.

6.7.1. Measurement of Temperature

In simple portable barometers the temperature
is measured by mercury thermometers, with their

bulbs imbedded in a metal shield. Thermal lag is

thus introduced in the thermometer which it is

hoped will equal that of the mercury in the barom-
eter or manometer, but in the nature of thin^,
can only approximate it. A better arrangement
sometimes used in laboratory insti*uments is to

place the thermometer in a tube of mercury, more
or less simulating the barometer tube [576]. Since
at best the mercury thermometer cannot be de-
pended upon for an accm-acy better than 0.01° C,
resistance thermometer or thermocouples are pref-

erable when better accuracy is needed.
It is generally assumed, probably without sig-

nificant error, that the scale and mercury colmnn
temperatures are identical. In view of the lower
temperature coefficient of the scale, the error is

held to a minimum if the effort is directed to ob-
taining the mercury temperature.

In the absence of continual control of the instru-

ment temperature, special attention must be given
to thermal lags if the ambient temperature is vary-
ing or has varied. It takes hoiu^ for an unven-
tilated barometer or manometer to come to tem-
perature equilibrium with its siuroundings after

an abrupt shift in the ambient temperature. See
ref [563] for some data. The thermal lags of the
barometer and attached thermometers in spite of

all effort are unlikely to be the same. Within
limits the two temperatures, instrument and ther-

mometer, are reasonably identical only if the
thermometer reading has not changed appreciably,

say a few tenths of a degree, over a period of time,

say at least }^ hr.

In portable barometers where the observer per-

forms operations while standing close to the instru-

ment the temperature is influenced if the barom-
eter temperatiu-e differs from body temperature.
With care to reduce this time to the minimum,
and by reading the thermometer first, this un-
certainty can be reduced to manageable limits, say
of the order to 0.2° C.

6.7.2. Control of the Temperature

Two methods of controlling the temperature of

the instruments are in use. In the first, the

barometer is enclosed in a cabinet in which air

is circulated and thermostatted at a selected tem-
perature above the expected ambient temperature.
This temperature should be as low as practical in
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order to avoid evaporation of mercury into the
cooler lines where amalgamation of metal and mer-
cury may occur. Generally the cabinet is divided
vertically into two compartments except for neces-

sary ducts ; the barometer or manometer is installed

in one and the electrical heater and circulating fan,

in the other. The thermostat is in the same com-
gartment as the barometer. The air is forced to

ow in a circuit, down the heater compartment and
up the barometer compartment. Refinements are

incorporated in order to eliminate temperature
differences along the length of the barometer, but
these cannot be eliminated entirely, since even
with no heat exchange the temperature falls nearly
0.01° C/m of elevation, i.e., adiabatic change.
The other method is to install the barometer in

a room in which the temperature is maintained
constant. Primary standards and others where
high precision is required are usually so installed.

A subbasement room is desirable because its tem-
gerature will have a smaller diurnal variation,

renerally such a room will require a source of both
heat and cooling, thermostatically controlled.

Ventilation wUl be required, so directed as to

eliminate vertical temperature gradients as far

as practical. The closeness and stability of the
temperature control is determined by the accuracy
desired in the pressure measurements.

Controlling the instrument temperature with
reasonable accuracy must be continuous night and
day because securmg thermal equilibrium of the
instrument with its surroundings requires many
hours.

6.8. Automatic Compensation for Tempera-
ture and Gravity Error

Both the corrections for deviation from standard
temperature and gravity are directly proportional
to the height of the mercury column, as discussed
in detail in sees. 9 and 10. Mechanical means have
been developed so that readings on fixed cistern

barometers may be automatically compensated for

these errors.

In one design a long auxiliary rod is hinged at
the zero of the scale and is adjustable angularly
about a horizontal axis. Actually, the hmge is

sUghtly below the scale zero in cistern barometers
in order to include a correction for the change in

mercury height in the cistern with temperature.
Any change in angular position thus causes a
vertical displacement at any point along the rod
which is a function of the radius, i.e., the barometer
reading. The sighting device and vernier unit is

connected to the rod through a lever system and
is free to slide up or down the rod as a unit during
adjustments needed t<v make a reading. The
arrangement is such that when the auxiliary rod
is vertical, the vernier position is unaffected by the
lever system. This corresponds to zero tempera-
ture and gravity correction. If the auxiliary rod
deviates angularly from its vertical position, the
vernier is moved up or down relative to the sight-

ing device by the lever system. The amount of
motion of the vernier is proportional to the chord
defined by the deflection of the auxiliary rod from
the vertical. This chord length is approximately
proportional to the height of the mercury column.
Two additive adjustments of the angular position
of the auxiliary rod angle are provided, one for

gravity error and one for temperature error com-
pensation. The auxiliary rod can be manually set

to the angular position corresponding to local

ravity and then to an angular position determined
y the measured instrument temperature. A scale

graduated in gravity units and one gi'aduated in

temperature are provided to indicate the adjust-
ment to be made [515].

The permitted angular motion in one design is

about 2 deg, while about 6 deg is needed. This
need is taken care of by amplification of the rod
motion by the lever system.
Another design of mechanical automatic com-

pensator for temperature and gravity error has
been developed. A fixed vertical rack is used
instead of the hinged rod. A gear forming part
of the vernier and sighting unit of the barometer
runs on this vertical rack. A screw on the same
shaft as the gear positions a wedge in contact
with a lever which controls the vertical position of

the sighting device. The rack makes this control
proportional to the height of the mercury cohinin
and thus to the temperature and gravity coiroc-

tion. The gravity and instrument temperature
for which correction is desired can be set into the
corrector by manual adjustment of the angle the
control lever makes with the horizontal.

A variation of the design just (loscribcd and
developed by the same mauufacUircr depends
upon a vertical wire extendinjx (lie entire scale

length. A pulley attached to tli<> sighting device
and vernier unit has the wire looped around it, so
that its angular motion, as the sighting device
moves up and down, is i)i-o]iortional to the height
of the mercury column, and t liiis to the gravity and
temperature correction. Through a system of

gears, a rack, and a lever the sighting device and
vernier position is controlled as a function of the
height of the mercury cohimn. By this design
sliding contacts are eliniinatcd. The effective

radius of the lever is adjustable, by which the
gravity and temperature for which correction is

desired can be set into the corrector.

A novel method of automatic compensation for

temperature error which is also commercially
available is the use of a plastic scale which is

stretched between rigid supports to a length
determined by the mercury temperature and local

gravity. As the scale is stretched the distance
between scale graduations is expanded propor-
tional to its length starting at the bottom. This
gives readings corrected for temperature as

required. A scale graduated in temperature units

indicates the degree of stretch necessary.

It is obvious that the extension of the plastic

scale between two temperatures is the sum of the
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linear expansion of the scale support with increase
in temperature and an extension produced by the
adjustment of a screw. The total stretch must
be repeatable time after time, that is, the scale

must be taut when in use. In the design now
available this condition is met for temperature
variations ordinarily experienced by the instru-

ments.
The accuracy of automatic compensators need

be considered practically only for the range of

temperatures differing from the temperature at
which the instrument is calibrated. At the cali-

bration temperature of the instrument, the error
is automatically incorporated into the scale error,

or adjustmients made on the instrument to correct

it. The accuracy on this basis can be held to

±0.1 mm of mercury (0.004 in.), perhaps even
better, an amoimt wMch is well within uncertain-
ties in measurement due to other causes.

6.9. Damping and Lag

Mercm^y colmnn instruments have little appli-

cation in making dynamic pressure measiu-ements.
However some remarks on the dynamic character-
istics may be pertinent.

Damping is usually necessary and generally
incorporated in the form of a restriction or a short
length of capillary tubing between the two legs

of a U-tube instrument or in between the tube
and cistern of a fixed cistern instrument. This
damping reduces the effect of undesired column
pulsations or pumping, such as would occur on
an undamped barometer on a ship at sea.

Consider a manometer consisting of a U-tube
connecting two cisterns of equal area. Assume it

filled so that a mercury surface exists in both
cisterns. In oscillation the differential equation
governing the motion is, assuming laminar flow:

A, A,'
-2pgx=0.

From which it follows that the period T is

27r

r2^A_16TV~|l/2
ILA, p'A.'j

(13)

(14)

and the undamped free period To

.2A,gJ
(15)

For critically damped motion the two terms in.

the denominator of eq (14) are equal, achievable
by controlling Af Separating the variables with
which damping may be controlled from the
constants, this equality becomes

LA,
A,' STr^T?^

(16)

When the column oscillates at about 0.8 of the

critical damping, it will return to rest in a time
equal to 67 percent of the free period Tq, which
appears to be an optimum value for the damping.
On this, eq (16) becomes

LA. 0.8'p'g

A,' Sw'r,

In the above equations:

(17)

L=

A,
A,
X

T and Tr

length of the tubing connecting the
cisterns

area of each cistern

internal area of the tube
displacement or amplitude of the os-

cillation of the mercury in the cistern

from its equilibrium position

velocity of the mercury in the tube
x= acceleration of the mercury in the tube
p= density of mercury
ij= viscosity of mercury
g=acceleration of gravity

period and undamped free period of

oscillation of the mercury column,
respectively.

Equation (15) shows that the undamped mer-
cury column has a free period depending only upon
its length and the ratio of the areas of the cistern

and tubing. Ordinarily this period cannot be
found experimentally because of the viscous

damping of the flowing mercury, and the restric-

tion offered to flow by the finite size of the tubing.

7. Sources of Error

Ordinarily the readings of portable barometers
and manometers are corrected only for scale

errors and for deviations of the instrument from
the standard temperature and gravity. The scale

error is determined by a calibration of the portable
barometer against a standard instrument. It

includes a correction for many other factors,

including capillarity and vacuum, which while
assumed to be constants, may change with time.

For measurements to the limit of accm"acy of

most portable instruments this assumption is

reasonably tolerable.

The situation is quite different for instruments
from which a high degree of accuracy is required.

More corrections, and to higher accuracy, must
be made, and of course, greater care must be

exercised in designing the parts significantly

affecting the accuracy and in controUing the
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environment of the barometer. The following
table illustrates the situation for barometers,
where corrections and controls are given to secure
in one case, an accuracy of 0.1 mm of mercurv
and in the other, 0.01 mm of mercury in each
factor. Obviously to increase the overall accuracy
of the measurement, each factor must have
a proportionately smaller tolerance.

The overall error can be easily held within 0.1

mm of mercury except for the temperature un-

The tolerance for each factor is for an error in that factor of
either 0.10 or 0.01 mm of mercury.

Accuracy, mm of mercury

—

0. 10 n.oi
Inch of mercury- 0. 004 0. 0004

Factor Tolerance Tolerance

1. Zero error (stability of zero) mm.- 0.10 0.01
2. Scale error (reliability of scale) mm.. .10 .01
3. Sensitivity of vernier or detecting means.

.

mm.. .10 .01
4. Temperatiu'e uncertainty at 1 atm ° C. .8 .08

at H atm " C. 1.6 .16
6. Capillary depression error mm.. 0. 10 .01
6. Alinement uncertainty (sec. 6.6):

(a) Cosine error, at 1,000 mm of Hg 0°49' 0°15'

(b) Sine error. In practical coses 4 to 10' 0. 4 to 1'

Vnouum uncertainty, mm of mercury 0. 10 0. 01
8'

(lr:vvify In cm/sec' must be known at 45 ° latl-

tudo within at 1 atm .13 .013
at V4 atm .26 .026

9. Altiliidc dilTorcnce In feet between measured
and desired point, at 1 atm 3.6 .36

8. Scale

Strictly speakiiij^, scale errors are the errors in

the graduation of tlio scale at the chosen standard
temperature. For standard barometers of high
accuracy this definition holds. The scale can be
checked against a standard meter bar and correc-

tions are applied to the scale readings as found
needed as a result of the calibration.

While many manufacturers take no less care in

graduating the scales of portable barometers and
manometers, the accuracy required does not ordi-

narily justify the expense of testing the scale alone.

Uniformity in spacing the graduations which is

absolutely essential, can be checked adequately by
using the vernier as a length standard at various
points on the scale.

This practice leads to a more practical definition

of scale error. The portable instrument is cali-

brated against a standard barometer or manome-
eter, and its readings corrected for temperature
and gravity errors, zero error if obtainable, and
possibly for capillary errors. The difference in the
reading so corrected, and the pressure determined
by the standard instrument is defined as the scale

error.

The scale error thus derived may include errors:

(a) Caused by instaUing the scale so that its zero
or zero projected is not at the zero pressure point;
(b) caused by overfilling or underfilling the instru-

ment with mercury; (c) due to the effect in fixed

cistern instruments of a tube bore different from

certainty, zero stability and capillary depression.
Some care is necessary to be certain that the
barometer temperature is known to an accuracy
well within 0.8 C. The change in capillary error

with time is such that in barometers with tubes
less than about 12 mm bore, calibration will be
frequently needed. For this a criterion is the
degree of fouling of the mercury surface. For
fixed cistern barometers, particularly if the cistern

is opaque so the surface can not be seen, the zero
shift in calibration due to volume changes in the
cistern meniscus probably limits the accuracy
at best to 0.1 mm of mercury.
On the other hand no portable barometer has

as yet been developed which can meet all of the
above tolerances for an accuracy of 0.01 mm of
mercury. Items 2, 3, 4, 5, and 7 require special

design features in the barometer to secure an
accuracy sufficient to hold the overall error within
0.01 mm of mercury. This can be achieved ap-
parently only in a precision type, laboratory
instrument, not readily portable.
A number of the errors of barometers for which

corrections can be more or less readily made,
particularly for portable barometers, are con-
sidered in detail in the following sections. Other
sources of error and methods and means for their

correction for barometers of high precision are
discussed in sec. 6.

Errors

that for which the scale is graduated (foreshorten-

ing constant is in error)
;
(d) due to incorrect aline-

ment of sighting ring and vernier zero
;

(e) due to
capillary error, if not separately corrected for;

(f) due to sighting errors introduced by poor
optical quality of the tubing; (g) due to the im-
perfection in the vacuum above the mercury col-

umn; and (h) due to temperature error if the
installed thermometer is in error. Naturally in

barometers and manometers of good design and
where care is used in assembly, many of these
errors are insignificant. An exception is the cap-
illary error, which will change with time, as dis-

cussed in sec. 12. The size, and more important,
the uniformity at various readings, of the scale

error, together with the precision of reading, is a
measure of the quality of the barometer or
manometer.

8.1. Zero Error

The difference in reading of a U-tube, and the
reading of a cistern, barometer or manometer when
both mercury surfaces are subjected to the same
pressure is defined as the zero error. The design
may be such that the zero error cannot be OD-
tained, notably Fortin and cistern instruments
which do not have scales going to zero. It can be
obtained on practically all U-tube instruments.
Usually the zero error in barometers is determined
when both mercury surfaces are subjected to a
vacuum, but often when subjected to atmospheric
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pressure. The value usually differs slightly in the
two procedures, if no correction is made for
capillarity, because of variability in the capillarity
in the two surfaces, or because of possible flexure
of the cistern of a fixed cistern barometer when
vacuum is applied. It is usually more convenient
to determine the zero error in barometers when
both mercury surfaces are subjected to a vacuum;
in manometers, when subjected to atmospheric
pressure.

The zero error may include any error introduced
by: (a) Failure to adjust the zero of the scale so as

to indicate the height of the mercury column; (b)

misalinement involving a sine error; and (c;

capillary errors, to some degree.
If a U-tube barometer is installed; (a) To have

no cosine error of misalinement; (b) has an ade-
quate vacuum above the mercury column; (c) has
a constant value of the sine error of misalinement;
and (d) has a scale known to have adequate accu-
racy, a determination of the zero error, is all that
is theoretically necessary to calibrate it. All of

these assumptions can be verified without serious
difficulty, and in fact must be met if any calibration

is to have validity. Actually, as a check, compari-
son with a standard barometer at some pressure
well above zero is advisable. The error thus found
should agree, within the expected accuracy of the
barometer, with the zero error.

The foregoing discussion applies also to a U-
tube manometer, except of course, vacuum may
not be involved.

The accuracy of a barometer is no greater than
the accuracy with which its zero error can be
determined. The probable error, and the average
deviation and maximum deviation of a single

observation of a number of independent observa-
tions of the zero error are all useful in determining
the accuracy.

Knowledge of the zero error is extremely
valuable to the ultimate user of the barometer or
manometer, when it can be determined at any
time with little trouble. If it differs significantly

from the originally determined value, the instal-

lation can be checked for misalinement, the
vacuum adequacy checked and the amount of

mercury in cistern instruments corrected, as neces-

sary. If a difference develops with time, capillarity

change (dirty mercury) or loss of mercury from
fixed cistern barometers is probably the cause,

in which case the instrument tubing will need
cleaning, or mercury needs to be added. If the

change in zero error has some cause which it is

not desired to correct, the calibration errors at all

readings may be shifted by the amount of the

change.

It should be noted that the zero error for U-tube
instruments is not affected by normal changes in

instrument temperature. The zero error of cistern

barometers varies with temperature, in most
practical designs, by an amount which does not
exceed 0.1 mm for a 10° C (18° F) shift from the
temperature at which it w&a originally determined.

8.2. Method of Test

The test for scale error at a single ambient
temperature is often called a calibration test. It,

and the zero determination if possible, are usually
the only laboratory tests made on portable ba-
rometers or manometers. The test essentially
consists in comparing the readings of the instru-
ment under test at controlled pressures within its

range with those of a standard instrument when
both are subjected to the same pressure and to
constant envu-onmental conditions, mainly tem-
perature.

Standard barometers or manometers are either
primary standards or working standards. The
rimary standard has its precision and accuracy
xed by the excellence of its design and workman-

ship and by the application of corrections de-
termined either theoretically or by test of its

components against standards of the requisite

accuracy. A working standard is one used to

calibrate other instruments; in this sense a
primary standard may also be a working standard.
A working standard should ideally have a pre-
cision and accuracy about ten times that of the
instrument under calibration

;
actually this is often

of necessity violated in practice. In many cases

the working standard of a manufacturer is a ba-
rometer or manometer of the same design as the
instrument under calibration but is one selected

for better quality which has been carefully cali-

brated.
As indicated in the table in sec. 7, the un-

certainty in the temperature of both the working
standard and the instrument under test must be
much less than 0.8° C at 1 atm of pressure if an
accuracy of 0.1 mm of mercury is to be obtained,
and less than 0.08° C for an accuracy of 0.01 mm
of mercury. These temperature uncertainties are
proportional to the pressure, greater if the pressure

IS greater, and less if the pressure is less. This
indicates the necessity of control of the ambient
temperature. Due to the large thermal lag of

barometers, the safest procedure is to maintain
the instrument temperature constant within the
necessary limits during the entire period of the
test, and obviously during use afterwards also.

Practically this requires mstallation in an air

conditioned room, adequately ventilated, except
for the short time when the room pressure has to

be measured, when the ventilation may introduce
undesirable pressure gradients. The scale error

test is commonly made at a temperature between
22° and 25° C; at the National Bureau of Stand-
ards, 25° C.

In making readings the top of the mercury
meniscus is always sighted upon.

In computing the scale error, the reading of the

barometer under test is first corrected for zero,

temperature and gravity error, which are discussed

in other sections. The difference, corrected ba-
rometer reading minus the pressure determined
from the reading of the standard barometer, is
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the scale error. The scale coiTection is of the

opposite algebraic sign.

If a correction is made for the capUlary error,

(see sec. 12) , which is rarely applied to the readings

of portable barometers, this correction is also

apphed to the reading, after applying the correc-

tions for temperature and gravity error. The
scale error is then computed as outlined above.
The procedure given above for computing the

scale error is strictly speaking in error in that the
temperature correction has also been apphed to

the scale error. This procedure could be corrected

as follows: first determine an approximate scale

error by the procedure outlined, then apply this

scale correction to the reading and correct this

reading for temperatm-e and gravity error. The
scale error is the original reading minus the last

obtained corrected reading.

This refinement is ordinarily imnecessary for

portable barometers. For example, assume a
scale error of 4 mm of mercury (which is really

excessive), and a temperatiu"e deviation of 15° C
from the test temperature, then the error intro-

duced is 0.01 mm of merciuy (0.0004 in.), an
insignificant amoimt. In effect this error is a
measiire of the undesired dependence of the scale

error upon temperature.

8.2.1. Fortin Barometers

The distinguishing feature of barometers which
are designed to measure atmospheric pressiu-e

only is that the air-space of the cistern is always
connected to the ambient air. This class includes

Fortin barometers and fixed cistern barometers,
such as the Kew-pattern and Toimelot. The
construction of these barometers is such that the
zero error can not be determined by direct observa-
tion; consequently the zero error is incorporated
into the scale error. Normally, the barometers
are tested when subjected to ambient atmospheric
pressure.

The readings of these barometers are compared
with those of a working standard for at least 10
days in order to obtain a vahd correction. The
thermometer attached to each barometer is also

read. The comparison readings shoiild be made
when the atmospheric pressure is most free from
oscillations, and sudden changes, which can be
determined from the trace being made by a micro-
barograph. These atmospheric pressure oscilla-

tions may occur suddenly and be 0.1 and more
millimeters of mercury and are most troublesome
when there is a high, gusty wind. Under these

conditions simultaneity in the readings of the
standard and the barometer under test is almost
impossible to obtain. In Washington the most
quiescent pressure period during normal working
hours is from about 4 to 5 p.m.; normally valid
comparisons can be made at this time three or four
days each week.
The atmospheric pressure variation wiU almost

never cover the pressm-e range of the barometer,
normally about 75 mm of merciuy or 100 mb.

Actually for this pressure range a single correction
suffices, if the graduations of the scale are uni-
formly spaced, a condition which can be checked
independently by readings made with the vernier
at a nmnber of positions on the scale.

However, barometers which have to be used at
high elevations have a measuring range up to 250
mm of mercury. These are generally Fortin
barometers. In these cases it is not entirely safe

to assume that the scale error can be represented
by a single nmnber obtained in a test at sea level

Eressure. One way of testing these long-range
arometers requires that they be installed in a

chamber the internal pressure of which can be con-
trolled and measured, as discussed in sec. 9.4.

Another way of obtaining a cahbration of these
long-range barometers, if accuracy requirements
can be met, is to use as the working standard a
fixed cistern barometer with an airtight cistern

which has been tested as described in the next
section. The scale error test as above described
is then made at the high-altitude location of the
barometer. This procedure is practical for the
meteorological services, since the barometers at
the various stations need to be tested from time to

time, probably more conveniently done at the
barometer station.

In testing atmospheric pressure barometers
having a tubing bore of % in. (6.35 mm), a Fortin
barometer of known scale error having a tubing
bore of 0.6 in. (15 mm) or more is adequate as
a working standard. Fixed cistern barometers
of the quality used to test aviation altimeters or
precision aneroid barometers are equally service-

able as a working standard if their scale errors

have been determined.

The average of the scale errors determined by
the comparison readings is taken as the scale error
of the barometer, if aU are considered equally valid
and there is no indication that the scale error
varies with the scale reading. Maximum devi-
ations from the average and the probable error

of a single observation, if at least about ten com-
parisons are available, are computed, and are
indicators of the quality of the barometer.

8.2.2. Altitude Barometers

Testing altitude barometers requires a closed

system essentially such as shown schematically in

figure 2. Altitude barometers include aU those in

which the cistern is airtight except for a nipple, and
U-tube barometers. In figure 2, is a standard
barometer of the U-tube type with its scale: Bl,
B2, and B3 are barometers to be tested; VP is

a vacuum pump ; 7^ is a filter;M is a large volume
manifold ; 5 is a barostat; and ^ is an air supply.

The system must be leaktight in order to avoid
pressure gradients in the system' which wiU affect

the accuracy of the readings. Insofar as possible

metal or glass tubing should be used, using butyl
rubber or plastic tubing only to make short length
connections. Rubber tubing can be used only if
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FiGUHE 2. Set up for testing altitude barometers.

8, standard barometer (see fig. I); Bl, fixed cistern barometer; Bt, U-tnbe
barometer; BS, high altitnde range flied cistern barometer; B, barostat;
F, filter; M, large volume manifold or plenum chamber; A, air supply,
VP, vacuum pump.

practically free from sulfur. Satisfactory tubing
of rubber or plastic is hard to find, since some give
up gasses which contaminate the mercury and
others are permeable to air or water vapor to an
objectionable degree. To test for tightness, the
system is subjected to the lowest pressure indi-

cated by the barometers. The barometers are

read, and the procedure is repeated again the

next day. A rise in pressure of about a centimeter
of mercury is considered excessive. To locate

leaks, various parts of the system, including in-

dividual barometers, can be isolated by pinch
clamps after making the initial readings.

The barostat, used to maintain the absolute
pressure in the system at constant selected value,

is a valuable accessory. It will be described in

sec. 8.3.

The test procedure is simple in principle. The
absolute pressure in the system is controlled by
operating the vacuimi pump, control valves and
setting the barostat if one is available. At each
pressure step, the standard barometer, barometers
under test, and the thermometers associated with
each barometer are read. It is preferable to make
readings on both the down and up side of the
pressure cycle. From these readings the pressure

is obtained by applying the necessary corrections

to readings made on the standard b'lrometer.

The readings of the barometers imder test are

corrected for zero, temperature and gravity errors.

The scale errors are then computed. Obviously
if the barometer imder test has an automatic cor-

rector for temperature and gravity errors, this is

set to the correct ambient values of these quanti-
ties, and the scale error is the difference, barometer
reading minus tTie pressure. Again, if the ba-
rometer under test is maintained at a constant
temperature in its own chamber and its scale is

graduated to read free from temperature error, only
the gravity correction need be applied to its

reading.
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Usually, due to the labor and expense involved,
only two tests on different days are ordinarily
made on a given instnmient to determine the scale
errors. Several independent readings at each test
point are a big aid in fixing limits to the accuracy,
as well as giving an average value to use as the
scale error.

8.2.3. Manometers

The apparatus and procedure for calibrating
differential mercury manometers are similar in
details to those for altitude barometers shown in
figure 2. Since differential (usually gage) pressure
is measured, the standard manometer has no
evacuated space above the mercury column.

Instead of the barostat, a pressure controller is

used. A conomerciaUy available diaphragm type
pump in combination with a ballast chamber and
pressure controller is convenient for the purpose.

Perhaps the most important difference is in the
range of the manometers now needed, which now
extends to 4 atm'and more. Portability becomes
a problem, so that testing against a standard at
some other laboratory becomes impractical. This
means that the scale only can be checked for ac-
curacy and the desired accuracy must be designed
into the manometer and its installation.

8.3. Barostat

The barostat designed and used at the National
Bureau of Standards is shown in cross section in
figure 3. Plates B and H are fixed in relative

positions by four rods. Plates F and G are free to
move between limit stops. Bellows E is sealed

gastight to plates F and H, and is evacuated.
Bellows A is sealed by plates B and G and has
three connections through plate B, one at P for

an air intake, one at S for connection to a vacuum
pump, and one at T connecting into the system
the absolute pressure of which is to be controlled.

The pressure control valve consists of a ball V
attached to spring L. Spring controlled plunger
D operates the valve. The ball seats into a
conical opening. The plates F and G are con-
nected to a scale pan on which weights M can
be placed.

In operation weights, corresponding to a pres-

sure approximately the value desired, are placed
upon the pan. If chamber A is originally at

atmospheric pressure the plates F and G remain
against the upper stop and the valve KV is conse-
quently wide open. With air entering tube P and
being evacuated through tube S, the pressure in

bellows A falls until the pressure therein balances
the weights. At this pressure the valve KV closes

sufficiently so that the air flowing in through P
equals that flowing out through S- Any deviation
in flow changes the upward force on FG and either

opens or closes valve KV, which changes the air-

flow through S until the pressure in A again
balances the weights.



FiGURB 3. NBS baroatai.

B, evBouated bellows; A, bellows maintained at desired pressure; Hand B, fixed mounting plates; F and O, floating
mounting plates; M, weights attached to F and O: D, spring controlled plunger; V, ball valve attached to spring L; K,
valve seat; P, pressure line; 8, suction or vacuum line; N, a valve; T, line to system the pressure of which is controlled
by the barostat.

The performance is dependent upon the flow of
air into bellows A through P; for optimum pres-
sure control this airflow is about 1 liter/min

secured by valve N and a suitable rotameter in

line P, not shown in figure 3.

The bellows are copper plated brass and are
about 6K in. in diflm. The weight required to

balance at 1 atm is nominally 330 lbs. These
weights are applied manually; a mechanical weight
lifter would be a desirable improvement.

The barostat controls the pressure to within

0.01 mm of mercury during the time needed to

make readings, about 10 min.

The barostat fails as an absolute pressure gage
by a few tenths of a millimeter of mercury, that is

the pressure obtained at various times by a given

weight does not repeat by this amount. Perfec-

tion of the barostat in this respect has not been
undertaken.

9. Temperature Errors

It is evident that mercury barometers and ma-
nometers can read correctly at only one tempera-
ture principally because of the thermal expansion
of the mercury and the scale, but also of certain

other parts of the instrument. The height of the
mercury column in terms of the density of mercury
at 0° C (32° F) is desired. Deviations from the
selected standard temperature requires the appli-

cation of corrections to the instrument readings.

Generally the scale is graduated so that tne
column height is indicated when the scale is at
0® C. Exceptions are that manometers fre-

quently, and barometers more rarely, have scales

graduated to indicate the height of the mercury
column at 0° C when the instrument temperature
is at some selected value, conamonly 20° or 25° C
(68° or 77° F). Also, an exception are the scales

of Fortin barometers still in use in meteorology
graduated in inches, which are specified to indicate
inches accurately when the scale is at 62° F
(16.67° C). The requirement now is that the
scale be graduated to be accurate at 0° C
(32° F) [564].

The temperature correction for all types o/.
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barometers and manometers is generally com-
puted from formulas derived from the pertinent
design constants of the instruments and the coeffi-

cients of thermal expansion of the pertinent parts.

For any particular design, tests are essential in

order to check the validity of the assumptions
made in deriving the correction formula; these
tests are particularly essential if the barometer or
manometer temperature is much different from
that at which the zero and scale errors were
determined.
The thermometers attached to barometers and

manometers may be in error. If no correction is

applied for such error, either during calibration or
service use of the barometer, and the error has a
small constant value at all temperatures experi-

enced, the resultant error in the temperature cor-

rection of the barometer will be almost entirely

absorbed in the scale error. Variable errors in the
attached thermometer over a few ten*^,hs of a
degree may introduce significant errors in the
pressure determination, unless corrected. If there
are errors in the thermometer, any correction table

which is set up for the barometer should obviously
be based upon the reading of the thermometer,
not the true temperature.

9.1. Basic Formula

The basic temperature correction formula is

applicable to all portable barometers and ma-
nometers in which the height of the column is

measured with a scale not foreshortened. It is

directly applicable to Fortin and U-tube barom-
eters and U-tube manometers, and as will be dis-

cussed later, with some modification to fixed

cistern instruments.

The following terms are defined

:

C«= temperature correction of barometer read-
ing to secure height of column at to

i?s=barometer reading corrected for scale error

^t= barometer reading corrected for scale and
temperature error

^=barometer temperature

Nonstandard temperature for height of mercury
column, usually 0° C or 32° F

^1= temperature at which the scale indicates

the true height

m= cubical coefficient of thermal expansion of

mercury per ° C or ° F as applicable

s— linear coefficient of thermal expansion of

the scale per ° C or ° F, as applicable

A= height of the mercury colmnn at t

F—& factor defined in eq (24) and (25).

The basic formula for the temperature correc-
tion will be derived for the general case where the
reference temperature for both the mercury
column and scale is unspecified.

First, to determine the height h of the mercury
column at temperature t, it is seen that as the
temperature of the scale decreases from t to ti,

the reading on the scale at the meniscus level

increases. The height h of the column at I is the
original reading plus the contraction of the
scale in going from t to ti, or

h=RAl+s{t-h)]. (18)

The contraction of the mercury column from
temperature t to to can now be written,

h=Rt[l+m{t-to)].

If

(19)

(20)Rt=R,+C„

it follows from eq (18) and (19) that

^ _s{t-t^)-m{t-to) p .

i+ m{t-to)
^^^^

Ordinarily the coefficient of expansion s is

listed with reference either to 0° C or 32° F;
therefore s in eq (18) and (21) differs from the
ordinarily defined value if ti is not 0° C or 32° F.
Let Si be the value of s at ^i. Then

U=Lo[l+s{t-t,)]

ij=i:i[l+si(<-fi)]

(22)

(22a)

where Lq, Li, and L2 are the scale lengths at 0° C,

ti, and t, respectively.

It follows that

,_^o/J_, \ 1 sLo

'~LAt-t, J t-tr

u

(23)

Since LolLi is very nearly unity, the approxi-
mation sLo/Li is justified; in fact with usually

insignificant error in all but precise manometry,
S= Si.

The choice of the form of the above formulas is

based upon the premise that it is more convenient
to apply a small correction, derived from con-

venient tables than to make basic computations.
A constant value of the thermal expansion of

mercury, m, is assumed, which is sufficiently accu-

rate for all but precise manometry. (See sec. 4.1.)

If an electric computer is available, a more
fundamental procedure is outlined in section 10.1,

eq (45), where the temperature and gravity

corrections are made in one operation.
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9.2. Fortin Barometers, U-tube Barometers
and Manometers

Since pressure in terms of the height of a
mercury column is defined in terms of the density

of mercury at 0* C (32° F), <o in eq (21) is either
0" or 32°, deiDending upon whether Ms in degrees
Celsius (Centigrade) or Fahrenheit.

While generally scales are used or specified to

have the indicated length at 0° C, exceptions exist.

These cases will be discussed in the sections im-
mediately following.

It is assumed that the scales are graduated to

indicate a length accurately, that is the scale is

not foreshortened, as in the case of cistern instru-

ments. It is also assumed that the scale, or metal
the same as the scale material, extends downward
to the level of the mercury in the cistern. This
assumption is usually violated in Fortin barom-
eters to some degree in that diverse materials are

used in the cistern. Thus the coeflicient of ex-

pansion s may not apply for a short length just

above the cistern mercury level. Only the differ-

ence from the coeflBcient of expansion of the scale

introduces an error. Nedect of these sources of

error does not seriously affect the accuracy if the
ambient barometer temperatures do not differ

greatly from the temperature at which the barom-
eter was tested. The error in the applied temper-
ature correction is completely absorbed by the
appUed scale correction when the barometer is at

the temperature at which the scale error test was
made, and to a major amount at other barometer
temperatures.

9.2.1. Scale Accurate at 0° C

When the scale is graduated to be accurate at
0° C, to=ti. Equation (21) then becomes, when
< is in °C

l+ mt

and when t is in degrees Fahrenheit

Cr
(s-m) (t-Z2) R,

l+w(<-32)
--FR.

(24)

(25)

The factor F is identical in value in eq (24) and
(25) at the same temperature. It follows therefore

that a table of corrections against temperature in

either ° C or ° F is equally applicable for all units
of pressure, including rnillibars, millimeters or
inches of mercury, if entered with the temperatm-e
in the xmit for which the table was computed.
Note, however, that F is not identical in the two
equations if the scales are not accurate at 0° C
or 32° F.

When a mechanical computer is available, the
following relation is useful, particularly when many
readings are taken at the same temperature.

where Y=^l-\-C,.
The value of Y can be obtained from a com-

puted table of Y against temperature t or table 7
as discussed in sec. 9.5.

For portable barometers it is sufficiently accurate
to use a constant value of m, the cubical expansion
of mercury, over the temperature range normally
expected; if more precision is necessary, see sec.

4.1. The accepted value of m is 181.8X10"® per
° C or 101.0X10-" per ° F.
The value of the linear coefficient of expansion

varies somewhat for a given scale material, de-
pending upon its exact composition and the de^ee
of cold work. The exact value when required
must be determined experimentally. Average
values for a number of materials used either 'for
the scale or cistern are given in table 5. The
value for brass is taken from ref [512]; the others,
from other published data.
Commonly the scales of Fortin and other ba-

rometers are made of yellow brass for which the
value of s, the coefficient of linear expansion, is

generally assumed to be 18.4X 10"' per ° C. Using
this value of s and 181.8X10"" for m, the cubical
expansion of mercury, eq (24) becomes

Cr l+ 181.8X10-»<
(27)

and eq (25.) where i is in ° F, becomes

. rr 90.78X10-« (t-32)R,
l+ 101.0X10-«(<-32)"

In these equations C„ will be in the same unit of

pressure as ^j, and apply equally for scales grad-
uated in any pressure unit. The correction C< is

negative for temperatures above 0° C or 32° F.
and the correction is therefore to be subtractea
from reading R„ corrected for scale error.

Correction tables based upon eq (27) are given
in table 6 of this report (see sec. 9.5. for discussion),

and also in ref [512]. If the barometer tempera-
ture is measured in °F, as indicated in eq (28),

these tables are equally applicable if they be
entered with the equivalent temperature in °C.
Tables based upon eq (28) are given in ref [591].

9.2.2. Fortin Barometers, Scale Accurate at 62° F

Fortin barometers graduated in inches of mer-
cury used in meteorology have the scale specified

graduated to be accurate at 62° F (16.67° C). In
view of the adoption of the millibar as the inter-

national standard unit of pressuj'e by the meteoro-
logical services, Fortin barometers calibrated in

inches of mercury are becoming obsolete; however,
some of these are still used in industry. It is

advocated that in the future the scales of all
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Fortin barometers be calibrated accurate at 0" C,
to secure agreement with the calibration practice

followed for Fortin barometers calibrated m other
pressure units.

For barometer scales graduated to be accurate
at 62® F, formula (22) becomes, when t is in °F.

(^—62) 8~(t—Z2) m
1+m («-32)

(29)

Inserting the value of s for a brass scale,

10.2 X10~* per ®F and m, the volume expansion
coeflScient of mercury, lOLOXlO"' per "F, eq (29)
becomes

(90.8 <-2599.6) 10

l+ 101X10-«(<-32)
(30)

Here i is in °F and Ct and Rt are customarily in

inches of mercury only.

The temperature correction is zero at all values
of Rs at 28.6" F and is negative at all temperature
above this value, meaning that the correction is

to be subtracted from the oarometer reading.

Correction tables based upon eq (30) are avail-

able [301, 512, 691].

9.2.3. Scale Accurate at Unknown Temperature

It is necessary to consider the case where the
temperature at which the scale is accurate is un-
known. It is assiuned that the scale is graduated
uniformly.
For U-tube instruments and Fortin barometers

with a thermometer graduated in "^C, eq (22) can
be modified to give

Q^^
[s{t—U)-mt] R,^(s-m)t R, stiR,

^^^^
l+ mt l-\-mt l-\-mt

where ti is the temperature at which the scale

correctly indicates the height of the colunm.
The last member of the equation contains the

factor l+mt which affects the value of the last

member only 0.7 percent at ^=40° C, and less at
lower temperatures and Ct not more than 0.1 per-

cent. Without significant error eq (31) then
becomes

Js-m)tR
• 1+mt (32)

The last term in eq (32) is therefore a constant
at a given reading R, well within the accuracy of

barometers of this quality and therefore can be
incorporated into the scale correction. To do so

may require determining the scale error against
reading over the range of indication. In aeter-

mining the scale error, the temperature correction

applied is the same as that for the case when the

scale reads correctly at 0* C or 32° F given by eq
(24) or (25). The residual error, after applying
the usual gravity correction to the reading, is the

scale error. Thus, at the calibration temperature,
the term stiR,=0.

If the barometer has a brass scale, table 6 can
be used to obtain the temperature correction.

9.2.4. Scale Indicates Pressure, Instrument Tempera*
ture Not ©" C

Assume that the scale indicates the height of
the mercury colmnn at 0*" C when the instrument
is at a temperature t,. This procedure is fairly
common for U-tube manometers and barometers
but rarely for Fortin barometers. A temperature
between 20° to 25° C (68° to 77° F) is commonly
selected and it is here assumed that the tempera->
ture of the barometer or manometer is not sub-
sequently controlled.

When the ambient temperature, that is the
instrument temperature t, differs from the tem-
perature at which the barometer reads free from
temperature error, the temperature correction is

(noting the discussion on the value of 5 in sec. 9.1.)

:

^

(s-m) (t-t,) R,

l-\-mt
(33)

It is seen that table 6 can be used to obtain
approximate temperature corrections based upon
eq (33)^ if the scale is of brass, by entering the
table with J?,, the reading corrected for scale error
and the temperature difference {t—t,) in degree
centigrade. Obviously, the correction is to be;

subtracted from R, if it—tt) is positive; otherwise^
added. In the table the computation is for l+m
{t—Q, instead of l+mt ^ven in the equation;
the error in the correction is less than 0.3 percent
when «,=25° C and t—t, does not exceed 10° C,
Some manometers designed for relatively rough

measurements have scales graduated as described.

With the advent of air conditioning for most labo-w

ratories, the need for any temperature correction
for manometers of this quality almost disappears.
In any event, corrections based upon eq (33) arei

accurate.
Many manometers and barometers of high

quality are installed in a temperature controlled
room or in a cabinet the temperature within which
is controlled to give readings free from temperature
errors. The only temperature error which may
need to be applied is that for minor deviations, of
the order of 1° C, from the supposecUy maintained
temperature. Greater temperature deviations in-^

dicate improper functioning which should be cor-^

rected. The temperature correction can be ob-*

tained without significant error from table 6, or
computed accurately from eq (33).

9.3. Fixed Cistern Barometers and
Manometers

The temperature correction for fixed cistern

instruments differs only from that of U-tube in-^

struments in that the differential expansion of the
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mercury in the cistern and of the cistern changes
the zero position of the merciuy surface with
reference to the scale zero.

If the zero error of a fixed cistern instrument
can be determined at several temperatures, as is

the case for many modem designs, it is only neces-

sary to apply the zero correction for the particular

barometer temperature. Only the temperature
correction as discussed for U-tube instrimients

needs then to be applied.

9.3.1. Scale Accurate at 0° C

When the zero error can not be determined, the
temperature correction of fixed cistern barometers
and manometers is difficvdt to compute accurately
because simpUfying assimiptions must be made as

to the construction of the parts affecting the change
in reading with temperature, in order to obtain
formidas practical to use. In the end it is essential

to test each design of fixed cistern barometer at

two or more temperatures in order to be able to

compute a valid temperatm-e correction.

Assume most simply that the fixed cistern in-

strument is so designed that the scale extends
down to the level of the merciuy in the cistern,

reads zero at zero pressure and 0° C and is grad-
uated to be accurate at 0° C. Also assume that
the cistern is made of materials having the same
coeflBcient of expansion. In this simple case the
t.emperature correction Ct is, neglecting second
order terms,

^ ^(s—m)tR, Vq (Ss,— m) t , .

' l+mt '^Aoa+mt-\-2sJ)'
^"^^

The terms not previously defined are:

Fo=the volume of mercury at zero pressure and
at 0° G

^=the effective area of the cistern at 0° C, as-

simied to be uniform

«e=the linear coefficient of thermal expansion of

the cistern material

f=barometer temperature in ° C.

If the cistern is made of diverse materials, Se is

not a simple constant, but is a function of several
constants. For example if the cistern has a steel

I

base and glass walls, 3se becomes «,+2s, and 2se

I
becomes 2s, where the subscripts g and s refer to

*\ glass and steel, respectively,

j

With obvious modifications the formula appUes

I

also if the temperature is measured in degrees
Fahrenheit.
The first term of eq (34) is the same as the

temperature correction for Fortin barometers;

\
the second term corrects for the rise of level of

i; mercury in the cistern with temperature which
ij introduces an error because the scale, and its

!' zero point, are in a fixed position.

The term Vq/A^ in eq (34) equals the height of
the mercury in the cistern at zero pressure.
More or less approximately, in eq (34)

(s-Tn)_ Ss.—m . .

l+m< l-\-im-2sc)t' ^ ^

since in general Sc is much less than s and m.
Approximately therefore eq (34) becomes

where iiC is a constant approximately equal to

VolAd which can be added to the reading corrected
for scale error Rs [231]. This simplifies computa-
tion and permits using table 6 if the scale is brass,
which is entered with Rs-\-K and the barometer
temperature.

In various designs of fixed cistern barometers
the computed K will vary from about 35 to 75
mm, with an uncertainty up to 20 percent due to
deviations from the simple assumptions made.
If X is determined by tests made at two^or more
temperatures, the uncertainty of coiu'se disappears,
but some lack of constancy may remain, in the
practical case usually negligible. It is a matter of
convenience whether this deviation is incorpoiated
in the temperature error or in the scale error; if

the latter, the scale error wiU vary with
temperature.
The difficulties in determining the exact tem-

perature correction of fixed cistern barometers is

a limitation upon the attainable accuracy. When
the accuracy must be better than about ±0.1 mm
of mercury (0.004 in.) it is necessary to maintain
the barometer at constant temperature, so that
the temperature error can be incorporated once
for aU into the scale error. This remark applies
particularly to altitude barometers.

9.3.2. Scale Accurate at Unknown Temperature

In some barometers and manometers of the
fixed cistern type of relatively low precision and
accuracy, scales, desired to be correct at 0° C, are
ruled without care being taken to have them read
correctly at precisely 0° C. This case is discussed
in some detail for Fortin barometers in section
9.1.2. For fixed cistern instruments the last

term of eq (31) or (32) needs to be added to eq
(36). Again this approximately constant term
can be absorbed into the scale error with negligible
error in the practical case.

9.3.3. Scale Indicates Pressure, Instrument Tempera-
ture Not 0° C

In this case the barometer or manometer is to
be maintained at some constant temperature in

the range 25° to 45° C, and the scale is ruled so
that the pressure is indicated, that is, no tempera-
ture (and no gravity) correction needs to be
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applied. For small deviations in temperature
from the selected constant temperature, t„ the
temperature correction, is with negligible error,

(38)

(«—m) {t—t,)
(37)

This relation is based upon eq (33) and (36) and
the assumptions made m their deviation also

apply. The equation should only be used if the
zero error can not be measured at the two tempera-
tmes t and tg. If it can, the procedure outlined
in section 9.3. is preferable and more accurate.

9.3.4. Fixed Cistern Barometers With An Altitude Scale

In calibrating altimeters it is often required
that the altimeter be subjected to pressures
corresponding to definite pressure altitudes. The
barometer is always equipped with a pressiu^e

scale and sometimes with an auxiliary scale

graduated at 1,000 or 500 ft iutervals. Having
an altitude scale only is impractical because the
graduations are nonuniform, making the use of a
vernier impractical.

On the above basis, it follows that accuracy in

producing fixed pressure altitudes from an altitude

scale is obtainable only when the barometer is

maintained at a constant temperature and has no
scale error. The altitude scale should be gradu-
ated so that allowance is made for the temperature
error (and the gravity error at any one location).

If the barometer temperature is allowed to vary
with uncontrolled ambient temperatiire, the most
practical procedure is to precompute the barom-
eter reading in pressure imits for the desired pres-

sure altitudes. The pressure in the system is then
successively brought to correspond with these

readings. In precomputing, it must be remem-
bered that the available corrections aie to be
apphed to the readings, not the pressure. There-
fore, the temperature (and gravity) corrections

(with reversed signs) are first applied to the pres-

sure giving an approximate reading. Repeating
the process, using the approximate reading instead
of the pressure usually gives a sufficiently accurate
reading. The process can be repeated if greater

accuracy is warranted. The scale (and zero, if

determined,) corrections (with reversed signs) need
still to be apphed to the reading corrected for

temperature (and gravity) to obtain the reading
corresponding to the pressiu'e.

Since pressure altitude varies as the logarithm of
the pressure, the limiting sensitivity or acciu-acy

in altitude units varies with pressure. Thus, if

the accuracy of the barometer in measuring pres-

sure is 0.1 mm of mercury, in pressure altitude

units this equals 3.6 ft at 0; 6.8 ft at 20,000 ft; 14.8

ft at 40,000 ft; and 39 ft at 60,000 ft of pressure
altitude.

Theoretically it is of interest that the tempera-
ture correction Ca of a fixed cistern barometer in

pressure altitude units.

is almost constant at all values of the pressm-e,
stQce {R,-\-K)TIP is almost constant in value.
Here R is the gas constant for air, T and P are
respectively the temperature and pressure in the
standard atmosphere and g is the acceleration of
gravity.

9.4. Method of Test

The method of testing for temperature errors
differs only from that for scale error for the various
types of instruments described in sec. 8.1. in that
control of the temperature of the barometers and
manometers is required. The standard instru-

ment is probably best maintained at its usual
operating temperature, but it is advantageous to

operate working standards at the same tempera-
ture as the instnmient under test.'

Generally U-tube instruments do not require
temperature tests. It is ordinarily only necessary
to check their stales, or the precision screw if used,

at several temperatures in order to determine its

thermal coefficient of expansion, or its length at
the temperature of use, if the instrument temper-
ature is controlled. The temperature correction

can then be acciu-ately computed.
This makes it only necessary to test Fortin and

fixed cistern barometers, particularly the latter.

The choice of temperature chamber hes between
a small one in which manipiilation of the sighting

means, sighting, and reading are done from the
outside and a temperature chamber large enough
for personnel to enter to make the adjustments
and reading. The large temperature cnamber is

definitely more advantageous for fixed cistern

instruments with airtight cisterns. Only tempera-
tiu"e control is needed which offers no primary
difficulty.

For Fortin barometers and fixed cistern barom-
eters which measm-e ambient pressm-e only, and
thus have cisterns which are not gastight, pressure

and temperature must both be simultaneously
controlled in the temperature chamber. This is

more difficult in a large temperatme chamber, but
the difficulty is balanced by the difficulty of adding
means for operation and reading from the outside

of a small temperature pressure chamber. It is

debatable which of the two sizes of chamber is

preferable; experience indicates a preference for

the large chamber.
It appears necessary to test instruments at least

three temperatures if they will experience large

temperature differences in service. For com-
puting, it is the aim to divide the overall error intc

a scale error constant at any one reading, and into

a temperature error linear with the reading cor-

rected for scale error. The temperature error so

derived should be reasonably consistent with the

applicable equation for temperature correction,

after insertion of the values of the constants

computed from the test results. Any other test
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result gives rise to the suspicion that either the

test results are unreliable or the design or con-

struction of the barometer needs improvement.

A procedure is outlined in ref. [591] whereby the

temperature and scale errors of cistern barometers

can be determined from tests at three tempera-

tures, if the pressure is adjusted so that the cistern

barometers nave precisely the same readings at

each temperature.

9.5. Temperature Correction Tables

As has been stated correction tables are given in

table 6, based upon the equation

{s-m)tR, mAXlO-HR.
l+mt ~l-181.8X10-««* ^ '

The table covers the temperature range 0° to 50° C
and barometer readings (corrected for scale error)

from 100 to 1,195 in steps of 5. The table may be

entered with the barometer reading in any unit of

pressure, ordinarily millibars, inches or milli-

meters of mercury to obtain a correction in the

same unit of pressure.

The table applies only when the scale is gradu-

ated to indicate length accurately at 0° C and has a

thermal coeflBcient of expansion of 18.4X10"' per

degree Celsius (centigrade) which is closely that of

y^ow brass. The volume coefficient of expansion

of mercury assumed is 181.8X10"' per degree Cel-

sius (centigrade).

All corrections given in table 6 are to be sub-

tracted from the instrument reading, corrected for

scale error.

Temperature corrections can be obtained with

sufficient accuracy from table 6 for practically all

portable barometers which have brass scales. The
mstruments for which it can be used are listed

below, together with a discussion of the limitations.

(a) The table applies to all Fortin barometers

and U-tube barometers and manometers which

have brass scales graduated to be accurate at 0° C
in any pressure imit, particularly milMbars, inches,

or millimeters of mercury, and when the instru-

ment temperature of which is measured in, or

converted to " C.
(b) The table appMes to all Fortin barometers

and U-tube barometers and manometers which

have brass scales graduated presumably to meas-

ure length, or a length proportional to pressure,

accurately at 0" C but actually do so at some tem-

perature oetween about —10 to 25° C. The in-

strument temperature must be measured, or con-

verted to, degrees Centigrade. Using the table

may necessitate applying a scale error determined

by test which will vary with the reading as in-

dicated by eq (32). For example, if the scale is

accurate at 20° C, the scale error wall vary linearly

from 0.20 to 0.30 mm at readings varying from 543

to 815 mm.
(c) The table can be used usually with negligible

error to obtain the temperature correction of

U-tube barometers and manometers the scales of

which are graduated to read free from temperature
error at a selected temperature other than 0° C, if

the temperature of the instrument differs only
sHghtly from the selected temperature. The scale

must be brass and the temperature deviation must"
be in deg Celsius (Centigrade). The table is

entered with the deviation m temperature and the
instrument reading corrected for scale error. The
resulting correction is subtracted if the instrument
temperature is greater than the selected tempera-
ture, and vice versa.

(d) The table can be used to obtain the tempera-
ture corrections of fixed cistern barometers and
manometers with brass scales graduated in any
pressure unit, particularly millimeters or inches of

mercury or millibars and the instrument tempera-
ture is known in deg Celsius (Centigrade). The
table is entered with the instrument temperature
and with the sum of two quantities as indicated in

eq (36), the barometer reading corrected for scale

error, and the approximate constant K. This K is

approximately the height at 0° C of the mercury
in the cistern at zero pressure difference in the
tube and cistern, but should be determined by
testing the instrument at several temperatures.
There is somewhat less uncertainty in the com-

Euted value oi K )l the brass scale is graduated to

e accurate at 0° C and extends down to the mer-
cury level in the cistern and if the cistern is made
of materials having a low value of the thermal
coefficient of expansion.

(e) The table can be used usually with negligible

error to obtain the temperature corrections of

fixed cistern barometers and manometers, the
brass scales of which are calibrated to read free

from temperature error at a selected barometer
temperature other than 0° C, if the instrument
temperature differs only slightly from the selected

temperature. The table is entered with the devi-

ation of the instrument temperature from the

selected temperature, instead of the instrument
temperature. With this exception the discussion

in (d) above applies. The correction obtained
from the table is subtracted from the reading
where the instrument temperature is higher than
the selected temperature, and vice versa.

It is perhaps unnecessary to add that for highly

Erecise measurements for which correspondingly

igh quahty instrumentation is required, table 6

is not sufficiently accurate. The temperature
errors of the scale may need to be determined
more precisely and more accurate values of the

density of mercury as given in tables 2, 3, or 4
may need to be uped.

The temperature correction factor F defined in

eq (24) and (25), that is

{s—m)t
l+ mt

(39)

is given in table 7 aS a function of instrument
temperature and of the thermal coefficient of



expansion s of the scale. These are useful for

making computations when table 6 does not apply.
The values are for a value of the thermal coeflB-

cient of the volume expansion of mercury m of

181.8X10-« per deg Centrigrade. Values of Y,
eq (26) can be obtamed from table 6 by addmg 1

to the value of F, if ti=to=0 in eq (26).

The factor F given in table 7 can be used for

computing the temperature correction with an
accuracy sufficient for most portable barometers

and manometers having scales of the material
indicated. For greater accuracy the precise
value of the expansion coefficient s must be known
for the scale.

If the corrections for the expansion of the scale

and of mercury are determined separately, the
value of F in table 7 for invar (s=o) applies for

the effect of the expansion of mercury.
The factor F given for brass (s= 18.4X10-^)

was used in computing table 6.

10. Gravity Errors

10.1 Basic Relations

It is necessary to correct the observed height of

all mercury columns for the deviation of the
acceleration of gravity from the standard value,

980.665 cm/sec^ (32.1740 ft/sec^). The standard
acceleration of gravity is assumed in the definition

of the inch and millimeter of mercury as a unit of

pressure and in the graduation of barometer scales

m millibars.

The correction, derived from eq (1) is

and

C,=^R,=F,R, (40)

(41)

where C, is the gravity correction; g and g„ the

acceleration of gravity at the location of the instru-

ment and the standard value, respectively; Rt and
Rt, the instrument reading corrected for tempera-
ture and for gravity, respectively.

If no additional corrections are to be applied,

as is often the case with portable instruments, Rg
is the pressure in any unit in which, the instrument
is calibrated.

With equal accuracy

C,=^' R.=F,R, (42)

(43)

Here J?, is the instrument reading corrected for

scale error and i?,, is the same corrected for scale

and gravity error. The temperature correction is

then obtained for R,g and applied to R^g to obtain
the reading corrected for both temperature and
gravity errors.

It may be preferable in precise measurements
to compute the temperature and gravity correc-

tions in a single operation, particularly if correc-

tions are first and separately made for the calibra-

tion and temperatm"e errors of the scale. The
temperature error of the scale is given by eq (19).

From eq (1)

P>gX=pgh (44)

h,-
pgh

'p»9>
(45)

Here p, and p are respectively the densities of

mercury at 0° C and at the instrument temper-
ature; h is the true height of the mercury column
at the instrument temperature and ambient
gravity; h, is the desired true height under standard
conditions, that is the pressure, if no other cor-

rections are to be applied ; and g and g, have been
defined.

The ratio of the densities of mercury can be
obtained from table 2, or computed from table

3 or table 4.

10.2. Value of Gravity at the Instrument
Location

It remains to discuss how the acceleration of

gravity g may be obtained. The U.S. Coast and
Geodetic Survey has determined the acceleration

of gravity at many points in the United States and
using these values, the U.S. Geological Survey
has made determinations at additional locations.

At the moment the gravity values are based upon
the Potsdam primary determination ; later primary
determinations indicate that the Postdam value is

0.013 cm/sec^ too high. The International Mete-
orological Organization has adopted the latest

primary value; gravity data given m ref. [512] are

also based on the latest primary value. If the

location of the instrument is reasonably close to

a point or points where the value is known, inter-

polation and application of the elevation correction

to be discussed below, may serve to obtaia the

value of g to sufficient accuracy.

For precise work it is necessary to have the

value of gravity measured at the instrument loca-

tion.

When due to the lack of observed values, ioi'or-

polation and computation can not be used to de-

termine g, its value may be obtained by entering

table 9, discussed later, with the latitude of the

instrmnent location. The value so obtained is

for sea level and requires a correction for elevation,

as also discussed below. The value of g so obtained
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has a relatively low accuracy, particularly in

mountainous regions where the elevation correc-
tion is approximate and where anomalies in the
value of gravity in the United States may amount
to 0.110 cm/sec'' or 0.011 percent.
For a general discussion of the acceleration of

gravity as applied to manometry and for pertinent
tables, see ref [512].

10.3. Variation of Gravity With Latitude
and Elevation

The value of gravity at sea level varies with
latitude as follows, based upon simple assumptions
and taking no account of anomalies:

ff«=980.616(l -.0026373 cos 2<f>

+5.9X10-W2<^). (46)

Here is the value in cm/sec^ at latitude ^ and
980,616 cm/sec^ is the presently accepted value
at sea level and 45 deg lat. See ref. [512]. Values
of Oi computed from eq (46) are given in table 9.

The empirical relation for the value of gravity
g at elevations above sea level is

fir=^«-0.0003086^+.0001 118 (h-h') (47)

where g'«=the acceleration of gravity at sea level;
h=the elevation in meters of the instrument
above sea level; and A'= the elevation in meters
of the general terrain for a radius of 100 miles.
For fiu'ther details and sample computations, see
ref. [591].

It is quite obvious that arriving at an accurate
value of h' is difficult in mountainous terrain.

For a relation similar to eq (47) but applying
to a station under water, see ref [512].

10.4. Gravity Correction Tables

Gravity corrections are given in two tables,
Nos. 8 and 9. They are alike in that the correc-
tions are given for selected values of gravity and

of instrument reading. They differ only in that in
table 9 the selected values of gravity are as8oci>
ated with latitude.

Correction table 8 was computed from eq (40)
for various value of g and R,. The table is entered
with g and R, to obtain the gravity correction
to be applied. The correction is subtracted from
R, if the sign is minus, and added to if plus.

Table 8 can be entered equally well with R„
the reading corrected for scale error only. The
correction is applied to R, which gives E,„ the
reading corrected for scale and gravity error.

Table 5 can be entered with Rg, to obtain the
temperature error, which must however be applied
to Kg,. The final result is a reading correctea for
both temperatures and gravity errors.

Table 8 can be entered with R, in any pressure
unit, generally millibars, inches or millimeters of
mercury, to obtain a correction in the same unit.

The correction varies linearly with R, so that by
interpolation or other obvious numerical manipula-
tion of R, and the corrections, a correction for any
reading can be obtained. A table computed for
a given location is mcie convenient, in the prepa-
ration of which table 8 may be helpful.

The values of ^avity are given in table 8 in

cm/sec^ If available in ft/sec^ multiply by
30.48006 (or 30.48 if the international inch is used)
to convert to cm/sec^
Table 8 also includes the value of (g— g,) jg, used

in making the calculations. This value when
algebraically added to unity gives the value of

gjg„ needed if eq (45) is used in computing
corrections.

Table 9 differs from table 8 only in that it is

entered with latitude instead of g, the acceleration

of gravity. The value of gravity, g, and the ratio

{g—g,)lgi are also given. The correction obtained
is applicable only if the instrument is at sea level;

further correction for elevation may be necessary
using eq (47).

The value of p at a given latitude in table 9
was determined from eq (46). Otherwise, the
discussion of table 8 presented above applies.

11. Capillary Errors

The meniscus of mercury in containers, either
tubes or cisterns, is drawn down at the line of
contact at the container wall. As a result the
center of the meniscus is depressed somewha*^,
below the level of an infinite surface of mercury.
The amount of the depression tends to vary with
the age of the barometer, with the direction of the
change in pressure, and with local differences in

the condition of the surface of the container.
Theoretically, the amount of the depression is a
function of the bore of the container, the meniscus
height and the value of the surface tension of
mercury. Foreign material on the container wall,

such as grease, and contamination of the mercury
surface, affect the meniscus height.

It has been reported that greater uniformity in

the meniscus height may be secured by putting
mercurous nitrate at the interface [291] or coating
the container surface with a material to stabilize

the meniscus height. Neither of these procedures
have found serious application in manometry.
A serious difficulty is lack of knowledge of the

surface tension of mercury, except in a freshly

distilled state under a vacuum. When in contact
with air, it is known to be less than 484 dynes/cm
at 25° C, the value for freshly distilled mercury in

a vacuum. Siu-face contamination, even appar-
ently trivial, will affect the value of the surface

tension. Kistemaker, [451] in a series of careful

experiments deduces from measurements of the
capillary depression of mercury in a series of clean

tubes of various bores up to over 30 mm (1.2 in.)



that the surface tension of mercury in contact with
air at about 18° C was 430 ± 5 dynes/cm. There is

no certainty that this value holds for the mercury
in other tubes.

Thus the capillary depression, a function of the
surface tension for a given bore of tube and
meniscus height, can not be accurately determined.
Hopefully, the error in the determination of the
capillary depression is estimated to be less than
± 20 percent but the error will exceed this amount
in many circumstances.
For highest accuracy there is only one safe

recourse for avoiding excessive capillary correc-

tions, that is making the areas of the mercury
surface large enough so that the capillary depres-
sion is negligible. In precision manometry and
barometry, if the capillary depression is not
negligible, it is always considered desirable to

measure the heights of the menisci and to apply
the capillary correction.

It is conxmon practice with ordinary barometers
and manometers to incorporate the capillary

depression into the zero correction (if one is

applied). In the case of U-tube instrvunents it is

often neglected on the assumption that the

capillary depression is the same within the accu-
racy expected, for each mercury surface. When
and if a correction is appUed it is obtained from
tables (see sec. 11.3).

11.1. Tube

It is practical only to correct the indicated
position of the mercury smface in transparent
tubes for the capillary depression. If the correc-

tion is to be made, the height of the mercury
meniscus must be measured, in effect requiring, in

addition to the usual measurements, the measure-
ment of the position of the mercury-glass-gas
boundary. This can be done only if the mercury
surface is clean. Also tapping of the barometer
or manometer is normally required to obtain a
continuous, level boundary to measure and to

eliminate nonuniform sticking of mercmy to the

cistern wall. The capillary depression is obtained
from tables such as table 10, entered with the tube
diameter and the meniscus height.

In view of the lack of inherent accuracy in

determining the capillary depression, it seems
hardly worthwhile to apply the correction for tubes
less than 10 mm in diameter. In fact, the un-
certainty in the capillary correction is such that

if an accuracy of 0.1 mm of mercury is desired, a
tube of not less than 12 to 16 mm in diameter
should be used.

Eastemaker [452] describes a procedure for

determining the capillary depression in tubes
which is of interest, but not often as practical as
using tubes of bore so large that the variations in

the capillary depression can be neglected. An
additional tube of smaller bore is used in parallel

with the primary, subjected to the same pressure
and of the same kind of glass and degree of

cleanliness. The measurements made are: d,

difference in heights of the mercury column in

the two tubes, which should be of the order of
1 mm, in effect the difference in the capillary
depression of the two tubes; mi and wij, the
meniscus heights in the primary and secondary
tubes, respectively. Entering an accepted table^

as described in sec. 11.3, with mi and mj and the
apphcable bore of the tubes, the capillary depres-
sions Ci and C2 are secured. The difference,

Ci—Ci—dc is compared with d, the measured
difference. If the difference, dc—d, is signiiScant,.

the values given in the table 10 for the primary
tube are adjusted percentage-wise to give dc—d—o^
and then used to make the corrections for the-

capillary corrections for that primary tube. One
obvious assumption is made that the condition
of the mercury surface in the two tubes is directly

comparable and that this relative condition
remains stable. It is claimed that, while the
method is theoretically an approximation, an
accuracy of ±2 percent in determining the
capillary correction is obtained.

11.2. Cistern

Corrections for the capillary depression of the
mercury in the cistern of manometers and barom-
eters can not be appUed because the meniscus,

height can not be measured as a routine. The
cistern is usually, or should be, large enough in

diameter so that the depression itself is negligible.

Ordinarily with time the mercury surface in the
cistern, and the cistern walls, foul up so that the
meniscus height changes. In fixed cistern barom-
eters or manometers where the scale zero is fixed,^

there are two effects acting to give rise to errors

in measuring the pressure. First, the actual height

of the mercury column falls by the amount of the

capillary depression. Second, a readjustment of

the volumes of mercury in the cistern and tube
takes place which affects the relation between the
zero of the scale and the cistern mercury surface.

Due to the elimination of capillary depression,

when the meniscus flattens, a slight rise takes

place in the mercury level in the cistern; also as

the meniscus flattens, the volume of the meniscus
decreases, which decrease must result in the low-

ering of the level of the mercury in both the cistern

and the tube. The latter, the volume effect, is

Eredominant so that at constant pressure the

arometer reading on the fixed scale falls as the

meniscus flattens. The combination of these ef-

fects can be reduced somewhat by using cisterns

of large diameter. The error occurs at an3" pres-

sure, and may vary with time, pressure and the

manner in which the pressure is changed.

The capillary effects just described also occm*

in the cistern of Fortin barometers. Since the

mercury level in the cistern is adjusted in height

to a fixed index, the residual error is only that due
to the change in the capillary depresssion. Change
in the volume of the meniscus does not affect the

reading. In an extreme case of mercury fouling
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in the cistern of a Fortin barometer, with a in.

bore tube, the change in reading of a good menis-
cus to no meniscus, was 0.02 in. (0.5 mm) of

mercury.
It is thus necessary to calibrate both Fortin

barometers and fixed cistern barometers and ma-
nometers more or less frequently.

11.3. Correction Table

The correction table for the capUlary depression

in table 10 is given by Gould and Vickers [521];

it was computed from a mathematical develop-
ment described in ref .. [401]. It is seen that knowl-
edge of the surface tension of mercury is needed,
as well as the meniscus height- and bore of the

tube, in order to enter the table. Since it is not
practical to measm-e the siurface tension of the
xnercury in the barometer, some value must be
assumed.

Eastemaker [452] has computed a table of values
for the capillary depression based upon observa-
tions made on the depression of the mercury in

tubes of various bores and partly on the theory
given in ref. [401]. The menisci were in contact
with atmospheric air at 75 ±5 percent relative

humidity for 24 hr before the tests and the tem-
perature was 19 ±1°C during the tests. These
data are compatible with a surface tension of 439
dynes/cm for mercury. On this basis the values
of the capillary depression should be about 5 per-

cent less than those given in table 10 for a surface

tension of 450 dynes. Actually for a 12 mm tube
the values in table 10 are higher, rising from 10
to 20 percent for meniscus heights from 0.2 to 1.8

mm. Again, for a 19 mm tube, the values in the
capillary depression are practically identical up to

a meniscus height of 1.0 mm; those in table 10
rise to 10 percent higher for meniscus heights from
1.2 to 1.8 mm. In general, the capillary depres-
sions given by Kistemaker are intermediate to

those for siirface tensions of 400 and 500 dynes/cm
given in table 10; however, at high meniscus
heights and small bore tubes (10 mm and below),

Kistemaker's values are lower than those for 400
dynes/cm.

The capillary depression given in table 10 for a
surface tension of 450 dynes/cm are from 5 to 10

percent lower than those of a much used correction

table [231], a discrepancy made greater by the

fact that the latter table was computed for a sur-

face tension of 432 dynes/cm. Both tables were
prepared in the National Physical Laboratory of

Great Britian.

Since there is no practical way to know the

appUcable value of surface tension of the mercury
under the various conditions of use, in contact

with air or vacuimi, and degree of surface clean-

liness of the mercury, there is little to gain in

choosing one set of tables over ^another. For the
moment, Gould's table (table 10), for 450 dynes/cm
seems as appHcable as any.

For one important purpose any table is ade-
quate, that is for the selection of a bore of tube
sufficiently large so that the variations in the

capillary depression wiU have neghgible effect on
the required overall accuracy. In this connection
note that the percentage variation in the capillary

depression with sxuface tension at all meniscus
heights presented in table 10 is greater the larger

the bore of the tube. Thus for a change in sm--

face tension from 400 to 500 dynes/cm the capil-

lary depression varies as much as 100 percent.

Note that for Fortin and fixed cistern barome-
ters, the capillary depression given in the table

is added to the reading of the mercury barometer.
For U-tube barometers and manometers the capil-

lary depression at the upper mercury sm^ace is

added to, and at the lower mercury surface sub-
tracted from, the indicated height of the mercury
colimin.

12. Return Head and Elevation Corrections

Usually a differential pressure is measured
simply by the height of the mercury column.
Actually the differential pressure, measured at the
level of the mercury sm^ace on the high pressure
side of a mercury manometer, is the difference of

the specific weight of the mercury column and of

the column of equal height of the gas or liquid on
the high pressure side. • The specific weight of the
latter column is defined as the head correction.

Both differential pressure and absolute pressure
measiu"ed with any manometer or barometer,
liquid or mechanical, applies only to the elevation
at which made. In the case of mercury manome-
ters this level is that of the mercury surface of the
high pressure side of the barometer. If pressures
are desired at any other level above or below, the
decrease or increase in absolute pressure with

elevation due to the intervening head of gas or

liquid in both legs of a manometer must be con-
sidered. The elevation correction is defined as

the correction which needs to be applied to trans-

fer the pressure measiu-ed at an elevation to

another elevation.

Elevation corrections discussed in this section

are maialy restricted to elevation differences of

several himdred feet and pressures of several

atmospheres. These are conditions commonly
met with in laboratories and industry. Deter-

mination of sea level pressure from readings of a

barometer installed at elevations well above sea

level are outside the scope of this paper; this com-
putation is discussed in the publications of the

U.S. Weather Bureau.
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12.1. Definition of Symbols

e=base of natural logarithms=5
2.71828

g= acceleration of gravity. In this

secticm assumed to be the stand-
ard reference value, 980.665 cm/
sec*

A= vertical height of the gas column
(see fig. 4)

Ao=the elevation with reference to the
level at zero differential pressure
of a barometer or a manometer
(see fig. 4)

Aj=the height above or below a mercury
surface of a liquid used to trans-
mit the pressure

H= scale height=RT/g
P= absolute pressure

Po= absolute pressure in a gas column
at elevation ho (see fig. 4)

Poo= absolute reference pressure, meas-
ured at some level other than Aq

Pi,Pa= absolute pressures at various levels

on the low pressure side of the
system (see fig. 4)

Pio»Pu,Pi2= absolute pressures at various levels

on the nigh pressure side (see fig.

^)

j3= differential pressure measured by
the mercury column (see fig. 4)

R=& constant for a gas
T= absolute temperature of the gas at

any level; assumed to be constant
at all levels of the gas colunan

p=density of the gas at temperature T
and pressure P

Pj= density of the liquid which is used
to transmit pressure

12.2. Change in Gas Pressure with Elevation

The return head correction or the elevation

correction involves the computation of the change
in gas pressure in going from one level to another.
Since a gas compresses under its own weight, its

density at a higher elevation is less than at a lower
elevation; this necessitates an integration.

The basic relation is

(51)

dP

Substituting for p in eq (48) its value

_P_

there is obtained

dP-
Pgdh

' RT'

(48)

(49)

(50)

Integrating eq (50)

Approximately, with an accuracy within 0.1 mm
of mercury for h equal to several hundred feet and
Pq equal to several atmospheres:

>=Po(i4> (62)

Here T is the temperature of the gas at pressure
P; and Po and P are the absolute pressures of the
gas p,t the reference level A=0 and level h, respec-
tively. If the level of P is above the level of Po, h
is plus; if below, h has a minus sign. See section
12.1 for other definitions.

The temperature of the gas column ordinarily
can be assumed to be constant. If the gas tem-
perature varies in the gas column an arithmetic
average of the temperature based on equal incre-

ments of log p or here with sufficient accuracy, of
equal increments of elevation, will give the tem-
perature T to use in computing H. The factor H
is called "scale height" because it has the dimen-
sions of a length.

Equations (51) or (52) are primary for comput-
ing the difference in pressure at two elevations due
to a head of gas. In its derivation it has been as-
sumed that the gas law given in eq (49) holds, and
of course that the gas does not condense anywhere
in the system.

For each gas a table of values of H against tem-
perature wiU be useful. In computing H the ga&
constant R, varies with the gas. It equals the uni-
versal gas constant, 8.31439X10^ erg/mole deg,.

divided oy the molecular weight of the gas. Values
of R for a few gases are given below [531]. Using
these values of P, g in cm/sec^ and T in degrees
Kelvin, gives i!/ in centimeters which can readily be
converted to be in the same unit as the elevation h.

Constant R Molecular
Gas cmVsec» °K weight

Air, dry 2. 8704 X10« 28. 996
Carbon dioxide -- 2. 0800X109 44. 01

Hydrogen . 41. 242X10« 2. Om
Helium 38. 910X10' 4. ooa
Nitrogen . . 2. 9673X109 28. 02
Oxygen... 2. 5982 X10« 32. 00

From some points of view the method of compu-
tation to be presented is preferable, although it is an
approximation with about the same accuracy as eq
(52). In the absence of a mechanical computer it

is definitely less laborious. This method will be
used in all of the examples given below ; if the use

of eq (51) or (52) is preferred, the substitutions to

be made are straightforward.

In eq (48), dPjdh is the rate of change of pressure

per unit change in elevation. This rate varies

directly as the product of the gas density, inde-



pendent of its composition, and the acceleration of

gravity. The latter varies less than 0.3 percent
over the surface of the earth, and, as will develop,
introduces an error of this amount in a small cor-

rection term and therefore can be assumed to be a
constant.

Thus, if precomputed values of dP/dh are avail-

able, changes in pressure with elevation can be
computed by the relation

(53)

In order to facilitate computation using eq (53),

tables 11 and 12 have been prepared. The value
of dP/dh, the rate of change of pressure per unit
change in height of the gas column, is presented in

table 1 1 for selected values of the gas density and
for five different convenient units of measurement.
For convenience the absolute pressure for air only
is given for three air temperatures. Three as-

sumptions underly table 11: (a) The value of

fravity is 980.665 cm/sec^; (b) the gas is dry and
oes not condense in the system; and (c) the air

temperature of the gas column is constant, usually
the case to a sufficient degree in laboratories, it

shovdd be noted that the gas density and the corre-

sponding rates of change of absolute pressure given
in table 11 are independent of the composition of

the gas, pure or mixtures.
Table 12 is presented as an aid in determining

the density of dry air when the air pressure and
temperature are known. Air is assumed to have
an air density of 0.001293 g/cm^ at 0** C and a
pressure of 760 mm of mercury. The coefficient

of expansion of air is assumea to be 1/273; the
slight error thus introduced is inconsequential in

the practical use of the table.

An example will illustrate the utility of the
tables in computing the pressure difference caused
by a head of gas. Assume the pressure of air to

be 810 mm of mercury and the temperature 21" C,
to determine the pressure at a point 11 ft higher
in elevation. From table 12, the air density
corresponding to 810 mm of mercury and 21° C is,

by interpolation, 0.001280 g/cm'. Entering table

11 with this value, it is found that dPldh=
0.02861 mm of mercury per foot. The difference

in pressure at the two levels is

Ap=-^ /i= -0.0286X11= -0.31 mm Hg

and

P=810-0.31=809.69 mm Hg.

It is seen that variations in gravity up to 0.3

percent affect the pressure decrease of 0.31 in. of
mercury to an insignificant degree. Two sources
of error should be considered. First the density
itself and therefore dP/dh, may be in error. An
error in temperature measurement of 1° C,

unlikely in practice, introduces roughly an error

of 0.3 percent in gas density or in dP/dh. This
error is usually insignificant. Second, the value
of dP/dh varies with gas density, so that its value
is not precisely the same at 810 and 809.69 mm of

mercury. The difference here is less than 0.04
percent, obviously insignificant. In this examplo
the method is accurate to at least 0.01 mm of

mercury.
In the second case the accuracy is about the

same as the ratio of the pressure difference to the
reference pressure. If excessive, the error may be
reduced approximately one-half by two computa-
tions, first determining an approximate pressure
difference as outlined above, and finally, deter-
mining the pressure by using a value of dP/dh given
by the average of two values of dP/dh, one for the
density at the measured pressure &t h=0 and the
other lor the density determined by the approxi-
mate pressure computed for level h.

12.3. Return Head Correction

In many cases the differential pressure at the
level of the lowest mercury surface is desired.

In figures 4 and 5 this differential pressure is

Figure 4. Diagram illustrating computation of gas pressure
ai two levels from differential pressure measured with U-
tube manometer.

H, system with unknown pressure at high level; L, system with unknown
level at lower level. A, tube connected to system the pressure of which is

to be measured; B, manometer tube open to the atmosphere or connected to
pressure reference; C, level at which pressure is desired; Pm, Pn, Pit, absolute
pressure in system at various levels; Po, Pi, Pj, absolute atmospheric or
reference pressure at various levels, p, the measured differential pressures
A, Ao, differences in elevation.
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^
or

P.

P.0 ("Pia)

FiGURF 5. Diagram illustrating computation of gas pressure-

at two levels from gage pressure measured with cistern

manometer.

Se« flgure 4 toi meaning of symbols.

Pis— Pi' The gas pressure impressed upon the
mercury surface at the upper level is P^, figures

4 and 5, and must be known or obtainable. The
problem reduces to the computation of Ps in terms
of Pi. The significant elevation here is h which
is also the height of the mercury column.
From eq (53)

(54)

The absolute pressure Pa is greater than Pi,
therefore the correction is additive.

and

Pl3= Pl+i> (55)

(56)

Alternatively, based upon eq (51) and (52)

P„_P3=p+P,(l_g*/H)

k ry

(57)

(58)

The teTms-{dPoldh)h, P,(l-0 and -k/HP^
are nearly equivalent various forms of the return
head correction; only the term in eq (57) is

strictly rigorous, but the accuracy of tne others
is usually quite adequate.
For all practical purposes, in eq (56)

dh dh

a fact which often simplified computations.
Equations (56), (67), and (68) give the return

head correction for all forms of U-tuoe manometers
and for cistern manometers, with a change in
notation as indicated in figure 5.

For mercujy barometers of all forms, the return
head correction is zero.

All of the above discussion is for the case when
the low pressure side of manometer has a gas
above the mercury surface. In some applications
this space is filled with a liquid, that is for example
the Ime from Pi to Pj in figure 4L may be filled

with a liquid of density pi. It is unlikely that
the differential pressure Pu—Pj is of any interest,

but if so, it is

Piz—P,=p—Pigk (59)

where ptgh is the return head correction. Here pi

is the density of the liquid at the pressure Pi and
at its temperature. Compression effects can
ordinarily be neglected.

If Pj 13 in grams per cubic centimeter, g in

centimeters per second squared in ^ in centimeters,

the head correction is in dynes per square centi-

meter, which can be converted to the units of p
with the aid of table 1.

12.4. Elevation Correction, Gas Head

The basic relations for pressure change with
elevation enable computation to be made of the

absolute pressure at the significant levels in any
pressure system. The difference in the absolute

pressures at a given level in the two legs of a
manometer gives the required gage or differential

pressure. For barometers one of the absolute

pressures is essentially zero. The computations
will be made based only upon eq (53).

Generally, measurements of p, ho, and h as

indicated in figures 4 and 5 neea to be available.

To compute dP/dh using table 11, it is necessary

to enter table 11 with the density of the gases

involved. This, most simply requires that meas-
urements be made of the gas temperature and the

absolute pressure of the two gas columns at the

zero reference level; absolute pressures at other
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levels can be substituted without significant error

if these levels are within the height of the hquid
column.

In making computations a choice must be
made of the reference level from which elevations

are measured. This zero elevation can be one of

the mercury surfaces but this choice has the

disadvantage that the zero reference level then
varies with pressure. Computations are often

more conveniently made if the zero elevation of

the gas column is chosen to be the level at which
the differential pressure indicated by the barom-
eter or manometer is zero. The height of the gas
column is then, as indicated in figure 4, ho±hl2 for

U-tube instnmaents, or ho±h for cistern instru-

ments.

12.4.1 U-tube Manometers

Consider the pressure system figiire 4H, where
one leg of the manometer is open to the atmosphere
and the other leg connected to a chamber at a
level above the manometer. It is required to
determine the gage pressxu-e Pi^—Pi-

In leg B of the manometer the absolute gas
pressures are:

(60)

(61)

If the atmospheric pressure is measured at
some other elevation hgo than at the zero elevation
level,

dP
Po=PoQ~^'^ hoo' (62)

If the level of Pq is below that of Poo, the minus
sign in eq (62) changes to plus.

In leg A of manometer H, the significant gas
pressures are, based upon eq (53) and (61).

D ^ I D dPf) h
(63)

•Pl2

—

Pi:
dPr

-P+Po-
dPoh dPi,

dh 2 dh
(64)

12.4.2. Cistern Manometers

For cistern manometers, figure 5, the zero refer-

ence level is at the mercury surface in the cistern,

which ordinarily can be assimaed not to vary
significantly with pressure. Then for reference

absolute pressures in leg B,

and for absolute pressures in leg A,

Pro=p+P,=p+Po-^k

P,.=P,
dPio 7 ^ 1 T> dPp I dPio ,

dh dh dh

The differential pressure at level Pn is:

(66)

(67)

(68)

(69)

-P2=P+^ (h.-hy
dPio

' dh
ho' (70)

Again, if the level of P2 is below the level of Pq,

eq (70) applies if the sign of ho is changed, as
indicated in eq (65a) and (65b).

12.4.3. Barometers

In aU cases the pressures Po=Pi=P2=P3=0,
since the space above the mercury colimm is

evacuated.
In U-tube barometers the absolute pressur. ^

an elevation differing from that of Pio is simply,
using the notation in figure 4,

P12—Pioi^PlO 1 T> dPi3
ho=r'13dh dh (|±4 (71)

In cistern barometers the absolute pressure at
an elevation above or below the level of the mer-
ciuy smiace in the cistern, where the pressure
is Pio, is:

Pn^Pi,±^h- (72)

The gage pressiire at level ho is (eq 61 and 64)

For cases, such as illustrated in figm-e 41,, where
the level at which the differential pressure is below
the level of Pq, it is only necessary to change the
sign of Ao- Equation (65a) becomes

12.5. Elevation Correction, Liquid Head

To consider this case, assimie in figure 4i that
the tubing from both mercury surfaces to chamber
C are fiUed with the same pressure transmitting
liquid of density p. Assmne that the pressures are
low so that compression of the transmitting liquid

and of mercury can be neglected. It is then seen
in fierure 4£ that
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Pio-Po=Piz-Pi=Pi2-P2=p-Pigh. (73)

Thus, the differential pressure at any level

requires only a correction for the return head, as

discussed in connection with eq (59).

To take care of compression of the transmitting
liquid it is only necessary to modify the value of
the density pi in eq (73).

It is imusual for the transmitting liquids to
to differ in the two legs of the manometer, so that
this case is not considered here.

13. Vacuum Error of Barometers

The vacumn above the mercurj'^ column of

barometers is never perfect; mercury vapor and
some air, and perhaps other gases are always
present. The pressure of the gases in the vacuum
space results in an error in the measured pressiu"e,

and when known either by computation or meas-
urement must be added to the measured pressure

to secure the pressure.

In precise measurements the vacuum is main-
tained below a value set by the desired precision

of measurement by means of a diffusion pump.
The vacuum can be checked with a McLeod gage
to an accuracy of the order of ±10 percent. In
this procedure however the effect of the meremy
vapor is neither eliminated nor measiu^ed. If the

precision desired warrants, a correction must also

be apphed for the pressure of the mercury vapor,
obtained from tables of observed values, as table 3.

The operation schedule of the diffusion pump and
temperature conditions must be such that equi-

libriima values of the mercury vapor pressm-e exist

at the time readings are made.
The precision in measurement desired may be

such that a less elaborate procedure than that just

described can be followed. The correction to be

applied is the sum of the mercury vapor pressure at

the barometer temperatiue and of the pressure

measiu-ed by the McLeod gage. The diffusion

pump is only operated when the vacuum has

deteriorated to a value where the uncertainty of

the McLeod gage measurement is of the same
order as the desired precision in the measm-ed
pressure. It should be noted the vacumn cor-

rection varies with the height of the mercury

column, since the volume of the vacuum space
varies and the mass of the gas, except the mercury
vapor, is approximately constant.

In portable barometers no correction is ordi-

narily made, or justified, for the back pressm^e in

the vacuum space above the mercury column. If

the barometer tube is equipped with a mercury
seal valve, the vacuum can be kept within require-
ments for precision in pressure measurement by
periodic evacuation of the tube through the valve.
The frequency of evacuation needed can be deter-

mined only by experience; in general evacuation
is needed after subjecting the barometer to some
definite number of pressure cycles.

If the portable barometer is not equipped with
a valve in the top of the tube, a poor vacuum may
be detected by tipping the tube with suitable pre-

cautions to avoid damage or' uncovering the
bottom of the tube, so that the gas is subjected to

about one-fourth of an atmosphere. If the appar-
ent size of the bubble is greater than about two
or three miUimeters the vacuum needs improve-
ment. In general barometers in the best of condi-

tion wiU have a bubble upon tipping, of the order
of about one mUlimeter in size. Barometers
subjected only to ambient atmospheric pressure

have been known to maintain a satisfactory

vacumn for years; on the other hand, altitude

barometers in frequent use over a large pressure
range may maintain a satisfactory vacuum only
for periods as short as a month. The vacuum is

reestablished either by a complete overhaul job
on the barometer, or if the design permits, by
removing the gas within satisfactory limits by the

procedm-e described in sec. 6.4.

14. Compression of Mercury

The compression of mercm-y with pressiu*e

affects its density as discussed in sec. 4.4. The
standard values of the density of mercury are

generally for mercm-y subjected to 1 atm of pres-

sure. The compression of mercury must be con-
sidered particularly in high pressure manometers
(sec. 5.6) and only in very precise measurements
at relatively low pressures. In barometry and
for aU portable barometers and manometers the
accuracy usually obtainable makes application of

any correction for mercury compression insignifi-

cant.

Consider ajnanometer ia which mercury surface

in the two legs are subjected to pressures P and Pu

Then

P-P^= pgh. (48)

The merciuy at the lower merciuy level is com-
pressed by pressure P or Pi-{-pgh. Assuming that

the compression of mercury is given by p—po
(l+aP), eq (11), sec. 4.4

p=Po[l+a (Pi+pgh)]. (74)

In a more accinrate derivation for the compres-
sion effect due to ft column of mercury the relation

is



p= Po[l + a(P,+ pogh)]. (75)

Here p and po are respectively the densities of

mercury at pressure Pi+ pgh and at zero pressure;

k is the height of the mercury column; and a is

the volume coefficient of compression per unit

pressure.

The standard density p, applies to mercury
under a pressure of one atmospnere. Therefore,

if Oj is the compression coefficient per atmosphere,

p,=Po(l+a,). (76)

Without significant error eq (75) now becomes

P=P.[l-a>+a.(Pi+^)]. (77)

and eq (48) where in atmospheres P—Pi= ph/p,h,

P-Pi=^[l-a.+a, (Pi+^)1- (78)

All of the quantities in the right hand side of

the equation are either constants or measured.
The pressure P—P\ is in atmospheres and hs is

the height of the mercury column at 1 atm of

absolute pressxire.

Consider the case of the barometer where 1 atm
of pressure is defined as a mercury column 760
mm in height subjected to standara gravity with
the density of mercury equal to 13.5951 g/cm.^

This density is the commonly accepted value at
0° C and under a pressure of 1 atm. To consider

this case, eq (78) can be written, since Pi=0.

P=^[l-a,+a,^]. (79)

At the bottom of the mercury column where the
mercury is subjected to 1 atm of pressure, eq (79)
gives P= unity. At the top of the column the
term ajilh, is practically zero and P=h(l-a,)/h,.
Two conclusions can bo derived. First, an inter-

val of 1 mm will represent a higher pressure at the
bottom than at the top of tlio column, specifically

for 1 atm difference in compressing pressure, about
4 parts per million. Second, a pressure of 1 atm
is defined as 1,013.250 dyiics/cm^, which when
converted to a mercury column of 760 mm implies

a mean density of mercury of 13.5951 g/cm^ at
0° C. Thus in a mercury column of 760 mm
representing 1 atm of absolute pressure, the den-
sity of mercury assumed is 2 parts per million

gr^eater than 13.5951 g/cm^ at the bottom of the
column and the same amount less at the top of the
column. Thus the assumed density at 0° C and
at 1 atm differs from the presently accepted value
by about 2 parts per million. For most purposes
the point is academic.

In manometers measuring gage pressure (differ-

ential pressure with reference to atmospheric
pressure) the situation is the reverse of that for

barometers, since the mercury is generally subj ected

to pressures above atmospheric. A millimeter of

column height is equivalent to a pressure greater
than 1 mm of mercury under standard conditions,

roughly amounting to 4 parts per million per
atmosphere of applied pressure.

15. Computation of Corrections

Representative examples of the computation of

corrections as outlined in the previous sections

may be useful. For manv types of portable barom-
eters and manometers the only corrections ordi-

narily applied are for scale, temperature and
gravity errors. Two examples of such cases will

e given.

One additional example will be presented where
higher accuracy is desired and corrections for the

more significant errors will be applied. Some
errors will remain uncorrected, sucn as for the

compressibility of mercury, since the accuracy
attainable normally makes them insignificant.

The application of the corrections is based upon:
(a) adequate primary data; and (b) upon the use

of tables such as presented in this paper. It must
be emphasized that valid alternative methods of

computing the corrections exist and that the

methods here used are justified only by their

convenience.

15.1. Fortin Barometer

The following readings are taken:

Reading: 1021.15 mb

Barometer temperaturo; 23.2° C.
Other needed data or information are:

Acceleration of gravity: 979.640 cm/sec*
Scale correction (includes correction for zero,

capillary and vacuum errors)+ 0.35 mb
Brass scale calibrated to be accurate at 0° C.

(a) Scale Correction
Reading =1021.15
Scale correction= +0. 35

R, =1021. 50 mb
(b) Temperature Correction.

Table 6 is entered with 1021.50 and 23.2° C to

obtain by interpolation —3.86 mb for the temper-
ature error C,.

i?,= 1021.50

C,= -3.86

i2,= 1017.64 mb
Rt is the reading corrected for temperature error,

(c) Gravity Correction.

Table 8 is entered with 1017.64 mb and 979.640
cm/sec^ to obtain by interpolation —1.06 mb for

the gravity correction Cg.



i2,= 1017.64
C„= -1.06

P=1016.58 mb
The pressure P is then 1016.58 mb at the level of

the mercury surface in the cistern.

15.2. Altitude Barometer, Fixed Cistern

This example is included as an illustration of the
application of the temperature correction. The
following readings are taken:

Reading: 352.7 mm of mercury
Barometer temperature: 23.6° C.

Other needed data or information are:

Acceleration of gravity=979.640 cm/sec^
Constant K to be added to reading to obtain
the temperature correction: 65 mm
Scale correction (includes correction for zero,

capillary and vacuum errors): —0.5 mm of

mercury at the reading.

Brass scale calibrated to be correct at 0° C or if

not, error is absorbed in the scale correction,

(a) Scale correction

Reading i?=352.7
Scale correction C,= — 0.5

Corrected reading R,— 2,52.2 mm of mercury
(b) Temperature correction

R, =352.2
Constant ^L= 65.0 (see eq (36) sec. 9.3.1.)

Ra+K =417.2 mm of mercury.
Temperature correction table 6 is entered with

R,+K and 23.6° C to obtain —1.6 mm as the
temperature correction C,

R,=352.2
(7,= -1.6

i?,=350.6 mm of mercury= reading corrected
for scale and temperature errors,

(c) Gravity correction

Gravity correction table 8 is entered with the
acceleration of gravity 979.640 cm/sec^ and Rt, to

obtain —0.37 mm as the correction.

/?,=350.6
(7,= -0.4

The following readings are taken on a manom-
eter illustrated in figure 4L.
Reading on scale:

upper mercury surface 1150.92 mm
lower mercury surface 130.27 mm

Manometer temperature: 23.21° C
Meniscus heights: upper 1.0 mm; lower 1.3 mm

Other needed data or information are:

Bore of tube: 20 mm
Acceleration of gravity: 979.640 cm/sec^
Absolute pressure Pq, figure 4L: 380.22 mm of
mercury

Elevation at which differential pressure is de-
sired: 20 ft below the mercury surface at whic.h the
differential pressure is zero {ho in fig. 4L).

Zero correction: the reading at zero differential
pressure averages 0.02 mm higher in tube A, figure

4L (high-pressure side), after applying the capil-

lary correction. While it is questionable if this

correction is a constant independent of differential

pressure, it will be applied.

Scales and vernier will be assumed to measure
column heights accurately at 0° C.
Thermal coefficient oi expansion of scale:

l7.2X10-« per ° C
Alinement enofs are assumed to be zero.

(a) Nominal height of mercury column
Ri= 1150.92

-130.27

Nominal height= 1020.65
(b) Zero correction

Since the reading tube A reads higher at zero
differential pressure, the nominal reading should
be increased 0.02 nrni and becomes 1020.67 mm.

(c) Capillary correction

From table 10 the correction for a meniscus
height of 1 .0 mm, tube bore, 20 mm= +0.024 mm

;

for a meniscus height of 1.3 mm= +0.030 mm.
The nominal reading, corrected for capiEarity iii

1020.67-0.030+ 0.024= 1020.66 mm, which is h„
the corrected scale reading at 23.21° C.

(d) Actual height of mercury column at 23.21° C
To reduce the nominal height h, to the actual

height h at 23.21° C, a correction must be made
for the thermal expansion of the scale. In the
absence of tables.

P= 350.2 mm of mercury.
Thus, the pressure at the level of the mercury

surface in the cistern is 350.2 mm of mercury.

15.3. Manometer, U-tube

In this example all corrections normally applied

will be made based upon an accuracy of 0.01 mm
of mercury in a pressure by a U-tube manometer.
The procedure is essentially the same for a U-

tube barometer, except for differences, easy to

handle, due to the fact that the pressure above
one mercury surface is nominally zero in the

barometer; this fact may however make a vacuum
correction necessary.

hl2'

1020.66

1+st 1+ 17.2X23.21X10-
=1020.25 mm.

(e) Temperature and gravity correction

These corrections can be made in one of twO'

ways, both of which will be presented. In the first

procedure a correction to be applied to h will b&
computed. The sum of the temperature correction

Ct and the gravity correction Cg is:

\l+mt g, J

The term m</(l+mO is obtained from table 7^

•i;5



the column headed invar, since hero the thermal
expansion of the scale is zero. For 23.21° C,
i<'= -0.0042018.
The term {g—g,)g, is obtained from table 8 from

the column headed "Correction factor". For
979.G40 cm/sec^ it equals —0.0010452.

Their sum gives

C,+C4= -0.0052470(1020.25)= -5.35 mm.

The reading corrected for temperature and
gravity errors, the differential pressure p in figure

4L is then

p=1020.25— 5.35= 1014.90 mm of mercury.

Alternatively, the differential pressure P can be
computed directly from

pghv=——
p,9t

(45)

Here p,, and p are the density of mercury respec-
tively at 0° C and 23.21° C, 13.5951 and 13.5380
(from table 3) gs/cm^; and g, and g are the standard
and ambient accelerations of gravity, 980.665 and
979.640 cm/sec^, respectively.

Inserting these values, and the value for k in (d)
above, in eq (45)

13.5380X 979.640X 1020.25

13.5951X980.665

= 1014.90 mm of mercury.

A slight difference of the order of a few microns
•(0.001 mm) in the values of p by the two methods
•of computation can be expected from the fact that
m, the volume coefficient of thermal expansion of

mercury is an average value. The latter value of

p is the more accurate.

(f) Return head correction

If the differential pressure (fig. 4L)

Pi3—Ps is desired:

Prz P.-p-'-^h.
dh

(57)

Here p= 1014.90 mm of mercury and ^=1020.25
mm (3.347 ft).

For an air pressure Po=380.22 mm of mercury
and temperature of 23.21° C, the air density is

obtained by interpolation from table 12 to be
595.7 X10-%/cm8. From table 11, dPJdk corre-
sponding to this density is found to be 0.0133 mm
Hg/ft. Then

P,8-Pj=1014.25-0.0133X3.347

= 1014.21 mm of mercury.

The return head correction is 0.04 mm of

mercury.

(g) Differential pressure at level 20 ft below
Po level

In this case, referring to figure 4L:

P..-A=J>-f (A.+^)+'i^ (A«-^)- (05b)

Here p= 1014.25 mm of mercury; (fPo/c^A=0.0133
mm of mercury / ft;

/k,+^=20+ 1.673 ft.; and K-\=\%.?,21 ft.

To compute dPio/dh, Pio to sufficient accuracv=
£+Po=1014.25+ 380.2= 1394.4 mm of mercury.
Following the procedure outlined above under (f)

using tables 11 and 12, c?Pio/c^A=0.0489 mm of
mercury / ft for p+Po and 23.21° C, therefore

Pi;-P2= 1014.25-0.0133X2l.7+ 0.0489X18.3

= 1013.64 mm of mercury.

The elevation correction is +0.61 mm of mercury
(P:2-P2-Pl8+P8).

16. Testing at the National Bureau of Standards

For testing mercury barometers, the National
Bureau of Standards has a standard barometer
and barostat installed in a subbasement room the
temperature of which is maintained closely at
25° C. See sees. 5.4, 6.1.3, 6.2.2, and 8.2 for

details. The accuracy, now 0.02 to 0.03 mm of

mercury, is not considered entirely adequate for

testing portable barometers with accuracies ap-
proaching 0.05 mm of mercury. Continuing effort

is made to improve the accuracy.
For testing manometers the Bureau has a

mercury manometer with a range of 50 psi (100 in.

of mercury). Piston gages of the air type are
under development for use as standards in order

to improve the accuracy and convenience of
operations.

The National Bureau of Standards accepts for

test mercury barometers and manometers wliicli

are: (a) the reference standard or one working
standard of an organization or laboratory; and
(b) reference tests when the measurement of
pressure is in dispute. The accuracy of the
instruments submitted must be at least ±0.1 mm
of mercury. See ref. [582] for details regarding
the acceptance of instruments for test.

Instruments submitted for test should be sent to
"National Bureau of Standards, Attn: Mechani-
cal Instruments Section, Washington 25, D.C."



A purchase order issued to the National Bureau
of Standards authorizing the test must be sup-
plied. It is advisable to arrange for the test by
correspondence or telephone previous to shipping
the instrument. Tests fees are listed in the current

NBS Test Fee Schedules which are based on cost.

The experience of the Bureau is available to

laboratories and manufacturers on the various

problems associated with the precise measurement
of pressure. Visits of technical personnel to
discuss problems should be arranged in advance.

The authors are grateful to Dr. H. F. Stimson
and to L. F. Harrison, of the Weather Bureau for
many suggestions and correction.

17. References

The first two digits in each number are the year of pub-
lication of the reference.

[Oil] Comptes rendus des s6ances de la troisi^me conf^- [413]
rence generate des poids et mesures, r^unie k Paris
en 1901. Travaux et memoires de Bureau Inter-
national des Poids et Mesures.

[121] P. W. Bridgman, Mercury, liquid and solid under
pressure, Proc. Am. Acad. Arts Sci. 47, 347 (1912).

[141] M. H. Stillman, Note on the setting of a mercury [414'

surface to a required height, BS Sci. Pap. 10, 371
(1914) S214. [421

[191] P. W. Bridgman, The measurement of high hydro-
static pressures; a secondary mercury resistance [451
gauge, Proc. Am. Acad. Arts. Sci. 44, 221 (1919).

[231] r. A. Gould, Barometers and manometers, Diet.
Apphed Physics 3, 140 (Macmillan & Co. London, [452
1923).

[271] F. G. Keyes and J. Dewey, An experimental study
of the piston pressure gage to 500 atmospheres, [453
J. Opt. Soc. Am. 14. 491 (1927).

[291] K. C. D. Hickman, The mercury meniscus, J. Opt. [454
Soc. and Rev. Sci. Instr. 19, 190 (1929).

[301] U.S. Weather Bureau, Barometers and the measure-
ment of atmospheric pressure, Circular F, Instru- [461
ment Division, reprinted (1930).

[311] C. H. Meyers and R. S. Jessup, A multiple manom- [471
eter and piston gauges for precision measure-
ments, BS J. Research 6, 1061 (1931) RP324.

[321] A. Michels, The calibration of a pressure balance in [481
absolute units, Proc. Krinkl. Akad. Wetenschap.,
Amsterdam 35, 994 (1932).

[331] F. E. Fowle, Smithsonian physical tables, 8th rev. [482
ed., (Smithsonian Inst., 1933).

[332] F. A. Gould and J. C. Evans, A new form of baro- [483
Stat, J. Sci. Instr. 10, 215 (1933).

[333] J. E. Sears and J. S. Clark, New standard barometer, [491
Proc. Roy. Soc. (A) 139, 130 (1933).

[341] I. B. Smith and F. G. Keyes, Steam research, III A.
Compressibility of hquid mercury from 30° to [492
300° C, Proc. Am. Acad. Arts Sci. 69, 313 (1934).

[351] C. Moon, A precision cathetometer, J. Research
NBS 14, 363 (1935) RP774. [493

[361] E. Schmidt, Measurement of small pressure differ-

ences at high pressure, VDI 80, 635 (1936). (In [494
German).

[371] J. R. Roebuck and W. Cram, A multiple column [495
mercury manometer for pressures to 200 atmos-
pheres. Rev. Sci. Instr. 8, 215 (1937).

[391] J. Reilly and W. N. Rae, P i.ysico-chemical methods, [495
1, (D. Van Nostrand Co., N.Y., 1939).

^

[401] B. E. Blaisdell, The physical properties of fluid rgQj

interfaces of large radius of curvature. II. Nu-
merical tables for capillary depressions and menis- rg.,

cus volumes, in moderately large tubes, J. Math. ^

and Phys. 19, 217 (1940).

[411] J. A. Beattie, B. E. Blaisdell, and J. Kaye, An ^^'^^

experimental study of the absolute temperature
scale. IX. The determination of the capillary [513

depression and meniscus volume of mercury in a
manometer, Proc. Am. Acad. Arts Sci. 74, 389 [514

(1941).

[412] J. A. Beattie, D. D. Jacobus, J. M. Gaines, Jr., [515;

M. Benedict, and B. E. Blaisdell, An experimental
study of the absolute temperature scale. VI. The

gas thermometer assembly and the experimental
method, Proc. Am. Acad. Arts Sci. 74, 327 (1941).

J. A. Beattie, B. E. Blaisdell, J. Kaye, H. T. Gerry,
and C. A. Johnson, An experimental study of the
absolute temperature scale. VIII. The thermal
expansion and compressibility of vitreous siUca
and the thermal dilation of mercury, Proc. Am.
Acad. Arts Sci. 74, 370 (1941).

G. W. C. Kaye, and T. H. Laby, Physical and chem-
ical constants (Longman, Green & Co

, 1941).
E. Wickers, Pure mercury, Chem. Eng. News 20,
nil (1942).

J. Kistemaker, On the volume of mercury meniscus
and the surface tension of mercury and deduced
from them, Physica II, 270 (1945).

J. Kistemaker, The capillary depression of mercury
and high precision manometry, Physica 11, 277
(1945).

D. J. LeRoy, An automatic difiFerential manometer,
Ind. Eng. Chem. Anal. Ed. 17, 652 (1945).

H. F. Stimson, The measurement of some thermal
properties of water, J. Wash. Acad. Sci. 35, 201
(1945).

C. Kemball, On the surface tension of mercury.
Trans. Faraday Soc. 42, 526 (1946).

D. R. Stull, Vapor pressure of pure substances, Ind.
Eng. Chem. 39, 517 (1947). (References and data
on vapor pressure of mercury.)

D. P. Johnson, CaUbration of altimeters under pres-
sure conditions simulating dives and climbs,
NACA Tech. No. 1562, (1948).

W. G. Bromacher and H. E. Ferguson, Manometer
tables, Inst. Soc. Am. RP2.1, 32 pp. (1948).

I. E. Puddington, Sensitive mercury manometer,
Rev. Sci. Instr. 19, 577 (1948).

W. G. Brombacher, Some problems in the precise
measurement of pressure. Instruments 22, 355
(1949).

H. Ebert, Estabhshment of a pressure scale and ex-
perimental realization up to 20,000 atmospheres,
Z. angew. Phys. 1, 331 (1949). (In German.)

H. F. Stimson, The international temperature scale
of 1948, J. Research NBS 42, 209 (1949) RP1962.

R. S. Burden, Surface tension and the spreading of
Uquids, (Cambridge Univ. Press, 2d ed., 1949).

W. D. Wood, The development and maintenance of
calibrating standards by an instrument manufac-
turer. Instruments 22, 1004 (1949).

P. W. Bridgman, The physics of high pressure (G.
Bell & Sons, London, 1931 ed. with suppl., 1949).

F. P. Price and P. D. Zemanv, A simple recording
manometer. Rev. Sci. lustr. 21, 261 (1950).

S. Haynes, Automatic calibration of radiosonde bare-
switches. Electronics 24, 126 (May 1951).

R. G. List, Smithsonian Meteorological Tables 6th
Rev. ed. (Smithsonian Instit., 1951).

J. M. Los and J. A. Morrison, A sensitive differential

manometer. Rev. Sci. Instr. 22, 805 (1951).

R. Meaken, Determination of mercury level in steel-

tube manometer. J. Sci. Instr. 28, 372 (1951).

E. C. Hass, Correcting mechanism for mercury
column type measuring instruments, U.S. Patent
No. 2,542,671 (Feb. 20, 1951).



(516] T. B. Douglas, A. F. BaU, and D. C. Ginnings, Heat
capacity of liquid mercury between 0° and 450°C;
calculation of certain thermodynamic properties
of the saturated liquid and vapor, J. Research
NBS 46, 334 (1951) RP2204.

(521] F. A. Gould and T. Vickers, Capillary depression in
mercury barometers and manometers, J. Sci.

Instr. 29, 85 (1952).

(522] J. B. Lawrence, Mercury, Instruments 25, 310
(1952).

(531] Chiarles D. Hodgman, ed. Handbook of physics and
chemistry (Chemical Publishing Co., 35th ed.,

1953-54).

(532] H. J. Svec and D. S. Gibbs, Recording mercurial
manometer for pressure range 0-760 mm Hg, Rev.
Sci. Instr. 24, 202 (1953).

1533] World Meteorological Organization, Commission
for Instruments and Methods of Observation,
Abridged final report of the first session, Toronto,
1953. WMO No. 19, RP 9, p. 73, Secretariat of the
WMO, Geneva, Switzerland, 1953.

(534] World Meteorological Organization, Fourth session
of the Executive Committee, Geneva, 1953.
Abridged report with resolutions. WMO No. 20,
RC5, p. 86, Secretariat of the WMO, Geneva, Swit-
zerland, 1953.

(535] R. H. Busey and W. F. Giauque, The heat capacity
of mercury from 15 to 330°C. Thermodynamic
properties of solid, hquid and gas. Heat of fusion
and vaporization, J. Am. Chem. Soc. 75, 806
(ly53).

(541) K. E. Bett, P. F. Hayes, and D. M. Newitt, The
construction, operation and performance of a
primary standard mercury column for the meas-
urement of high pressure. Phil. Trans. 247, 59
(1954).

1542] K. E. Bett, K. E. Weale, and D. M. Newitt, The
critical evaluation of compression data for liquids
and a revision of the isotherms of mercury, Brit.

J. Appl. Phys. 5, 243 (1954).

{543] T. F. W. Embleton, A semi-automatic electrical

manometer designed to calibrate a Mack-Zehnder
interferometer system for the recording of transient
pressure changes. Rev. Sci. Instr. 25, 246 (1954).

[544] J. R. Roebuck and H. W. Ibser, Precision multiple-
mercury-column-manometer, Rev. Sci. Instr. 25,
46 (1954).

[551] L. V. Judson, Units of weight and measure; defini-

tions and tables of equivalents, NBS Misc. Publ.
214, (1955).

[552] National Physical Laboratories, Teddington, Meas-
urement of pressure with the mercury barometer.
Notes on App. Sci. No. 9, (1955).

[553] H. F. Stimson, Precision resistance thermometry and
fixed points; Temperature, its measurement and
control, Am. Inst. Phys. 2, 141 (1955).

[554] E. T. Levanto, A new normal barometer, Ann. Acad.
Sci. Fennicae AI, No. 191, (1955).

[555] Helmut Moser, High temperature gas thermometry.
Temperature, its measurement and control, Am.
Inst. Phys. 2, 103 (1955).

[556] Second Congress of the World Meteorological Or-
ganization, Geneva, 1955. Final report, vol. II,

Technical regulations. WMO No. 48, RCflO, p. 23,
Secretariat of the WMO, Geneva, Switzerland,
1956.

[557] E. C. Halliday and H. J. Richards, The barometer
calibrating facilities at the^uth African National
Phvsical Laboratory. S. African J. Sci. 51, 217
(1955) .

[558] F. M. Ernsberger and H. W. Pitman, New absolute
manometer for vapor pressures in the micron range.
Rev. Sci. Inst. 26, 584 (1955).

[561] N. Fuschillo, Improved method for cleaning mercury.
Rev. Sci. Instr. 27, 410 (1956).

[562] M. Ross and E. E. Suckling, Permanent record from
a mercury manometer. Rev. Sci. Instr. 27, 409
(1956) .

[563] E. C. Halliday, Temperature corrections for com-
mercial barometers. S. African J. Sci. 52, 178
(1956).

[564] World Meteorological Organization Technical Regu-
lations, Secretariat of the W'MO, Geneva, Switzer-
land 1. WMO No. 49, Bd 2 (1956).

[571] A. H. Cook and N. W. B. Stone, Precise measure-
ments of the density of mercury at 20° C. I.

Absolute displacement method. Phil. Trans. [A]

250, 279 (1957).

[572] J. Farquharson and H. A. Kermicle, Precise auto-
matic manometer reader, Rev. Sci. Instr. 28,
324 (1957).

[573] K. W. T. EUiot and D. C. WUson, An optical probe
for accurately measuring displacements of a re-

flecting surface, J. Sci. Instr. 34, 349 (1957).
[574] C. L. Gordon and E. Wichers, Purification of mercury

and its physical properties, Ann. N.Y. Acad. Sci.

65, 369 (1957).

[575] H. Moser, J. Otto and W. Thomas, Gasthermome-
trische Messungen bei hohen Temperaturen, Z.
Physik 147, 59 (1957).

[576] J. Gielessen, Ueber ein Normalbarometer neuerer
Konstruktion, Z. Instrumentenk 65, 63 (1957).

[581] A. J. Eberieij, Laboratory pressure measurement
requirements for evaluating air data computer,
Aeronaut. Eng. Rev. 17, 53 (1958).

[582] Test for schedules of the National Bureau of Stand-
ards, Mechanics, Reprinted from Federal Register
23, No. 188, (1958).

[591] WBAN Manual of barometry. Published undc
sponsorship of U.S. Weather Bureau, Dept. of the
Air Force, Air Weather Service and Dept. of the
Navy, Naval Weather Service Division. Govt.
Printing Office 1 (1959). In press.

[592] Jean Terrien, Methodes optiques pour measurer la

hauteur de mercure d'un manomfetre; noveau
manomfetre interfer^ntiel, Rev, d'Optique 38,
24 (1959).

Table 1. Conversion factors for various pressure units equivalent for unit value in first column

Pressure unit value mm mercury in. mercury cm water in. water
mb 0° C 0° C glcm^ Ibjint. 20° C iO" C

1 atm _._ 1013. 250 760.000 29.9213 1033. 227 14. 69595 2116 22 1035. 08 407. 513
Imb _ 1 0.75006 0.029530 1. 0197 0. 014504 2.0885 1. 0215 0. 40218

1.3332 1 0. 03937 1. 3595 .019337 2.7845 1.3619 .53620
1 Id. mercury _ 33.864 25.400 1 34.531 .49115 70. 726 34.593 13. 619

1 g/cm' 0.98067 0. 73556 0. 028959 1 .014223 2. 0482 1.0018 0. 39441
1 lb/in.>. 68. 9476 51. 715 2. 0360 70. 307 1 144 70.433 27. 730

llb/ft> 0.47880 0. 35913 0. 014139 0. 48824 0.0069444 1 0. 48912 0. 19257
1 cm water 20° C . 97891 .73424 .028907 .99821 .014198 2.0444 1 .3937

1 In. water 20" C _. _ 2. 4864 1. 8650 . 073424 2. 5354 .036063 5. 1930 2.5400 1

1 atm= 10332.3 Kg/m»=1.03323 Kg/cm2.
1 bar =1000 mb=10«dyne8/cm».
1 in. =2.54 cm (old value, 2.54000508 cm; 2 parts per million greater).
1 lb=.45359237 Kg (old value, .45359243 Kg; 2 parts per 15 million greater).
Density of water at 20° C = . 998207 grams.'cm'.



Table 2. Ratio of tke density of mercury at t° to the density at 0° C at 1 atm of pressure

' c 0 1 2 3 4 5 0 7 8 9

0 1.0000 0300 0.9998 1859 0 9986 3722 0. 0U94 5591 0. U992 74U5 0. 9990 93 14 U. 9989 1229 0. 9987 3118 0. 9985 5012 0.0983 0911
10 a 9981 8816 . 9980 0725 . 9978 2639 . 9U7U 455U . UU74 C483 . 9972 8412 .9971 U340 . 9Uu9 2285 . 99li7 4228 . 9905 0177
2U . 99o3 8130 . 8962 0088 . 99tj0 2051 . 9958 4019 . U\*5G 6991 . 9954 790S . 9U52 9W50 . 9951 1930 .9949 3927 . 9947 6923
30 .6945 7923 .9943 9928 .9942 1938 . 9940 3952 . 9938 5970 . 9930 7903 . 9935 0021 .9933 2053 .9931 4089 . 9929 0130
40 .9927 8175 .9936 0225 .9924 2279 . 99J2 4337 .9920 U400 . 9918 84H7 . 9917 053S .9915 2014 .9913 4094 . 9911 G777
50 .9909 8866 .9908 0953 . 9906 3064 .9904 5155 .9902 7200 . 9900 93U9 .9899 1482 . 9897 3598 .9395 5719 . 9893 7844

Table 3A. Density and vapor pressure of mercury

The density Is based upon the value 13.S961 g/cm* at 0° O and the ratios of
Table 2.

Table 4. Density of mercury

Based upon the value of 13.6453 926 g/om' at 20° C and the ratios of table 3

Temperature

• C
-20
-10

0
1

2

3
4

6
6
7

0 F
-4
14

32
33.8
35.6

37.4
39.2

41

42.8
44.0

46.4
48.2

50
51.8
53.6

65.4
67.2

59
60. S
02.0

04.4
00.2

08
09.8
71.0

73.4
75.2

77
78.8
80.0

82.4
84.2

Density

13. 0446
13. 6198

13. 5961
13. 5926
13. 5002

13.6877
13.6862

13. 5828
13. 5803
13, 6779

13,6754
13. 6729

13. 6705
13. 5680
13. 5655

13. 5031
13. 5000

13. ,'i5S2

13. 5557
13. 5533

13. 5.W8
13. 54,S4

13. 54.19

13. 5435
13. 5410

13. ."1385

13. 5301

13. 5330
13. 5312
13. 5287

13. 5203
13. 5239

Vapor
pressure
0.001
mm of
mercury

0.024
.073

.303

.330

.640

.829

1.08

1.28

"i."52'

1.80

'2.' 12'

2. 50

Temperature

87.8

89.6
91.4
93.2

96
96.8

68.6
100.4
102.2

104
106.8

107.6
109.4
111.2

113
114.8

110. 0
118.4
120.2

122
123.8

12-1. 0

127.4
129.2

131

132.

8

134.6
13(1. 4

133.2

140

Density

y/cm'
13. 5214
13, 5190

13. 5165
13,6141
13,5116

13. £362
13.6067

13.6043
13. 6018
13. 4994

13. 4970
13. 4945

13. 4921
13. 4smi
13. 4872

13. 4S4S
13. 4S23

13. 4799
13. 4775
13. 4750

13. 4726
13. 4702

13. 4077
13. 4fi,'^3

13. 4029

13. 4604
13. 4580

1.1 4550
13. 4531
13. 4507

13. 4483

Vapor
pressure
0.001
mm of

"mercury

2.94

4.37

6.32

9.26

13. 26

IS. 78

Temperature Density Tempoiature Density

cry
J*

AU 32. 00 13. 5950 l>o9 30 8t). 00 13 roll f\n\

1
1 33. 80 13 5920 220 31 87. 80 13.

2 35.60 13 5901 509 32 89.00 13 51 05 009
S 87.40 13 6S70 oiy 33 91.40 13 5140 660
4 39. 20 13 5852 277 34 93. 20 13. 6110 110

0 41. 00 13 5S27 041 35 9a. 00 13 r.nni r.Tn

C 42, 80 13 5803 014 30 90. 80 13 KA/tT niTWH>7 A37
7 44.60 13 6778 392 37 9S.00 13 6042 809
g 40. 40 13 6753 777 38 100. 40 13 0\)lO ooc

9 48^20 13 6729 108 39 102. 20 13 4993 971

10 60.00 13 6704 608 40 104.00 13 4909 661
11 51.80 13 5079 973 41 105. 80 13 4945 158
12 53,60 13. 5055 385 42 107. 00 13 4920 761
13 55,40 13. 5630 805 43 109. 40 13 4890 308
14 57,20 13. 6600 230 44 111.20 13 4871 983

16 ,S9 00 13. 5581 063 45 113.00 13 4847 603
16 00,80 13. 5557 102 40 114.80 13 4823 228
17 02,00 13, 5532 548 47 110.00 13 4798 800
18 64,40 13. 5507 999 48 118. 40 13. 4774 498
19 66.20 13. 5483 459 49 120.20 13 4750 139

20 68.00 13 5458 924 50 122.00 13 4725 789
21 69.80 13 5434 395 51 123. 80 13 4701 443
22 71. no 13 5)09 S74 52 125.00 13 4677 103

23 73.40 13 .5385 359 53 127. 40 13 4052 709
24 75.20 13 5300 850 54 129. 20 13 4028 440

25 77. 00 13 5330 347 55 131.00 13 4004 117
20 73.80 13 5311 852 56 132. 80 13 4579 800
27 80 CO 13 5287 302 57 134. 00 13 4555 486
23 82. 40 13 5202 878 58 130. 40 13 4531 180
29 84. 20 13 5238 402 59 138. 20 13 4500 878

20. 32

Table 3B. Density of mercury

The density Is based upon the conversion factor: unit g/cm' =0.03012729
lb/ln.« In which 1 ln.-2.54 cm and 1 lb=453.59237 g

Temperature Density

0 F J6/Jn.»

0 0. 49274 13. 0391

10 . 49226 13. 0253
20 . 49176 13. G116
32 .491154 13. 5961

40 .49078 13. 5841

60 .49026 13. 6704
60 . 48977 13. 5568
70 .48928 13.5431

80 .48878 13. 6295

90 .48829 13. 6159

iOO . 48780 13. 6023
110 .48731 13. 4888
120 .48083 13. 4763
130 . 48033 13. 4617

Table 5. Coefficients of linear expansion

Multiply all values by 10-«

Material

Aluminum
Brass, yellow
Cast iron
Duralumin
Glass, soda lime .-.

Glass, Pyiex
Invar
Monel metal
Stainless steol (18+8)
Stainless steel, Carpenter No,

Steel, low carbon

Coefflclont

per °C per "F
24. 5±0. 5 13 6
18. 4±0. 8 10. 22
8. 5±0. 5 4. 7

23. 5±1 13 1

8. 5d=0. 6 4.7

3 0 1.7
0 to 5 0 to 3
14 ±0. 5 7.8
17 ±1 9.4
17 d=a 5 9.4

ii.5±a 5 6,4



Tabi.k G. Tcmpn ahirc coi rcctionx for Foiiin harunirlzr with brass scales

All corrections mo to bo sulitrrtctod from tho reailliig.

lliuoMiotiT roiidlng, iiillUburs, Inclus or iiillUnictors of inorciiry

Tenipcra- Correction
turo fACtor

105 1 10 115 120 125 130 135 140 145 160 165 100 106 170 175 1 fin 100 liKJ
_

19o

Of
70

0 c. u 0 00 0 00 0, 00 0 00 0. 00 0. on 0. 00 0.00 0.00 0. no 0. no U. 00 0. on 0.0(1 0. 00 0 00 n finu. uu n onu. uu n nn
U. uu n nn

u. uu
5 081 020 . 08 . 09 . 09 . 00 . 10 10 ] ] ] 1 1

2

1

2

1

3

1

3

1

3

1

4

1

4

1

6

1

6

1

0

1 A
. 10

10 . 16 17 . 18 . 19 . 20 !20 !2I .23 !24 !24 '. 25 '.I'i !27 !28 . 29 29 . OU • 01 QO

11 .17938 .18 .10 .20 .21 .22 .22 .23 .24 .25 .20 .27 .28 .29 .30 .30 .31 .32 .33 .34 .36
12 . 195r»5 20 21 . 22 22 23 .24 .25 .20 .27 .28 .29 .30 .31 .32 .33 34 . 00 . oU 37

. Of QB

13 21 102 21 . 22 . 23 24 .20 .28 .29 .30 .31 .32 .33 .34 .35 .30 37 38 . 01' . tU
14 22S1

8

23 . 24 , 26 , 20 . 27 29 30 . 31 32 33 34 3 ft 37 38 39 40 41 42 Al AA

15 24443 24 . 20 . 27 ! 28 . 29 !32 !33 !34 !35 !;'7 !38 !39 !40 !42 43 44 . ^0 . ^0 AQ

IC .20008 .20 .27 .29 .30 .31 .33 .34 .35 .30 .38 .39 .40 .42 .43 .44 .40 .47 .48 .60 .61
17 2701)2 . 28 . 29 . 30 32 33 .35 .30 .37 .39 .40 .42 .43 .44 .40 .47 48 50 51 . Oo
lo 2^31

0

29 . 31 . 32 . 34 . 35 .37 .38 .40 .41 .43 .44 .45 .47 .48 .60 51 63 . O"! . 00 • 67
la 31 . 32 . 34 . 30 37 39 40 42 43 4.5 46 . 48 60 51 64 50 A7

. Oif RA
. W

20 32562 33 . 34 . 30 . 37 . 30 !41 !42 [44 MO .47 !49 ]60 .'62 !64 .66 . 0/ fid fin fiO AQ

21 .34183 .34 .36 .38 .39 .41 .43 .44 .46 .48 .50 .61 .63 .65 .56 .68 .60 .62 .63 .66 .67
*>o
£,£, ooouo 30 . 38 . 39 41 . 43 .45 .47 .48 .50 .52 .64 .65 .57 .59 .61 03 64 66 r.Q

. i>o . 70
37426 37 39 41 . 43 45 .47 .49 .51 .62 .64 .66 .68 .00 .62 .64 65 67 69 . 71 . 73

24 3'K)46 39 41 . 43 45 47 49 61 5.3 65 67 69 01 62 64 . 00 68 7fl 7'>
. 74 7A

25 400G5 41 43 . 45 47 . 49 isi !63 !65 ]67 !69 !61 ;c3 !e5 !67 .69 71 7^ 7R 77 7{i

26 .42284 .42 .44 .47 .49 .61 .53 .65 .67 .69 .01 .63 .66 .08 .70 .72 .74 .76 .78 .80 .82
27 . 43903 44 46 48 60 53 .65 .67 .69 .01 .64 .66 .68 .70 .72 .76 . 77 70 CI

. 83 . 8&
OQ«o 45520 40 48 . 60 62 65 .67 . 69 .61 .04 .66 .68 .71 .73 .75 .77 80 82 fid

. . Ol) 00
. oy

OQ 47137 47 49 . 62 54 67 69 61 64 00 . 68 71 73 . to 78 8*^ 85 fl7 on
. uu oo

. 'to / 0*1 49 61 . 64 . 66 . 69 !ci !63 !0G ]68 !71 [73 !76 .78 !80 .83 85 OQ
. Wo . vt>

31 . 50370 .50 .53 ,56 .68 .60 .63 .65 .68 .71 .73 .76 .78 .8! .83 .86 .88 .91 .93 .96 .98
51986 52 65 . 67 . 60 . 02 .65 .68 .70 .73 .76 .78 .81 .83 .86 .88 91 94 96 09 J . Ui

oO 53000 54 . 66 . 59 . 62 . 64 .67 .70 .72 .75 .78 .80 .83 .80 .88 .01 94 90 90 1. 06
5521

5

65 58 . 61 . 63 . 66 69 72 75 77 80 83 86 88 91 94 97 90 1 no 1 . Oo 1. 08
oo . 0/ 60 . 63 . 65 . 68 \n !74 !77 !80 !82 ;85 !88 ".91 !94 !97 99 1 02 i uo 1 nc1. Uo 1.11

36 . 58442 .68 .61 .64 .67 .70 .73 .76 .79 .82 .85 .88 .91 .94 .90 0. 99 1.02 1.05 1.08 Ml 1.14
37 . 60054 00 . Do 66 69 72 .75 .78 .81 .84 .87 .00 .93 .96 .99 1.02 1 05 1 . 08 1.11 1. 14 1. 17
38 62 . 00 68 71 74 .77 .80 .83 .86 .89 .92 .90 .99 1.02 1.05 1. 11 1. 14 1.17 1. 20
oW 03277 63 06 70 . 73 . 76 79 82 85 89 92 95 98 1 01 1 04 1 08 1 11 1 1

4

1 17 1 20 1 OQ-

64883 65 68 71 76 . 78 ]81 '84 !88 [91 .94 !97 i!oi 1.04 l!07 i!io 1 14 1 17 1 on 1 OQ 1 07

41 .60498 .66 .70 .73 .76 .80 .83 .80 .90 .93 .90 1.00 1.03 1.06 1. 10 1.13 1.16 !.20 1.23 1.26 1.30
42 . oo . it. 75 78 82 .85 .89 .92 .95 .99 1 02 1.06 1.09 1. 12 1. 10 1 19 1 23 1 Ofi 1. 29 1. 33
43 . t)9717 . 70 7Q 77 84 .87 .91 .94 .98 1.01 1.05 1.08 1. 12 1. 15 1. 19 1 "^S 1 00

1. 32 1. 36-

44 . 71325 . 71 . 75 78 82 86 .89 .93 .96 1.00 1,03 1.07 1. 11 1. 14 1.18 1.21 1 25 1 28 1 "^O 1 QA
1. 39

45 . 72933 . 77 Rn
. WJ 84 . M .91 .95 .98 1.02 1.00 1.09 1. 13 1. 17 1.20 1.24 1 28 i . 0

1

1 "JR 1 QQ
1. OU 1. 42

46 . 74541 . 75 . 78 82 86 . 89 .93 .97 1.01 1.04 1.08 1.12 1. 16 1.19 1.23 1.27 I. 30 1. 34 1. 38 1. 42 I. 45

47 '.76147 [70 ^80 ^84 188 .95 .99 1.03 1.07 1. 10 1.14 1.18 1.22 1.20 1.29 1.33 1.37 L41 l!45 L48
48 .77744 .78 .82 .86 .89 .03 .97 1.01 1.05 1.09 1.13 1. 17 1.21 1. 24 1.28 1.32 1.30 1.40 1. 44 1.48 1. 52
49 . 79359 .79 .83 .87 .91 .95 .99 1.03 1.07 1. 11 1. 15 1.19 1.23 1 27 1.31 1.35 1.30 1.43 1. 47 1. 61 1. 55

SO .80904 .81 .85 .89 .93 .97 l.Cl 1.06 1.09 1.13 1. 17 1.21 1.25 1.30 1.34 1.38 1. 42 1.40 1.50 1.54 1.68.

Barometer reading, millibars, Inches or mllUmeters of mercury

ature
200 205 210 215 220 225 230 235 240 246 250 256 200 265 270 275 280 286 290 296

' C
0 0.00 0.00 0. 00 0. 00 0. 00 0. 00 0.00 0. 00 0.00 0. 00 0. CO 0. 00 0. 00 0.00 0.00 0.00 0. 00 0. 00 0.00 0.00
5 .10 .17 . 17 .18 .18 . 18 .19 .19 .20 .20 .20 .21 .21 .22 .22 .22 .23 .23 .24 .24

10 .33 .33 .34 .35 .36 .37 .38 .38 .39 .40 .41 .42 .42 .43 .44 .45 .46 .46 .47 .48

11 .36 .37 .38 .39 .39 .40 .41 .42 .43 .44 .45 .46 .47 .48 .48 .49 .60 .51 .62 .53

12 .39 .40 .41 .42 .43 .44 .45 .46 .47 .48 .49 .50 .51 .62 .63 .54 . 55 .56 .67 .68

13 .42 .43 .45 .46 .47 .48 .49 .50 . 51 .62 .53 .54 .55 .66 .67 .58 .59 .60 .61 .63
14 .46 .47 .48 .49 .50 .51 .62 .54 .56 .66 .57 .58 .59 .60 .62 .63 .64 .65 .66 .67

15 .49 .60 . 51 .63 .54 .65 .66 .57 .69 .60 .61 .62 .64 .65 .66 .67 .68 .70 .71 .72

16 .62 .53 . 55 .56 .57 .59 .60 .61 .63 .64 .65 .66 .68 .69 .70 .72 .73 .74 .76 .77

17 .55 .57 .58 .60 .61 .62 .64 .65 .66 .68 .69 .71 .72 .73 .75 .70 .78 .79 .80 .82
18 .59 .60 .62 .63 .64 .66 .67 .69 .70 .72 .73 .75 .76 .78 .79 .81 .82 .84 .85 .86

19 .62 .63 .65 .67 .68 .70 .71 .73 .74 .76 .77 .79 .80 .82 .84 .85 .87 .88 .90 .91

20 .65 .67 .68 .70 .72 .73 .75 .77 .78 .80 .81 .83 .85 .86 .88 .90 .91 .93 .94 .9fr

21 .68 .70 .72 .73 .75 .77 .79 .80 .82 .84 .85 .87 .89 .91 .92 .94 .96 .97 .99 1.01

22 .72 .73 . 75 .77 .79 .81 .82 .84 .86 .88 .90 .91 .93 .95 .97 . .98 1.00 1.02 1.04 1.06

23 .75 .77 .79 .80 .82 .84 .86 .88 .90 .92 .94 .95 .97 .99 1.01 1.03 1.06 1.07 1.09 1.10

24 .78 .80 .82 .84 .86 .88 .90 .92 .94 .96 .98 1.00 1.02 1.03 1.06 1.07 1.09 1. 11 1.13 1.15

25 .81 .83 .85 .87 .89 .91 .94 .96 .98 1. 00 1.02 1.04 1.06 1.08 1.10 1. 12 1.14 1.16 1.18 1.20

26 .85 .87 .89 .91 .93 .95 0- 97 .99 1.01 1.04 1.06 1.08 1.10 1.12. 1.14 1. 16 1.18 1.21 1.23 1.25

27 .88 .90 .92 .94 .97 .99 1.01 1.03 1.05 1.08 1.10 1. 12 1. 14 1.16 1. 19 1.21 1.23 1.25 1.27 1.30

28 .91 .93 .96 .98 1.00 1.02 1.05 1.07 1.09 1. 12 1. 14 1.16 1. 18 1.21 1.23 1.25 1.27 1.30 1.32 1.34

29 .94 .97 .99 1.01 1.04 1.00 1.08 1. 11 1. 13 1. 15 1.18 1.20 1.23 1.25 1.27 1.30 1. 32 1.34 1.37 1.39

30 .98 1.00 1 02 1.05 1.07 1.10 1.12 1.15 1.17 1.19 1.22 1. 24 1.27 1.29 1.32 1.34 1.37 1.39 1.41 1.44,
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TAniiH C. Temperature corrections for Fortin barometer with brass scales— Contiiuicd

All cori'iH'tloiis iiro to bo siibtrnctoil ti nin tlio romUiic.

llaromotor reading, millibars, Inches or mllUmotors of mercury

200 205 210 216 220 225 230 235 240 248 260 255 200 205 270 276 280 286 200 296

1.01 1.03 1.06 1. 08 1. 11 1. 13 1. 10 1. 18 1.21 1.23 1.26 1. 28 I. 31 1.33 1.3ft 1.30 1 41 1.44 1.40 1. 49
1.C4 1. 07 1. 09 1. 12 1, 14 1. 17 1.20 1.22 1. 26 1.27 1.30 1.33 1.36 1.38 1. 4(1 1. 43 1.40 1.48 1.61 1.63
1. 07 1. 10 1. 13 1. 16 1. 18 1. 21 1. 23 1. 20 1. 20 1.31 1. 34 1. 37 1. 31* 1. 42 ] 4,1 1. 47 1. 50 1. M 1. 65 1 68
1. 10 I. 13 1. 10 1. 10 1. 21 1.24 1.27 1.30 1. 33 1.36 1.38 i. 41 1.44 l! 40 K40 1. 62 I . 66 1.67 1.00 l!03
1. 14 1. 18 1. 19 1.22 1.26 1.28 1.31 1.34 1.30 1.39 1.42 1.46 1.48 1.61 1.53 1.60 1.69 1.02 1.06 1.08

1. 17 1. 20 1. 23 1.20 1.29 1.31 1.34 1.37 1.40 1.43 1.40 1.40 1.62 1.65 1.68 1.01 1.04 1.07 1.60 1.72
1.20 1. 23 1. 20 1. 29 1.32 1.35 1.38 1.41 1.44 1.47 1.60 1. 63 1. 60 1. 60 1.02 1.66 1.08 1.71 1.74 1.77
1. 23 1. 20 1. 29 1. 33 1. 30 1. 30 1. 42 1. 45 I. 48 1. 61 1. 64 1. 67 1. 00 1. 63 1. 00 1. 70 1. 73 1. 70 1 79 1 82
1.27 1.30 1.33 1.30 1.30 1.42 1.40 1.40 1.62 1.66 1.68 1.01 l!05 l!08 1.71 1.74 1.77 1.80 1.84 1.87
1. 30 1. 33 1.30 1. 40 1.43 1. 40 1. 40 1.62 1. 60 1. 50 1.02 1.66 I. CO 1. 72 1.76 1.78 1.82 1.85 1.88 1.91

1. 33 1. 30 1. 40 I. 43 1. 40 1. 50 1. 63 1.6ft 1. 00 1.63 1.00 1.70 1.73 1.70 1.80 1.83 1.80 1.00 1.93 1.96
1. 311 1. 40 1. 43 1. 4ft 1. 60 1. 63 1,67 1.60 1.03 1.07 1.70 1.74 1.77 1.80 1.84 1.87 1.01 1.94 1.98 2. 01
1.3U 1. 43 1.40 1. 50 1.63 1. 67 1.00 1.64 1.67 1.71 1.74 1.78 1.81 1.85 1.88 1.02 1.06 1.99 2.02 2. 08
1. 43 I. 40 1. 50 1. 63 1. 67 J. 00 1. 04 1. 68 1. 71 1. 76 1. 78 1. 82 1. 85 1. 80 1. 03 1. 96 2. 0*.! 2 03 2. 07 2. 10
1.40 1.50 1.53 1.67 1.00 1. 04 1.08 1.71 1.76 1.70 1.82 1.80 1.00 1.03 1.97 2.01 2. 04 2.08 2.12 2. 16

1.40 1.63 1.67 1.00 1.04 1.08 1.71 1.76 1.70 1.83 1.80 1.00 1.94 1.08 2.01 2.05 2. 09 2.12 2. Ifl 2.20
l.,'i2 1. 60 I. 00 1.04 1.08 1.71 1.76 1.70 1.83 1.87 1.00 1.04 1.08 2. 02 2. 00 2. 00 2. 13 2. 17 2.21 2.26
1.60 1.50 1. 03 1.07 1.71 1. 76 1.70 1.83 1.87 1.90 1.94 1.98 2.02 2. 00 2. 10 2. 14 2. 18 2. 22 2. 26 2. 29
1. 69 1.03 1.07 1.71 1. 75 1.79 1.83 1.80 1.00 1.04 1.08 2. 02 2.0ft 2. 10 2. 14 2. 18 2. 22 2. 2ft 2.30 2. 34
1.02 1.00 1.7'J 1.74 1.78 1.82 1.80 1.00 1.04 1.98 2. 02 2. 00 2. 11 2. 16 2. 19 2. '23 2. 27 2.31 2. 35 2. 39

Barometer reading, millibars, Inches or millimeters of mercury

300 305 310 315 320 325 330 336 340 346 360 355 300 366 370 375 38U 385 300 395

0. 00 0. 00 0. 00 0. 00 0. 00 0. 00 0. 00 0. 00 0. 00 0. 00 0. 00 0. 00 0. 00 0. 00 0. 00 0. 00 0. 00 0. 00 0. 00 0. 00
. 24 . 25 . 26 . 20 . 20 . 27 . 27 . 27 . 28 . 28 . 20 . 29 . 20 . 30 . 30 . 31 . 31 . 31 !32 . 32
. 49 . 50 . 51 . 61 . 62 . 53 . 64 . 56 . 66 . 66 . 67 . 68 . 69 .60 . 60 . 61 . 62 . 63 . 64 .04

.64 .65 .50 .57 .67 .68 .69 .60 .61 .62 .63 .64 .65 .66 .66 .67 .68 .69 .70 .71

. 60 . 00 . 61 . 62 . 63 . 64 . 06 . 66 . 67 . 07 . 68 . 09 . 70 . 71 . 72 . 73 . 74 . 75 . 76 . 77

. 64 . 65 . 60 . 67 . 68 . 69 . 70 . 71 . 72 . 73 . 74 . 75 . 76 . 77 . 78 . 79 . 81 . 82 . 83 . 84

. 68 . 70 . 71 . 72 . 73 . 74 . 75 . 76 . 78 . 79 . 80 . 81 . 82 . 83 . 84 . 88 . 87 . 88 . 89 .90

. 73 . 75 . 76 . 77 . 78 . 79 . 81 . 82 .83 . 84 . 86 . 87 . 88 . 39 . 90 . 92 .93 . 94 .96 .97

.78 .80 .81 .82 .83 .85 .80 .87 .89 .90 .91 .93 .94 .05 .98 .98 .99 1.00 1.02 1.03

.83 .84 .86 .87 .89 .90 .91 .93 .94 .98 .07 .98 1.00 1.01 1.02 1.04 1.05 1.07 1.08 1.09

.88 .89 .01 .92 .04 .95 .97 .08 1.00 1.01 1.03 1.04 1.06 1.07 1.08 1.10 1. 11 1.13 1.14 1. 10

.03 .94 .90 .07 .99 1.01 1.02 1.04 1.05 1. 07 1.08 1. 10 1. 11 1.13 1. 14 1. 16 1. 18 1. 19 1.21 1.22

.98 .90 1.01 1.03 1.04 1.00 1.07 1.09 1. 11 1. 12 1. 14 1. 16 1.17 1. 19 1.20 1.22 1.24 1.26 1.27 1.29

1.03 1.04 1.06 1.08 1.09 1.11 1.13 1.15 1.16 1.18 1.20 1.21 1.23 1.25 1.26 1.28 1.30 1.32 1.33 1.35
1.07 1.00 1. 11 1.13 1.16 1. 16 1. 18 1.20 1.22 1.24 1.25 1.27 1.29 1.31 1.32 1.34 1.36 1.38 1.40 1.41
1. 12 1. 14 1. 10 1. 18 1.20 1.22 1.24 1.25 1.27 1.29 1.31 1.33 1.35 1.37 1.38 1.40 1.42 1.44 1.46 1.48
1. 17 1. 19 1.21 1. 23 1.26 1.27 1.29 1.31 1.33 1.35 1.37 1.30 1.41 1.43 1. 44 1.40 1.48 1. 50 1.62 1.64
1. 22 1. 24 1. 20 1. 28 1.30 1.32 1.34 1.30 1.38 1.40 1.42 1.44 1.46 1.48 1.50 1.62 1.66 1.67 1.59 1.61

1.27 1.29 1.31 1.33 1.35 1 37 1. 40 1.42 1.44 1.46 1. 48 1.60 1.62 1.64 1.68 1.59 1.61 1.63 1.65 1.67
1 32 1.34 1.36 1.38 1. 40 1.43 1.45 1.47 1.49 1.51 1.54 1.50 1.58 1.00 1.62 1.65 1.07 1.69 1.71 1 73
1.37 1.39 1.41 1.43 1 46 1.48 1.50 1. 62 1.65 1.57 1.59 1.62 1.64 1.66 1.08 1.71 1.73 1.76 1.78 1.80
1.41 1.44 1.46 1.48 1.61 1.63 1.56 1.58 1.60 1.63 1.05 1.67 1. 70 1. 72 1.74 1.77 1. 79 1.81 1.84 1.88
1.40 1.40 1. 51 1.64 1.66 1.68 1.61 1.63 1.60 1.08 1.71 1.73 1.76 1.78 1.80 1.83 1.85 1.88 1.00 1.93

1. 61 1.64 I. 56 1.50 1.61 1.64 1.66 1.69 1.71 1.74 1.70 1.79 1.81 1.84 1.80 1.89 1.91 1.94 1.08 1.99

1. 56 1. 50 1.01 1.64 1.06 1.69 1. 72 1.74 1.77 1. 79 1.82 1. 85 1.87 1.90 1.92 1.95 1.98 2.00 2. 03 2.06
1.01 1.03 1.00 1.00 1. 72 1. 74 1. 77 1. 80 1.82 1,85 1.88 1. 90 1.93 1.90 1.98 2.01 2.04 2,00 2. 09 2, 12

1.66 1.08 1.71 1.74 1.77 1.79 1.82 1.85 1.88 1.90 1.03 1.06 1.99 2.02 2. 04 2. 07 2. 10 2. 13 2. 15 2. 18

1.70 1.73 1.70 1.70 1.82 1.85 1.88 1.00 1.93 1.96 1.99 2. 02 2. 05 2. 07 2. 10 2. 13 2. 10 2. 19 2. 22 2. 24

1.75 1.78 1.81 1.84 1.87 1.90 1.03 1.96 1.99 2. 02 2. 05 2. 07 2. 10 2. 13 2. 18 2. 19 2. 22 2. 25 2. 28 2.31

1. 80 1.83 1.86 1. 89 1.92 1. 95 1.08 2.01 2. 04 2. 07 2. 10 2 13 2. 10 2. 19 2. 22 2 25 2 28 2 31 3, 34 2. 37

1.85 1. 88 1.91 1.94 1.07 2.00 2. 03 2. 07 2. 10 2. 13 2. 18 2. 19 2. 22 2 25 2 28 2 31 2 34 2. 37 2. 40 2 44

1.90 1.93 1.96 1.00 2. 02 2.06 2. 09 2. 12 2. 15 2, 18 2. 21 2 25 2, 28 2,30 2.34 2. 37 2. 40 2, 44 2.47 2 60

1.95 1.08 2. 01 2. 04 2. 08 2.11 2.14 2. 17 2.21 2. 24 2. 27 2. 30 2. 34 2, 37 2. 40 2. 43 2. 47 2.50 2. 53 2.66

1.99 2. 03 2.00 2. 09 2.13 2.16 2. 10 2. 23 2,20 2.29 2. 33 2,30 2.30 2.43 2. 40 2. 40 2. 63 2.66 2. 69 2.83

2. 04 2.08 2. 11 2. 15 2. 18 2. 21 2. 25 2 28 2.32 2 36 2. 38 2.42 2 45 2. 49 2 52 2, 55 2 59 2 62 2 68 2 89

2. 09 2. 13 2. 18 2. 20 2. 23 2. 27 2.30 2 34 2,37 2 41 2. 44 2.47 2.61 2. 64 2. 68 2.01 2 05 2 08 2 72 2. 76

2.14 2. 18 2.21 2. 25 2. 28 2 32 2. 35 2 39 2 43 2,40 2,50 2.53 2. 57 2. 00 2. 64 2. 07 2. 71 2 76 2, 78 2.82

2. 19 2.22 2. 26 2. 30 2. 33 2 37 2.41 2.44 2. 48 2, 62 2 65 2. 59 2.63 2.66 2. 70 2.74 2.77 2, 81 2. 84 2. 88

2. 24 2. 27 2. 31 2. 35 2. 39 2. 42 2. 46 2. 50 2 63 2. 57 2.61 2.65 2.08 2. 72 2 76 2.80 2. 83 2. 87 2,91 2.94

2. 28 2 32 2. 36 2. 40 2.44 2.47 2.51 2. 55 2, 59 2.63 2, 67 2.71) 2 74 2, 78 2.82 2.80 2. 89 2 93 2.97 3.01

2. 33 2.37 2 41 2 45 2.49 2-53 2. 57 2 00 2 04 2,08 2 72 2 76 2 8U 2 84 2 88 2 92 2 95 2 99 3.03 3.07

2. 38 2, 42 2 46 2.50 2. 54 2. 58 2, 02 2,60 2. 70 2 74 2. 78 2 82 2, 80 2 90 2. 94 2, 08 3.02 3 00 3. 10 3.13

2. 43 2. 47 2. 51 2. 55 2. 50 2. 63 2. 07 2. 71 2. 76 2. 79 2. 83 2,87 2,91 2,90 3,00 3.04 3. 08 3. 12 3. 10 3.20

U18-U9
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Table 6. Temperature corrections for Fortin barometer uith brass scales—Continued

All corrections are to be subtracted from the reading.

Barometer reading, millibars, Inches or millimeters of mercury

405 410 415 420 425 430 435 440 450 455 460 465 470 475 485

0.00
.33
.66

.73

.79

.86

.92

.99

1.06
1. 12
1.19
1.25
1.32

1.38
1.45
1.52
1.58
1.65

1.71
1.78
1.84
1.91
1.97

2.04
2.11
2. 17
2.24
2.30

2.37
2.43
2.50
2.56
2.63

2.69
2.76
2.82
2.89
2.95

3.02
3.08
3. 15
3.21
3.28

0.00
.33
.67

.74

.80

.87

.94
1.00

1.07
1.14
1.20
1.27
1.34

1.40
1. 47
1.53
1.60
1.67

1.73
1.80
1. 87
1.93
2.00

2. 07
2. 13
2.20
2.26
2.33

2.40
2.46
2.53
2.59
2.66

2 73
2. 79
2 86
2.92
2.99

3.06
3. 12
3. 19
3.25
3.32

0. 00
.34
.68

.74

.81

.88

.95
1.01

1.08
1.15
1.22
1.28
1.35

1.42
1.49
1.55
1.62
1.69

1. 75
1.82
1.89
1.96
2.02

2.09
2. 16
2.22
2. 29
2.36

2. 43
2.49
2.56
2.63
2.69

2. 76
2 83
2.89
2 96
3.03

3.09
3. 16
3.23
3. 29
3.36

0.00
.34
.69

.75

.82

.89

.96
1.03

1.09
1.16
1.23
1.30
1. 37

1.44
1.50
1. 57
1.64
1.71

1.78
1.84
1.91
1.98
2. 05

2. 12
2. 18
2.25
2. 32
2.39

2. 45
2.52
2.59
2 66
2. 73

2. 79
2.86
2.93
3.00
3.06

3.13
3.20
3.27
3.33
3.40

0.00
.35

.76

.83

.90

.97
1.04

1. 11

1.18
1.25
1.31

1.38

1.45
1.52
1.59
1.66
1.73

1.80
1.87
1. 93
2.00
2. 07

2.14
2. 21

2.28
2.35
2. 42

2. 48
2. 55
2.62
2.69
2. 76

2.83
2.89
2.96
3.03
3. 10

3. 17
3. 24
3.30
3. 37
3 44

0.00
.35
.70

.77

.84

.91

.98
1. 05

1.12
1. 19
1.26
1.33
1.40

1. 47
1.54
1.61
1.68
1.75

1.82
1.89
1.96
2.03
2. 10

2.17
2.24
2.30
2. 37
2.44

2. 51

2.58
2.65
2. 72
2.79

2.86
2.93
3.00
*.07
3. 14

3. 21

3.27
3 34
3. 41
3.48

0.00
.35
.71

.78

.85

.92

.99
1.06

1.13
1.20
1.28
1.35
1.42

1.49
1.56
1.63
1.70
1.77

1.84
1. 91
1.98
2. 05
2. 12

2. 19
2. 26
2.33
2.40
2. 47

2.54
2. 61

2.68
2. 75
2.82

2.89
2.96
3.03
3. 10

3 17

3.24
3. 31

3.38
3. 45
3. 52

0.00
.36
.72

.79

.86

.93
1.00
1.08

1.15
1.22
1.29
1.36
1.43

1.50
1.58
1.65
1. 72
1.79

1.86
1.93
2.00
2. 07
2. 15

2.22
2.29
2.36
2. 43
2.50

2. 57
2.64
2 71

2. 78
2.86

2.93
3.00
3.07
3. 14

3. 21

3.28
3.35
3.42
3. 49
3.56

0. 00
.36
.73

.80

.87

.94
1.02
1.09

1.16
1.23
1.30
1.38
1.45

1. 52
1.59
1.67
1. 74
1.81

1.88
1.95
2.03
2. 10
2. 17

2.24
2. 31
2.39
2. 46
2.53

2.60
2. 67
2. 74
2 82
2.89

2.96
3.03
3. 10
3.17
3.25

3. 32
3 39
3.46
3.53
3.60

0.00
.37
.73

.95
1.03
1.10

1.17

1.54
1. 61

1.68
1.76
1.83

1.90
1.98
2.05
2. 12
2. 19

2.27
2.34
2.41
2.48
2.56

2.63
2.70
2. 77
Z85
2.92

2.99
3.06
3. 14
3. 21

3.28

3.35
3.43
3. 50
3. 57
3.64

0. 00
.37
.74

.82

.89

.96
1.04
1. 11

1.19
1.26
1.33
1.41
1. 48

1.56
1.63
1.70
1.78
1.85

1.92
2.00
2.07
2. 14
2 22

2.29
2. 37
2.44
2. 51

2.59

2.66
2.73
2.81
2.88
2. 95

3.03
3. 10
3.17
3.25
3. 32

3.39
3.46
3 54
3. 61
3.68

0. 00
.38
.75

.83

.90

.97
1.05
1. 12

1.20
1.27
1.35
1.42
1.50

1. 57
1.65
1.72
1.80
1.87

1.95
2. 02
2.09
2.17
2.24

2.32
2. 39
2. 47
2.54
2. 61

2.69
2. 76
2.84
2.91
2. 98

3.06
3. 13
3. 21

3 28
3.35

3. 43
3.50
3.58
3.65
3. 72

0. 00
.38
.76

.83

.91

.99
1.06
1. 14

1.21
1.29
1.36
1.44
1. 51

1.59
1.66
1. 74
1.82
1.89

1.97
2.04
2. 12

2. 19

2. 27

2.34
2.42
2. 49
2. 57
2.64

2.72
2. 79
2. 87
2. 94
3. 02

3.09
3. 17

3.24
3. 32
3. 39

3. 47
3 54
3. 62
3.69
3. 76

0. 00
.38
.77

.84

.92
l.OO
1.07
1. 15

1.23
1.30
1.38
1. 45
1.53

1. 61

1.68
1.76
1.84
1.91

1.99
2.06
2. 14
2.22
2 29

2. 37
2. 44
2.52
2.60
2. 67

2. 75
2. 82
2.90
2. 97
3. 05

3. 13

3 20
3.28
3.35
3.43

3.50
3.58
3.65
3.73
3. 81

0. 00
.39
.77

.85

.93
1.01
1.08
1. 16

1.24
1. 32
1.39
1.47
1. 55

1.62
1. 70
1.78
1.85
1.93

2.01
2.09
2. 16

2. 24
2. 32

2.39
2. 47
2.55
2.62
2.70

2. 78
2.85
2 93
3. 01

3. 08

3. 16

3 24
3.31
3.39
3.46

3. 54
3.62
3.69
3. 77
3.85

0. 00
.39
.78

.86

.94
1.02
1. 10

1. 17

1.25
1.33
1. 41

1.49
1.56

1.64
1.72
1.80
1.87
1. £5

2.03
2. 11

2. 18
2.26
2. 34

2. 42
2.50
2. 57
2.65
2. 73

2. 81

2.88
2. 96
3.04
3.11

3. 19

3. 27
3. 35
3.42
3.50

3.58
3.66
3.73
3 81

3 89

0. 00
.40
.79

.87

.95
1.03
1.11
1. 19

1.26
1.34
1.42
1.50
1.58

1.66
1. 74

1.82
1.89
1. 97

2. 05
2. 13

2. 21

2.29
2. 36

2.44
2. 52
2.60
2.68
2.76

2.83
2. 91
2.99
3 07
3. 15

3.23
3.30
3.38
3 46
3 54

3.62
3.69
3. 77
3.85
3.93

Barometer reading, millibars. Inches or millimeters of mercmT

500 505 510 515 520 525 530 535 540 545 550 555 560 565 570 575 580 685 590 595

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
.41 .41 .42 .42 .42 .43 .43 .44 .44 .44 .45 .45 .46 .46 .47 .47 .47 .48 .48 .49
.82 .82 .83 .84 .85 .86 .86 .87 .88 .89 .90 .9) .91 .92 .93 .94 .95 .95 .90 .97

.90 .91 .91 .92 .93 .94 .95 .96 .97 .98 .99 1.00 1.00 1.01 1.02 1.03 1.04 1.05 1.06 1.07

.98 .99 1.00 1. 01 1.02 1.03 1.04 1.05 1. 06 1.07 1.08 1.09 1. 10 1. 11 1. 12 1. 12 1.13 1. 14 1. 15 1. 16
1.06 1.07 1.08 1.09 1. 10 1. 11 1.12 1.13 1.14 1.15 1. 17 1.18 1. 19 1.20 1.21 1.22 1.23 1.24 1.25 1.26
1. 14 1. 15 1. 16 1.18 1.19 1.20 1. 21 1.22 1.23 1.24 1.25 1.27 1.28 1.29 1.30 1.31 1.32 1.33 1.35 1.36
1.22 1.23 1.25 1.26 1.27 1.28 1.30 1. 31 1.32 1.33 1.34 1.36 1.37 1.38 1.39 1.41 1.42 1.43 1.44 1. 45

1.30 1.32 1.33 1.34 1.36 1.37 1.38 1.39 1.41 1. 42 1.43 1.45 1.46 1.47 1.49 1.50 1.51 1.52 1.54 1.55
1.38 1.40 1.41 1.43 1.44 1.45 1. 47 1.48 1.50 1.51 1.52 1.54 1.55 1.56 1.58 1.59 1.61 1.62 1.63 1.65
1. 17 1.48 1.50 1.51 1.52 1.54 1.55 1.57 1.58 1.60 1.61 1.63 1.64 1.66 1.67 1.69 1.70 1.71 1.73 1.74
1.55 1.56 1.58 1.59 1.61 1.62 1.64 1.66 1.67 1.69 1. 70 1.72 i.73 1.75 1.76 1. 78 1.79 1.81 1.83 1.84
1.63 1.64 1.66 1.68 1.69 1.71 1.73 1. 74 1.76 1.77 1.79 1.81 1.82 1.84 1.86 1.87 1.89 1.90 1.92 1.94

1. 71 1. 73 1. 74 1. 76 1.78 1.79 1.81 1.83 1.85 1.86 1.88 1.90 1.91 1.93 1.95 1.97 1.98 2.00 2.02 2.03
1.79 1.81 1.83 1.84 1.86 1.88 1.90 1.92 1.93 1.95 1.97 1.99 2.01 2. 02 2.04 2. 06 2.08 2.09 2.11 2. 13
1.87 1.89 1.E1 1.93 1.95 1.96 1.98 2.00 2.02 2.04 2. 06 2. 08 2. 10 2. 11 2. 13 2. 15 2. 17 2.19 2.21 2.23
1.95 1.97 1.99 2. 01 2.03 2.05 2.07 2.09 2.11 2. 13 2. 15 2. 17 2. 19 2.21 2.23 2.25 2.26 2.28 2.30 2.32
2.03 2.05

•
2.07 2.09 2.11 2. 13 2. 16 2. 18 2.20 2.22 2.24 2.26 2.28 2.30 2. 32 2.34 2.36 2.38 Z40 2.42

2.11 Z14 2.16 2.18 2.20 2.22 2.24 2.26 2.28 2.30 2.33 2.35 2.37 2.39 2.41 2.43 2.45 2.47 Z49 2.52
2.20 2.22 2.24 2.26 2.28 2.30 2.33 2.35 2.37 2.39 2.41 2.44 2.46 2.48 2.50 2.52 2.55 2.57 2.59 2.61
2.28 2.30 2.32 2.34 2.37 2.39 2.41 2.44 2.46 2.48 2.50 2.53 2.55 2.57 2.59 3.62 2.64 2.66 2.69 2.71
2.36 2.38 2.40 2.43 2.45 2. 47 2.50 2.52 2.55 2.57 2.59 2.62 2.64 2.66 2.69 2.71 2.73 2.76 2.78 2.80
2.44 2.46 2.49 2. 51 2.54 2.56 2.58 2.61 1 2.63 2. 66 2.68 2.71 2. 73 2. 75 2.78 2.80 Z83 2.85 2.^ 2.90

i+19-50



32
33
34
35

36
37
38
39
40

41

42
43
44
45

46
47
48
49
50

imp
itur

'C
0
5

10

11
12
13
14
15

18
17

18

19
20

21
22
23
24
25

26
27
28
29
30

31
32
33
34
35

36
37
38
39
40

41
42
43
44
45

46
47
48
49
50

Table 6. Temperature eorredions for Fortin barometer with brass scales—Continued

All oorrectlons are to be sabtracted from the reading.

Barometer reading, millibars, inches or mUUmeters of mercury

500 £06 610 615 620 625 630 635 640 645 660 666 660 665 670 676 680 686 690 695

2. 62 Z64 2.67 2. 59 2.62 2.64 2.67 2.69 Z72 2.76 2.77 2.80 2.82 Z86 2.87 2.90 2.92 2. 95 2.97 3.00
2.60 2.63 2.66 2.68 2.70 2. 73 2. 76 2. 78 2. 81 2.83 2.86 2.89 2.91 2.94 2.96 2.99 3.02 3 04 3.07 3.09
2.68 2.71 2. 73 2. 76 2.79 2. 81 2.84 2.87 2.89 2.92 2.95 2.97 3.00 3 03 3 06 3.08 3. 11 3 14 3. 16 3. 19
2.76 2.79 2.82 2.84 2.87 2.90 2.93 2.95 2.98 3.01 3.04 3.06 3.09 3. 12 3. 15 3. 17 3.20 3 23 3! 28 3.29
2.84 2.87 2.90 2.93 2.96 2.98 3.01 3.04 3.07 3. 10 3. 13 3. 15 3.18 3. 21 3.24 3.27 3.30 3 32 3.35 3.38

2.92 2.95 2.88 3. 01 3.04 3.07 3. 10 3. 13 3. 16 3. 19 3. 21 3.24 3.27 3.30 3.33 3.36 3.39 3. 42 3.45 3.48
3.00 3.03 3.06 3.09 3. 12 3. 15 3. 18 3.21 3.24 3.27 3.30 3.33 3.36 3.39 3.42 3.45 3.48 3 51 3.54 3.67
3.08 3. 11 3. 14 3.' 18 3. 21 3. 24 3.27 3.30 3.33 3.36 3.39 3.42 3.45 3 48 3. 51 3. 55 3. 58 3. 61 3 64 3.67
3.16 3.20 3.23 3.26 3.29 3.32 3.35 3.39 3.42 3. 45 3.48 3.51 3.54 3.68 3.61 3.64 3.67 3 70 3. 73 3. 76
3.24 3.28 3.31 3.34 3.37 3.41 3.44 3. 47 3.60 3. 54 3. 67 3.60 3.63 3.67 3.70 3.73 3.76 3 80 3.83 3.86

3.32 3.36 3.39 3. 42 3. 46 3. 49 3.52 3.56 3. 69 3.62 3.66 3.69 3. 72 3.76 3.79 3. 82 3.86 3 89 3.92 3.96
3. 41 3.44 3. 47 3. 51 3. 54 3. 58 3. 61 3.64 3.68 3. 71 3.75 3.78 3.81 3.85 3.88 3.92 3.95 3 98 4.02 4.05
3.49 3.52 3.56 3.59 3.63 3.66 3.70 3. 73 3.76 3.80 3.83 3.87 3.90 3.94 3. 97 4.01 4.04 4. 08 4.11 4. 15
3.57 3.60 3.64 3.67 3.71 3.74 3.78 3. 82 3. 85 3.89 3.92 3.96 3.99 4.03 4-07 4. 10 4. 14 4 17 4.21 4.24
3.65 3.68 3. 72 3.76 3. 79 3.83 3.87 3.90 3.94 3.97 4.01 4.05 4.08 4.12 4.16 4. 19 4.23 4 27 4.30 4.34

3. 73 3.76 3.80 3.84 3.88 3. 91 3.95 3.99 4.03 4.06 4. 10 4.14 4.17 4. 21 4.25 4.29 4. 32 4. 36 '4.40 4. 44
3.81 3. 85 3.88 3.92 3.96 4.00 4.04 4. 07 4.11 4.15 4. 19 4.23 4.28 4.30 4.34 4.38 4.42 4 45 4. 49 4.53
3.89 3.93 3.97 4.00 4.04 4. 08 4.12 4. 16 4.20 4.24 4.28 4.32 4.35 4. 39 4.43 4. 47 4. 51 4 55 4.59 4.63
3.97 4.01 4.05 4.09 4. 13 4. 17 4. 21 4.25 4.29 4.33 4.36 4.40 4.44 4. 48 4. 52 4.66 4.60 4 64 4.68 4.72
4.05 4.09 4.13 4. 17 4.21 4.25 4.29 4.33 4.37 4. 41 4. 46 4.49 4.53 4.57 4.61 4.66 4.70 4. 74 4.78 4.82

Barometer reading, millibars. Inches or millimeters of mercury

600 605 610 615 620 625 630 635 640 645 650 655 660 665 670 675 680 685 690 695

0.00 0.00 0.00 0.00 0.00 0.00 0, 00 0.00 0.00 0.00 0, 00 0. 00 0,00 0.00 0, 00 0, 00 0.00 0.00 0.00 0.00
.49 .49 50 . 50 . 51 51 , 51 . 52 52 63 53 53 54 . 54 . 55 55 .56 .66 56 .57
.98 .99 99 1.00 1.01 1.02 1, 03 1. 04 1.04 1.05 j_ 06

1'
07 1,08 1.08 1. 09 1! 10 1. 11 1. 12 1! 13 1. 13

1.08 1.09 1.09 1. 10 1. 11 1. 12 1, 13 1, 14 1. 15 1. 16 j_ 17 I 17 1.18 1. 19 1.20 1, 21 1.22 1.23 1. 24 1,25
1. 17 1. 18 1 19 1. 20 1, 21 1. 22 1, 23 1. 24 1, 25 1. 26 I 27 1_ 28 1. 29 1. 30 1, 31 1, 32 1. 33 1, 34 1. 35 1. 36
1. 27 1. 28 1 29 1. 30 1! 31 1. 32 1! 34 1, 35 1, 36 1 37 1 38 i. 39 1. 40 1. 41 1, 42 1, 43 1. 44 1, 45 1. 46 1.47
1] 37 1. 38 1 39 1. 40 1. 41 1. 43 1, 44 1, 45 1. 46 1 47 1 48 1. 49 1. 51 1, 52 I . 53 1, 54 1. 55 1, 56 1 57 1] 59
1. 47 1. 48 1 49 1. 50 1. 52 1. 53 1. 54 1. 55 1 56 1 58 1 59 1 60 1. 61 1^63 1, 64 1. 55 1. 66 1, 67 1. 69 1^70

1.56 1.58 1 59 1.60 1.62 1. 63 1.64 1.66 1 67 1 68 1 69 1 71 1 72 1.73 1,75 1. 76 1.77 1.79 1 80 1.81

1.66 1.68 1 69 1.70 1.72 1 73 1,74 1,76 1 77 1 79 1 80 1 81 1 83 1.84 1,86 1 87 1.88 1,90 1 91 1.92
1.76 1.77 1 79 1.80 1.82 1 83 1,85 1,86 1 88 1 89 1 91 1 92 1 93 1.95 1,96 1 98 1.99 2.01 2 02 2.04

1.86 1. 87 1 89 1.90 1.92 1. 93 1.95 1.96 1 98 2 00 2 01 2 03 2 04 2. 06 2, 07 2 09 2. 10 2. 12 2 13 2, 15

1.95 1.97 1 99 2.00 2. 02 2 04 2, 05 2. 07 2 08 2 10 2 12 2 13 2 15 2, 17 2, 18 2 20 2. 21 2.23 2 25 2, 26

2.05 2. 07 2 09 2. 10 2.12 2 14 2, 15 2, 17 2 19 2 20 2 22 2 24 2 26 2.27 2,29 2 31 2. 32 2, 34 2 36 2,38
2.15 2. 17 2 18 2.20 2.22 2 24 2, 26 2, 27 2 29 2 31 2 33 2 35 2 36 2.38 2.40 2 42 2. 43 2, 45 2 47 2, 49

2.25 2.26 2 28 2.30 2. 32 2 34 2. 36 2, 38 2 40 2 41 2 43 2 45 2 47 2. 49 2.51 2 53 2,54 2.56 2 58 2.60
2.34 2.36 2 38 2. 40 2. 42 2 44 2, 46 2, 48 2 50 2 52 2 54 2 56 2 58 2.60 2. 62 2 64 2, 66 2.67 2 69 2. 71

2. 44 2. 46 2 48 2.50 2. 52 2 54 2.56 2,58 2 60 2 62 2 64 2 66 2 68 2. 70 2. 72 2 74 2. 77 2, 79 2 81 2.83

2.54 2.56 2 58 2,60 2. 62 2 64 2,66 2.69 2 71 2 73 2 75 2 77 2 79 2.81 2.83 2 85 2,88 2,90 2 92 2.94

2.63 2. 66 2 68 2.70 2.72 2 74 2, 77 2. 79 2 81 2 83 2 85 2 88 2 90 2. 92 2. 94 2 96 2, 99 3. 01 3 03 3. 05

2.73 2. 75 2 78 2, 80 2.82 2 85 2. 87 2.89 2 91 2 94 2 96 2 98 3 00 3. 03 3.05 3 07 3, 10 3, 12 3 14 3, 16

2.83 2. 85 2 88 2,90 2.92 2 95 2, 97 2.99 3 02 3 04 3 06 3 09 3 11 3, 13 3. 16 3 18 3, 21 3,23 3 25 3.28

2.93 2. 95 2 97 3.00 3. 02 3 05 3, 07 3.10 3 12 3 14 3 17 3 19 3 22 3,24 3. 27 3 29 3.32 3.34 3, 36 3.39

3. 02 3. 05 3 07 3. 10 3. 12 3 15 3.17 3,20 3 22 3 25 3 27 3 30 3 32 3.35 3. 37 3 40 3. 43 3. 45 3, 48 3.50

3. 12 3.15 3 17 3.20 3.22 3 25 3.28 3, 30 3 33 3 35 3 38 3 41 3 43 3, 46 3. 48 3 51 3.54 3.56 3, 59 3, 61

3.22 3.24 3 27 3.30 3. 32 3 35 3. 38 3. 40 3 43 3 46 3 48 3 51 3 54 3.56 3,59 3 62 3.64 3. 67 3, 70 3, 73

3. 31 3.34 3 37 3. 40 3. 42 3 45 3, 48 3, 51 3 53 3 56 3 59 3 62 3 64 3,67 3.70 3 73 3. 75 3.78 3, 81 3,84

3.41 3.44 3 47 3, 49 3. 52 3 55 3.58 3,61 3 64 3 67 3 69 3 72 3 75 3, 78 3,81 3 84 3.86 .3. 89 3, 92 3.95

3. 51 3.54 3 56 3, 59 3. 62 3 65 3.68 3. 71 3 74 3 77 3 80 3 83 3 86 3. 89 3, 92 3 94 3.97 4, 00 4, 03 4.06
3.60 3.63 3 66 3. 69 3. 72 3 75 3, 78 3,81 3 84 3 87 3 90 3 93 3 96 3,99 4.02 4 05 4. 08 4. 11 4, 14 4. 17

3.70 3.73 3 76 3. 79 3.82 3 85 3,88 3,92 3 95 3 98 4 01 4 04 4 07 4. 10 4.13 4, 16 4. 19 4,22 4. 25 4.29

3. 80 3.83 3 86 3.89 3.92 3 95 3, 99 4.02 4 05 4 08 4 11 4 14 4 18 4. 21 4.24 4, 27 4.30 4,33 4,37 4. 40

3.89 3.93 3 96 3.99 4. 02 4 06 4.09 4. 12 4 15 4 19 4 22 4 25 4 28 4, 32 4.35 4. 38 4,41 4.44 4, 48 4.51

3,99 4. 02 4 06 4.09 4. 12 4 16 4. 19 4.22 4 26 4 29 4 32 4. 36 4 39 4. 42 4. 46 4. 49 4, 52 4. 56 4, 59 4. 62

4.09 4. 12 4 15 4. 19 4.22 4. 26 4.29 4, 32 4. 36 4 39 4. 43 4. 46 4. 50 4.53 4. 56 4.60 4.63 4.67 4. 70 4. 73

4. 18 4.22 4 25 4.29 4.32 4. 36 4.39 4.43 4 46 4. 50 4 53 4. 57 4. 60 4. 64 4. 67 4, 71 4. 74 4, 78 4.81 4.85

4.28 4. 32 4 35 4.39 4. 42 4. 46 4.49 4.53 4. 56 4. 60 4. 64 4. 67 4, 71 4. 74 4. 78 4. 81 4,85 4, 89 4. 92 4.96

4.38 4.41 4 45 4. 49 4.52 4. 56 4.59 4.63 4. 67 4. 70 4. 74 4. 78 4, 81 4.85 4. 89 4. 92 4.96 5.00 5,03 5.07

4. 47 4. 51 4 55 4,58 4.62 4. 66 4, 70 4.73 4. 77 4. 81 4. 85 4. 88 4, 92 4. 96 4,99 5. 03 5.07 5. 11 5. 14 5.18

4.57 4. 61 4 64 4,68 4.72 4. 76 4, 80 4.84 4, 87 4, 91 4. 95 4, 99 5. 03 5. 06 5, 10 5, 14 5, 18 5.22 5, 25 5.29

4. 67 4.70 4 74 4, 78 4.82 4. 86 4,90 4,94 4, 98 5, 02 5. 05 5, 09 5. 13 5.17 5, 21 5, 25 5,29 5, 33 5. 36 5.40

4.76 4. 80 4 84 4.88 4.92 4. 96 5,00 5,04 5, 08 5, 12 5. 16 5, 20 5. 24 5.28 5,32 5, 36 5,40 5. 44 5.48 5. 52

4.86 4.90 4.94 4.98 5.02 5, 06 5. 10 5. 14 5, 18 5, 22 5. 26 5. 30 5.34 5. 38 5.42 5. 47 5.51 5. 55 5, 59 5.63

i;20-51



0
s

10

11

13
13
14

18

16
17
18
10
30

31
33
33
34
38

38
27
28
29
30

31
33
S3
34
38

38
37
38
39
40

41
43
43
44
45

48
47
48
49
60

tun

" C
0
5
10

11

13
13
14
16

18
17
18
19
30

21
32
33
34

Table 6. Temperature corrections for Forlin baroinvler with brass scales—Continued

All corrections nro to bo subtiactuJ from tlio roadlng.

Daroinetor roinUng, mllllbais or miUluieters of mercury

700 705 710 715 720 728 730 735 740 745 780 766 700 706 770 776 780 785 790 705

0.00 0 00 0 00 0 00 0 00 0. 00 0. 00 0. 00 0. 00 0 00 0. 00 0. 00 Q 00 0. 00 0 00 0 00 0. 00 0. 00 0. 00 0. 00
.87 88 68 58 69 . 59 . 60 . 00 . 60 61 . 61 . 62 02 .02 Ii3 03 . 04 . 04 . 04 . 05

1. 14 1 18 1 16 1 17 1 17 1. 18 1. 19 1. 20 1. 21 1 22 1. 22 1. 23 1 24 1! 25 1 26 1 20 1' 27 1. 28 1. 29 1. 30

1.26 1 26 1 27 1 28 1 29 1. 30 1.31 1. 32 1. 33 34 1. 35 1 S.l 1 36 1. 37 1 38 1 39 1, 40 1 41 1. 42 1. 43
1.37 1 38 1 39 1 40 1 41 1.42 1.43 1.44 1.45 I 46 1.47 1.48 1 49 1, 50 1 51 1 52 1, 53 1,54 1.56 1. 50
1. 48 1 49 1 80 1 62 1 53 1. 64 1. 65 1. 86 1.57 I 58 1. 59 1. 00 1 61 1.02 1 03 1 04 1, 05 I, 00 1.07 1,08
1.60 1 61 1 62 1 63 1 64 1. 65 1. 67 1. 68 1. 69 I 70 1. 71 1. 72 1 73 1, 75 1 7(> 1 77 1. 78 1. 79 1. 80 1. 81
L 71 1 72 1 74 1 75 1 76 1. 77 1. 78 1. 80 1. 81 1 82 1. 83 1. 85 1 80 1, 87 1 88 1 89 1, 91 1. 02 1! 03 1. 04

1.82 1 84 1 85 1 86 1 88 1.89 1 90 1. 92 1. 93 1 94 1. 96 1. 97 1 98 1, 99 2 01 2. 02 2. 03 2 05 2 00 2. 07
1.94 1 98 97 1 98 1 99 2,01 2. 02 2. 04 2. 05 2 06 2. 08 2. 09 2 10 2. 12 2 13 2 15 2. 10 2. 17 2. 10 2-20
3. OS 2.07 2 08 2.10 2 11 2. 13 2. 14 2. 16 2. 17 2 18 2. 20 2,21 2 23 2. 24 2 20 2. 27 2,29 2. 30 2. 32 2.33
2. 17 2. 18 2 20 2. 21 2 23 2. 24 2. 26 2. 27 2. 29 2 30 2. 32 2. 34 2 35 2, 37 2 38 0 40 2, '11 2. 43 2. 44 2. 40
2.28 2.30 2.31 2.33 3.34 2.36 2.38 '2. 39 3. 41 2 43 2. 44 2. 40 2 47 2, 49 2 51 2. 62 2. 54 2. 50 2. 57 2. 59

2. 39 2.41 2 43 2. 44 2 46 2 48 2 80 2. 61 2. 83 2 55 2. 56 2 68 2 CO 2. 62 2 63 2, 65 2, 07 2 08 2 70 2. 72
2.51 2 52 2 54 2. 66 2 88 2. 60 2.61 2.63 2. 66 2 67 2.69 2. 70 2 72 2. 74 2. 70 2. 77 2. 70 2'

81 2^ 83 2. 85
2. 62 2. M 2 tie 2 68 2 69 2. 71 2. 73 2. 75 2. 77 2 79 2. 81 2. 83 2 84 2. 86 2_ 88 2.00 2. 02 2,04 2. Oil 2. 98
2.73 2^ 75 2 77 2. 79 2 81 2. 83 2. 85 2. 87 2. 89 2 91 2. 93 2. 95 2 97 2. 99

3'
01 3, 03 3. 05 3, 07 3. 08 3. 10

2.85 2. 87 2 89 2. 91 2 93 2. 96 2. 97 2. 99 3. 01 3 03 3. 05 3. 07 3 09 3. 11 3 13 3. 15 3. 17 'i. 19 3. 21 3. 23

2.96 2. 08 3 00 3. 02 3 04 3 07 3, 09 3. 11 3 13 3 15 3. 17 3 19 3 21 3. 23 3. 26 3 28 3, 30 3 32 3 34 3. 30
3.07 3 10 3 12

3'
14 3 16 3. 18 3.20 3.23 3. 25 3 27 3. 29 3.31 3 34 3.36 3 38 3 40 3, 42 3,45 3, 47 3. 49

3. 19 3 21 3 23 3 28 3 28 3. 30 3. 32 3. 35 3.37 3 39 3.41 3. 44 3 46 3.48 3, 51 3, 53 3, 55 3,57 3, 00 3. 02
3. 30 3, 32 3 35 3 37 3 39 3. 42 3. 44 3. 46 3. 49 3 61 3. 54 3. 66 3 58 3. 61 3. 03 3. 05 3. Ii8 3. 7(1 3. 72 3. 75
3. 41 3. 44 3 46 3 49 3 61 3. 63 3. 66 3. 68 3. 61 3 63 3. 06 3. 68 3 71 3. 73 3. 75 3, 78 3. 80 3, 83 3. 85 3. 88

3. 53 3. 55 3 58 3. 60 3 63 3. 66 3. 68 3 70 3 73 3 75 3 78 3 80 3 83 3 85 3 88 3. 00 3 93 3. 05 3. 08 4. 00
3.64 3. 66 3 69 3 72 3 74 3. 77 3.79 3.82 3.85 3 87 3. 90 3. 92 3 95 3! 08 4. 00 4. 03 4, 05 4' 08 4. 11 4. 13
3. 78 3 78 3 81 3. 83 3 86 3.89 3. 91 3.94 3. 97 3 99 4.02 4,05 4 07 4. 10 4, 13 4, 15 4. 18 4,21 4. 23 4. 20
3. 87 3. 89 3 92 3. 95 3 98 4. 00 4. 03 4. 06 4. 09 4 11 4. 14 4, 17 4 20 4 22 4. 25 4. 28 4, 31 4, 33 4. 30 4. 39
3.98 4. 01 4. 03 4. 06 4 09 4. 12 4. 16 4. 18 4.21 4 23 4. 26 4, 29 4 32 4. 35 4. 38 4. 40 4, 43 4. 40 4. 49 4. 52

4. 09 4. 12 4 15 4. 18 4 21 4. 24 4 27 4. 30 4. 32 4 35 4. 38 4. 41 .* 44 4. 47 4. 50 4. 63 4 50 4. 59 4, 62 4. 65
4.20 4. 23 4 26 4. 29 4 32 4.35 4. 38 4.41 4.44 4 47 4. 50 4.53 4 56 4' 59 4. 02 4. 05 4, 08 4^71 4. 74 4. 77
4. 32 4. 35 4 38 4. 41 4 44 4. 47 4. 50 4.53 4. 56 4 59 4.62 4. 66 4 69 4. 72 4. 75 4. 78 4.81 4.84 4, 87 4.90
4.43 4. 46 4 49 4. 52 4 56 4. 59 4. 62 4. 65 4.68 4 71 4. 75 4. 78 4 81 4. 84 4. 87 4. no 4, 94 4. 07 5. 00 5. 03
4. 54 4. 57 4 61 4. 64 4 67 4. 70 4. 74 i. 77 4. 80 4 83 4' 87 4. 90 4 93 4, 90 5. 00 6. 03 5. 00 5. 00 6. 13 5. 10

4. 68 4. 69 4 72 4 78 4 79 4 82 4. 85 4. 89 4. 92 4 1)5 4. 99 5 02 5 05 5. 09 5. 12 5. 15 5, 10 5 22 5. 25 6. 29
4. 77 4. 80 4 84 4. 87 4 90 i. 94 4! 97 5.01 5. 04 5 07 s' U 5^14 5 18 5' 21 5. 24 5. 28 5.' 31 5. 35 5, 38 5.41
4.88 4. 92 4 95 4. 98 5 02 6. 05 6. 09 6. 12 6. 16 5 19 5. 23 5. 20 5 30 5, 33 5. 37 5. 40 5. 44 r-,. 47 5, 51 5. 54

4.99 5. 03 6 06 5 10 5 14 5. 17 6 21 5.24 6. 28 5 31 5. 35 5. 39 5 42 5. 40 5. 40 5. 53 5, 56 5. 00 5. (i3 5.67
5, 11 5. 14 6 13 5. 21 5 25 5.29 5. 32 5. 36 5. 40 6 43 5. 47 5.51 5 54 5. 58 5. 62 5. 05 5. 69 5. 73 5. 70 6. 80

5.22 5. 26 5 29 5 33 5 37 5. 40 5. 44 5. 48 5.52 8 55 5. 59 5. 63 5 67 5. 70 5. 74 5. 78 .5.81 5. 85 5, 89 :->. 93
5. 33 5. 37 5 41 5 44 6 48 6.52 5. 56 5. CO 5.63 5 67 5.71 5. 75 5 79 5. 83 5. 86 5. 90 5.94 5. 98 0, 02 0, 05
5. 44 5. 48 5 52 5 56 5 60 6.64 5.68 5. 71 5. 75 5 79 5 83 5, 87 5 91 5. 95 5, 99 6, 03 6. 06 0. 10 0, 14 6, 18
5. 5fi 5. .19 5 f.3 5 67 5 71 5. 75 5. 79 5. 83 5. 87 5 91 5.95 5, 99 6 03 6. 07 6, 11 6. 15 0. 19 0. 23 0. 27 6.31
5. G7 5. 71 5 75 5. 79 5 83 5.87 5. 91 5. 95 5. 99 6 03 6. 07 6.11 6 15 6. 19 6. 23 6. 27 6. 32 6. 36 6. 40 0. 44

Barometer reading, millibars, Inches or millimeters of mercury

800 806 810 815 820 825 830 835 840 845 850 855 m 865 870 875 880 885 890 895

0.00 0. 00 0. 00 0. 00 0.00 0. 00 0. 00 0. 00 0.00 0. 00 0. 00 0, 00 0. 00 0. 00 0,00 0. 00 0. 00 0, 00 0. 00 0. 00
.65 .66 .66 .67 .67 .67 .68 .68 .09 .60 .69 .70 .70 .71 .71 .71 . 72 .72 .73 .73
1.30 1.31 1.32 1. 33 1.34 1,35 1.35 1.36 1.37 1.38 1.39 1. 39 1.40 1.41 1.42 1.43 1.44 1.44 1. 45 1.46

1.44 1.44 1.45 1.46 1.47 1,48 1.49 1.50 1.51 1,.52 1. .52 1.53 1.54 1.55 1,56 1. .W 1, 58 1, 50 1.60 1.01

1.67 1.67 1.68 1,59 1.60 1,61 1,62 1. 63 1.64 1.65 1. 06 1.07 1.08 1,09 1.70 1. 71 1.72 1,73 1.74 1. 75

1.70 1.71 1.72 1.73 1.74 1.75 1.76 1.77 1, 78 1.79 1.80 1.81 1.82 1,83 1.84 1, 85 1,80 1,88 1.89 1.90
1.83 1.84 1.85 1. 86 1,87 1,88 1.89 1.91 1.02 1,93 1.04 1.95 1.00 1,07 1.00 2, 00 2,01 2,02 2.03 2. 04
1.96 1. 97 1.98 1,99 2, 00 2, 02 2.03 2. 04 2. 05 2. 07 2. 08 2. 09 2. 10 2.11 2. 13 2. 14 2, 15 2. 16 2. 18 2. 19

2. 09 2. 10 2.11 2, 12 2,14 2.15 2, 16 2. 18 2.19 2, 20 2 22 2. 23 2, 24 2. 25 2. 27 2, 28 2. 29 2,31 2, 32 2. 33
2.22 2.23 2. 24 2. 26 2. 27 2, 28 2, 30 2.31 2. 33 2. 34 2, 35 2,37 2, 38 2. 40 2.41 2. 42 2. 44 2,45 2, 40 2.48
3.88 2. 36 2. 37 2. 39 2.40 2,42 2. 43 2. 45 2, 46 2. 48 2. 49 2,51 1, ,52 2, 54 2. 55 2. 57 2.68 2, 50 2, 01 2. 02

2.48 2.49 2. 81 2. 52 2. 64 2, 55 2. 57 2. 58 2. 60 2,61 2.63 2.05 2, 06 2, 68 2. 09 2.71 2. 72 2,74 2. 75 2. 77

2.60 2.62 2, 64 2,66 2. 67 2. 69 2. 70 2. 72 2. 74 2. 75 2. 77 2. 78 2. 80 2.82 2.83 2. 85 2. 87 2,88 2. 90 2.91

2.73 2.75 2. 77 2.79 2,80 2. 82 2. 84 2. S5 2, 87 2, 80 2,91 2, 92 2, 04 2, 96 2. 97 2,00 3 01 3, 03 3, 04 3.00
2.86 2.88 2.9fl» 2, 92 2,04 2. 95 2. 07 2. 90 3,01 3,03 3, 04 3. 00 3. 08 3, 10 3, 12 3, 13 3, 15 3, 17 3. 19 3. 20
2.99 3. 01 3.03 3. 05 3,07 3. 09 3.11 3.13 3, 14 3, 10 3. 18 3.20 3, 22 3, 24 3. 20 3,27 3,29 3,31 3. 33 3. 35
3. 12 3. 14 3. 16 3. 18 3,20 3. 22 3. 24 3.26 3. 28 3, 30 3, 32 3, 34 3, 30 3. 38 3. 40 3. 42 3. 44 3,46 3. 48 3. 49

3.28 3.27 3.29 3.31 3, 33 3.36 3. 38 3. 40 3.42 3. 44 3. 46 3. 48 3. 50 3.52 3.54 3. 56 3. 58 3. 60 3. 02 3. 64

3.38 3. 40 3. 43 3, 45 3. 47 3. 49 3, 51 3.53 3. 55 3. 57 3.59 3.02 3,64 3, 66 3,68 3,70 3, 72 3, 74 3. 76 3. 78
3. 81 3.53 3. 56 3, 58 3. 60 3. 62 3.64 3 67 3.69 3.71 3. 73 3,75 3,78 3.80 3.82 3,84 3, 86 3.80 3.91 3. 93
3.64 3.66 3.69 3, 71 3. 73 3.76 3.78 3. 80 3.82 3.85 3.87 3,89 3.01 3. 94 3. 96 3. 98 4.01 4. 03 4. 05 4. 07
3.77 3.79 3.82 3.84 3. 87 3.89 3.01 3.94 3. 96 3. 98 4.01 4. 03 4.05 4. 08 4. 10 4. 12 4. 15 4, 17 4.20 4. 22
3.90 3. 92 3.98 3. 97 4. 00 4.02 4. 05 4.07 4. 10 4. 12 4. 14 4. 17 4. 19 4. 22 4. 24 4.27 4.29 4.31 4. 34 4. 36
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Table 6. Temperature corrections for Fortin barometer with brass scales—Continued

All corrections are to be subtroctod from tlio roadliiK.

Barometer rending, millibars, inches or mllUmotor of morcury

800 805 810 818 820 825 830 835 840 848 850 856 860 805 870 878 880 888 800 898

4. 03 4. 05 4. 08 4. 11 4. 13 4. 16 4. 18 4. 21 4. 23 4. 26 4. 28 4. 31 4. 33 4. 36 4. 38 4. 41 4. 43 4. 46 4. 48 4. £1
4. Hi 4. 18 4. 21 4 24 4. 26 4. 29 4.31 4. 34 4. 37 4. 39 4.42 4.44 4.47 4. .50 4. 52 4.65 4. 57 4. 60 4. 63 4. 66
4.20 4. 31 4. 34 4. 37 4. 40 4. 42 4. 45 4. 48 4. 60 4. 53 4. 66 4.58 4. 61 4. 64 4. 66 4. 69 4. 72 4. 74 4. 77 4. 80
4- 42 4. 44 4. 47 4. 60 4. 53 4. 60 4. 68 4. 61 4. 64 4. C7 4. 69 4. 72 4. 75 4. 78 4. 80 4. 83 4. 86 4. 89 4.91 4. 94
4. 55 4. 57 4.60 4. 03 4. 66 4.69 4. 72 4. 76 4. 77 4. 80 4. 83 4. 86 4. 89 4. 92 4. 04 4. 97 6. 00 6. 03 5. 06 8. 09

A CO4, no 4. 70 4. 73 4. 70 4. 79 4.82 4. 85 4. 88 4. 91 4. 94 4. 97 6. 00 5. 03 5. 06 5. 08 5. 11 .5. 14 6. 17 6. 20 5. 23
4.80 4. 83 4. RC. 4. 89 4. 92 4. 96 4. 98 6. 01 6. 04 6. 07 ,5. 10 5. 13 5. in 5. 19 5. 22 5. 25 5. 28 5. 31 5. 34 6.37
4 03 4. 0(t 4. 99 S. 03 5. 06 6.09 6. 12 6. 16 6. 18 5. 21 5. 24 5. 27 .5.30 5.33 5. 36 5. 40 5.43 5. 46 5. 49 5.62

,5. 09 5. 13 6. Ifi 6. 19 8.22 6. 25 6. 28 5. 32 5. 35 5. 38 5. 41 5. 44 5. 47 6. 61 5. 54 5. 57 60 5. 63 5. 66
0. lit 5. 22 5. 20 5. 29 6. 32 8.35 8. 39 6. 42 5. 45 5. 48 5. 62 5. 55 5. 58 5. 61 6. 65 5. 68 5. 71 5. 74 78 5. 81

5. 35 5. 39 42 6. 45 5. 49 8.62 6. 65 6. 69 6. 62 r fr 5. 69 5. 72 0. /5 n. 79 5. 82 5. 85 5. 89 6. 92 5. 95
5. 45 48 52 5. 55 5. 58 5.62 6. 65 6. 69 5. 72 5. 76 }>. 70 5. 82 5. 86 5.89 5. 93 5. 96 5. 99 6. 03 6. 06 6. 10
6. 58 k! 61 }>'. (15 5. 08 5. 72 5. 75 6. 79 6. 82 5. 86 5. 89 6. 93 5. 1)6 6. 00 6. 03 6. 07 6. 10 6. 14 6 17 6. 20 6 24
5.71 5. 74 78 5. 81 6. 85 6. 88 6. 92 5. 90 5. 09 C. 03 6. 00 6. 10 6. 13 6.17 6.21 6. 24 6. 28 6. 31 6. 35 6. 38
5.83 6. 87 91 5. 94 6. 98 0. 02 6. 05 6. 09 0. 13 6. 16 6. 20 6. 24 0. 27 6.31 6. 35 6. 38 6. 42 6. 45 6. 49 0. 63

6. nn 6. no C. 04 6. 08 6. 11 6. 15 6. 10 6. 22 6. 26 6. 30 6. 34 6. 37 6.41 6. 46 0. 49 6. 52 6. .56 6 60 6. 63 0. 67
6. on (1. 13 6. 17 6. 21 0. 24 fi. 28 6. 32 6. 3i'. 0. 40 6 43 6.47 6. 51 6. 55 6. 59 6. i;2 6. t;6 6. 70 6 74 6 78 6.82
6, 22 6. (i. 30 6. 34 6. 38 6. 41 6. 45 6. 49 6. 53 6 57 6. 61 6. 65 6. 69 6.73 6. 76 6.80 6. 84 6 88 6. 02 fi.90

C. 3.'i (i. 39 6. 43 6. 47 6. 51 6. 6. 59 0. 63 6. 07 6 71 6. 75 6. 70 6.82 6. 86 6. 90 6. 94 6. 98 7 02 7. on 7. 10
0. 48 6. 52 6. 51 i C. 00 6. 04 0.08 0. 72 6 76 6. 80 6 84 6.88 6. 92 6. 96 7. 00 7. 04 7. 08 7. 12 7 17 7 21 7. 25

Uaronictor rending, millibars, inches or niilliinctors of mercury

900 905 910 916 920 925 930 935 940 945 950 955 960 905 970 975 980 985 990 995

0. CO 0 00 0 00 0 00 0 00 0 00 0. 00 0 00 0. 00 0 00 0. no 0. no 0.00 0. CO O.CO o.on 0.00 0 no 0 00 0. 00
.73 74 74 76 75 75 70 70 77 77 .78 .78 .78 .79 .79 .80 .80 80 81 .81

1.47 1 48 l' 48 1 49 l' 60 l' 61 i! 62 1 63 l! 63 1 64 1.65 1.66 1.67 1.57 1.58 1.69 1.60 1 61 1 01 1.62

1.01 1 62 1 03 1 64 1 05 I CO 1. 67 1 68 1 69 1 70 1.70 1.71 1.72 1.73 1.74 1.76 1.76 1 77 1 78 1.78

1.7C 1 77 1 78 1 79 1 80 1 81 1. 82 1 83 1 84 1 85 1.86 1.87 1.88 1.89 1.90 1.91 1.92 1 93 1 94 1.95

1.91 1 92 1 93 1 04 1 95 1 90 1. 97 1 98 1 99 2 00 2.01 2.02 2.03 2. 05 2.00 2.07 2. 08 2 09 2 10 2.11

2. 05 2 07 2 08 2 09 2 10 2 11 2 12 2 13 2 14 2 10 2. 17 2. 18 2. 19 2. 20 2.21 2. 22 2. 24 2 25 2 26 2. 27

2.20 2 21 2 22 2 24 2 25 2 20 2 27 2 29 2 30 2 31 2.32 2. 33 2. 35 2. 36 2. 37 2.38 2. 40 2 41 2 42 2. 43

2. 35 2 36 2 37 2 39 2 40 2 41 2 42 2 44 2 45 2 46 2. 48 2. 49 2.60 2.52 2.53 2. 64 2. 55 2 67 2 58 2. 59

2. 49 2 61 2 52 2 53 2 65 2 60 2 58 2 69 2 CO 2 62 2. 03 2.04 2. 06 2. 07 2.69 2. 70 2.71 2 73 2 74 2. 76

2. 64 2 65 2 07 2 08 2 70 2 71 2 73 2 74 2 76 2 77 2. 70 2.80 2. 81 2. 83 2. 84 2. 86 2. 87 89 2 90 2.92

2. 78 2 80 2 82 2 83 2 85 2 86 2 88 2 89 2 91 2 92 2. 94 2.95 2. 97 2.99 3.00 3.02 3.03 3 05 3 06 3. 08
2.93 2 05 2 96 2 98 3 00 3 01 3 03 3 04 3 06 3 08 3. 09 3.11 3. 13 3.14 3. 16 3.17 3.19 3 21 3 22 3. 24

3.08 3 09 3 11 3 13 3 14 3 16 3 18 3 20 3 21 3 23 3. 25 3. 26 3. 28 3. 30 3. 32 3.33 3. 36 3 37 3 38 3. 40

3. 22 3 24 3 26 3 28 3 29 3 31 3 33 3 35 3 37 3 38 3. 40 3. 42 3. 44 3. 46 3. 47 3. 49 3.51 3 53 3 54 3. 56
3. 37 3 39 3 41 3 42 3 44 3 46 3 48 3 60 3 62 3 64 3. 60 3. 67 3.59 3. 61 3.63 3. 05 3.67 3 69 3 71 3. 72

3.51 3 53 3 65 3 67 3 69 3 61 3 63 3 05 3 07 3 09 3.71 3. 73 3. 75 3. 77 3. 79 3.81 3.83 3 85 3 87 3.89

3. 66 3 68 3 70 3 72 3 74 3 76 3 78 3 80 3 82 3 84 3. 80 3. 88 3.90 3.92 3.94 3.96 3. 99 4 01 4 03 4.05

3. 81 3 83 3 85 3 87 3 89 3 91 3 93 3 95 3 97 4 CO 4.02 4.04 4.06 4.08 4.10 4.12 4.14 4 10 4 19 4. 21

3.95 3 97 4 00 4 02 4 04 4 06 4 08 4 10 4 13 4 16 4.17 4. 19 4.21 4.24 4. 26 4. 28 4.30 4 32 4 35 4.37

4. 10 4 12 4 14 4 17 4 19 4 21 4 23 4 26 4 28 4 30 4. 32 4. 35 4. 37 4.39 4. 42 4. 44 4. 46 4 48 4 51 4. 63

4.24 4 27 4 29 4 31 4 34 4 36 4 38 4 41 4 43 4 45 4. 48 4.50 4. 53 4. 65 4. 57 4,60 4.62 4 04 4 67 4.69

4.39 4 41 4 44 4 46 4 49 4 51 4 53 4 66 4 68 4 61 4.63 4. 66 4.68 4.70 4. 73 4. 75 4. 78 4 80 4 83 4.85

4. 53 4 66 4 58 4 61 4 63 4 00 4 08 4 71 4 73 4 76 4. 79 4. 81 4.84 4. 86 4.89 4. 91 4.94 4 96 4. 99 6.01

4. (i8 4 70 4 73 4 76 4 78 4 81 4 83 4 86 4 89 4 91 4. 94 4. 96 4. 99 5.02 6. 04 5. 07 6. 09 5 12 5. 15 5.17

4.82 4 85 4 88 4 90 4 93 4 90 4 98 5 01 5 04 5 07 5. 09 6. 12 5. 15 5. 17 5. 20 5. 23 6. 25 5 28 5 31 6. 33

4.97 5 00 5 02 5 05 5 08 6 11 6 13 6 16 5 19 5 22 5. 25 6. 27 5.30 6. 33 5. 36 5. 38 5.41 5 44 47 6. 49

5.11 5 14 6 17 5 20 5 23 6 20 6. 29 5 31 6. 34 6 37 6.40 6. 43 6. 46 6. 48 5. 51 5.64 5.57 5 00 b. 63 6. 65

5. 26 5 29 5 32 5 35 5 38 5 41 6 44 6 46 6 49 6 52 5. 65 6.58 5. 61 5.64 5.67 6.70 5.73 5 76 5. 79 6. 81

5. 40 5 43 5 46 5 49 5 62 6 55 6. 69 5 62 6. 05 5 f)8 6.71 6. 74 5. 77 5.80 5.83 5. 86 5. 89 6 92 5. 95 5.98

5. 55 5 58 6 61 5 64 6 67 5 70 6. 73 5 77 5. 80 6 83 6. 86 5. 89 5. 92 6. 95 5.98 6.01 0. 04 6. 07 6. 10 6. 14

5.69 5 73 5 70 5 79 6 82 5 85 5. 88 5 92 5. 95 6 98 6.01 6. 04 6. 07 6. 11 6. 14 6. 17 6. 20 6. 23 0. 26 0. 30

5. 84 5 87 5 90 6 94 6. 97 6 00 6. 03 6 07 0. 10 6 13 6.16 6. 20 0. 23 6. 26 6. 29 6. 33 6. 36 6. 39 6.42 6. 40

5. 98 6 02 6 05 6 08 6. 12 6. 15 6. 18 6 22 6. 25 6.28 6. 32 C. 35 e. 38 6. 42 6. 45 6. 48 6.52 6. 55 6. 58 6.62

6. 13 6 16 6 20 6 23 6. 27 6. 30 6. 33 6 37 6. 40 6. 44 6. 47 6. 50 6. 54 6. 57 6.61 6.64 6. 67 6.71 6. 74 6. 78

6. 27 6 31 6. 34 6 38 6. 41 6. 45 6. 48 6.52 6. 55 6. 59 6. 62 6. 66 6.69 6. 73 6.76 6. 80 e.83 6. 87 6.90 6. 94

6. 42 6 45 6. 49 6.63 6. 56 6. 60 6.63 6. 67 0. 70 6. 74 6. 78 6.81 6. 85 C. 88 6.92 6. 95 6.99 7. 03 7.06 7.10

0. 56 6 60 6. 64 6. 67 6.71 0. 75 6.78 6. 82 6. 86 6. 89 6.93 6. 97 7.00 7.04 7. 07 7.11 7.16 7.18 7. 22 7. 26

6.71 6. 75 6. 78 6. 82 6. 86 6. 90 6. 93 6. 97 7.01 7. 04 7.08 7. 12 7. 16 7.19 7. 23 7. 27 7. 31 7. 34 7. 38 7. 42

6. 85 6. 89 6. 93 6. 97 7. 01 7. 04 7. 08 7. 12 7. 16 7.20 7.23 7. 27 7. 31 7.35 7. 39 7. 42 7. 46 7.50 7. 54 7.58

7.00 7. 04 7. 08 7. 11 7. 16 7. 19 7. 23 7. 27 7.31 35 7. 39 7.43 7. 46 7.50 7. 54 7.58 7. 62 7. 66 7. 70 7. 74

7.14 7. 18 7. 22 7. 26 7. 30 7. 34 7. 38 7. 42 46 i. 50 7. 54 7.68 7.62 7.66 7. 70 7. 74 7. 78 7. 82 7. 86 7.90

7.29 7. 33 7. 37 7. 41 7. 45 7. 49 7. 63 7. 67 7! 61 7. 65 7.69 7. 73 7. 77 7.81 7.85 7.89 7.93 7. 97 8. 02 8. 06
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Table 6. Temperalure corrections for Forlin barometer with brass scales—Continued

AU coiToctions are to bo subtracted from tho rondlnR.

Baromoter roadlng, mlllibara, Inches or mllliiiictcrs o( mercury

1,000 1,005 1,010 1,015 1,020 1,025 1,030 1,038 1,040 1,045 1,050 1 ,055 1 ,000 1,065 1,070 1 ,075 1,080 1,086 1,090 1*096

0.00 0 00 0 00 0.00 0 00 0.00 0 00 0.00 0 00 0 00 0 00 0.00 0.00 0 00 0 00 0.00 0 00 0 00 0.00 0.00
.83 82 82 .83 83 .84 84 84 85 86 80 .80 .80 87 87 .88 88 89 .89 .89

1. 03 1 04 1 05 1. 60 1 06 1. 67 1 68 1.69 1 70 1 70 1 71 1. 72 1. 73 1 74 1 75 1 . 75 1 70 1 77 1. 78 1 7Q

1. 79 1 80 1 81 1. 82 1 83 1 QA
1. o4 1 85 1.86 1 87 1 87 1 88 1 . 89 1. 00 1 01 I 02 1 . U3 1 94 1 05

_
1. 96 1 QA

1 . 06 1 97 1 08 1. 99 2 00 2. 01 2 02 2 03 2 03 2 04 2 06 2. (Mi 2. 07 2 08 2 OU 2. 10 2 1

1

2 12 2. 13 2. 14

2.12 2 13 2 14 2.15 2 16 2.17 2 18 2 19 2 20 2 21 2 23 2.24 2. 25 2 20 2 27 2.28 2 29 2 3U 2. 81 2. 32
2. 28 2 29 2 30 2. 32 2 33 2. 34 2 35 2 30 2 37 2 38 2 40 2.41 2, 42 2 43 2 44 2.46 2 40 2 48 2.49 2.50
2. 44 2 46 2 47 2. 48 2 49 2. 51 2 52 2 53 2 64 2 55 2 67 2. 58 2. 59 2 00 2 02 2. 03 2 64 2 05 2. 66 2. 68

2. 01 2 02 2 03 2. 06 2 06 2. 07 2 69 2 70 2 71 2 72 2 74 2. 75 2. 70 2 78 2 79 2. 80 2 82 2 83 2. 84
n
2. H5

2. 77 2 78 2 80 2. 81 2 82 2. 84 2 85 2 87 2 88 2 89 2 91 2. 92 2. 94 2 96 2 DO 2. 08 2 99 3 00 O. IJ£ 'i (\i0. Uu
2. 03 2 98 2 00 2. 98 2 99 3.00 3 02 3 03 3 05 3 00 3 08 3. 00 3. 11 3 12 3 14 3. 15 3 17 3 18 3.20 3.21

3. 09 3 11 3 12 3.14 3 10 3.17 3 19 3 20 3 22 3 23 3 25 3. 20 3. 28 3 30 3 31 3. 33 3 34 3 30 3. 37 3. 39

3. 20 3 27 3 29 3. 31 3 32 3. 34 3 35 3 37 3 39 3 40 3 42 3. 44 3. 45 3 47 3 48 3. 50 3 62 3 53 3. 65 3. 57

3. 42 3 44 3. 45 0 A7 3 49 0 nn 3 52 3 54 3 50 3 57 3 69 3. fil 3. n2 3 04 3 06 3. 07 3 09 3 71 o. /o 1 74

3. 58 3.00 3.02 3. n3 3 05 3. 07 3 69 3 71 3 72 3 74 3 70 3. 78 3. 80 3 81 3 83 3. 86 3 87 3 88 3. 90 3 92

3. 74 3. 70 3. 78 3.80 3 82 3. 84 3 86 3 87 3 89 3 91 3 93 3. 95 3. 97 3 99 4 00 4. 02 4 04 4 00 4.08 4! 10

3.90 3 92 3 94 3. 90 3 98 4.00 4 02 4 04 4 00 4 08 4 10 4.12 4.14 4 10 4 18 4.20 4 22 4 24 4.20 4.28
4. 07 4 09 4 11 4. 13 4 16 4. 17 4 19 4 21 4 23 4 25 4 27 4. 29 4. 31 4 33 4 35 4. 37 4 39 4 41 4. 43 4. 45

no
4. 2d 4 25 4 27

_
4. 29 4 31

-
4. 3o 4 30 4 38 4 40 4 42 4 44 4. 40 4. 48 4 60 4 52 4. 55 4 67 4 ,^9 4. 01

4. 39 4 41 4 43 4. 40 4 48 4. 60 4 52 4 54 4 57 4 69 4 01 4. 03 4. 05 4 08 4 70 4. 72 4 74 4 70 4. 79 A fil

4. 56 4 67 4 00 4. 02 4 04 4.07 4 09 4 71 4 73 4 70 4 78 4. 80 4.83 4 85 4 87 4.80 4 92 4 94 4.96 4.98
4. 71 4 74 4 70 4. 78 4 81 4. 83 4 80 4 88 4 90 4 93 4 95 4. 97 5.00 6 02 5 04 5. 07 6 09 6 11 5.14 6. 16

4. 88 4 90 4 92 4. 95 4 97 6. 00 5 02 5 05 6 07 6 09 5 12 6. 14 5. 17 6 19 5 22 5. 24 5 27 6 20 5. 31 K "iA

6. 04 6 GO 6 09 5. 11 5 14 5. 10 5 19 6 21 6 24 5 20 5 29 6. 31 5. 34 8 30 5 39 5. 41 5 44 6 47 K AQ
o. W K KO

K on 5 22 5 26 6. 28 6 30 6. 33 6 35 6 38 6 41 5 43 5 40 5. 48 6. 51 6 64 5 60 5. 59 5 01 6 04 K A7 6 09
6. 30 5 30 5 41 6. 44 5 47 6. 49 6 62 5 65 6 67 6 00 6 03 6.05 6.08 6 71 6 74 6. 70 5 79 5 82 6.84 5! 87
6.52 6 65 6 68 5.00 5 03 5. 00 6 09 5 71 5 74 6 77 6 80 6.83 6. 85 6 88 6 91 5. 94 5 96 5 99 0.02 6. 05
6. 08 6 71 6 74 5. 77 5 80 6. 82 6 85 5 88 5 91 5 94 6 97 0. 00 0. 02 6 05 0 08 0. 1

1

0 14 0 17 0. 19 A 00

0- 5 87 5 90 no
6. Wo 5 90 Art

6. 99 0 02 0 05 6 08 0 11 0 14 0. 17 0. 10 6 22 0 25 no
0. 28 0 31 0 34 A Q7 0.

6. 01 6 04 0 07 6. 10 0 13 0. 10 0 19 0 22 6 26 0 28 6 31 0. 34 0. 37 0 40 0 43 0. 40 0 49 0 62 0. 55 A RfiD. Do
0.17 0 20 6 23 0. 20 0 29 6. 32 0 35 0 38 0 41 0 44 0 47 0. 51 0. 54 6 57 0 00 0.03 0 00 0 09 6. 72 6. 75
0. 33 0 30 0 39 0. 42 0 45 0. 49 6 62 0 65 0 68 0 01 6 64 0.08 0.71 6 74 0 77 0. 80 0 83 0 87 6.90 6.93
6. 49 0 62 0 65 6. 59 6 62 0. 06 0 08 0 72 0 76 0 78 6 81 0. 86 0. 88 6 91 0 94 0. 98 7 01 7 04 7 fl7 7 11

_
D. 05 0 68 6 72 6. 75 6 78 0. 82 6 85 0 88 6 92 0 95 6 08 7. 02 7. 05 7 08 7 12 7. 15 7 18 7 22 7 OK 7 Oft

6. 81 6 84 6 88 6. 91 0 95 0. 98 7 02 7 05 7 08 7 12 7 16 7. 19 7. 22 7 25 7 20 7. 32 7 30 7 39 7 AO 7 A(\

6. 97 7 01 7 04 7.08 7 11 7.16 7 18 7 22 7 26 7 29 7 32 7.36 7.39 7 42 7 40 7. 40 7 63 7 60 7.00 7.63
7 17 7 20 7, 24 7 28 7. 31 7 35 7 38 7 42 7 45 7 49 7. 62

•7 ^ft
/. DIj 7 00 7 03 7. 07 7 70 7 74 7 77

7.29 7 33 7 37 7. 40 7 44 7. 48 7 51 7 65 7 59 7 02 7 66 7.69 7. 73 7 77 7 80 7.84 7 88 7 91 7. 96 7.99

7. 45 7 49 7 53 7. 57 7 60 7.64 7 08 7 71 7 76 7 79 7 83 7. 86 7.90 7 94 7 98 8.01 8 06 8 09 8.12 8.16
7. 61 7 66 7 69 7. 73 7 77 7.81 7 84 7 88 7 92 7 90 8 00 8.03 8. 07 8 11 8 16 8. 19 8 22 8 20 8.30 8. 34

7.78 7 81 7 85 7. 89 7 93 7. 97 8 01 8 05 8 09 8 13 8 16 8.20 8. 24 8 28 8 32 8. 30 8 40 8 44 8. 48 8. 51

7.94 7 98 8 02 8. 05 8 09 8.13 8 17 8 21 8 25 8 29 8 33 8. 37 8.41 8 45 8 49 8.53 8 67 8 61 8.05 8.69
8.10 8 14 8 18 8.22 8 20 8. 30 8 34 8 38 8 42 8 40 8 60 8. 64 8.58 8 02 8 00 8. 70 8 74 8 78 8.83 8. 87

Barometer reading, millibars. Inches or millimeters of mercury

1,100 1,105 1,110 1,115 1,120 1,125 1,130 1,135 1,140 1,145 1,150 1,155 1,160 1,165 1,170 1,176 1,180 1,185 1.190 1,195

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
.90 .90 .91 .91 .91 .92 .92 .93 .93 .93 .94 .94 .95 .95 .95 .96 .96 .97 .97 .98

1.79 1.80 1.81 1.82 1.83 1.84 1.84 1.85 1.80 1.87 1.88 1.88 1.89 1.90 1.91 1.92 1.92 1.93 1.94 1. 95

1.97 1.98 1.99 2.00 2. 01 2. 02 2.03 2.04 2. 04 2. 05 2.00 2. 07 2.08 2.09 2. 10 2.11 2.12 2.13 2. 13 2.14
2. 15 2. 10 2.17 2. 18 2. 19 2.20 2. 21 2.22 2. 23 2. 24 2. 25 2.26 2. 27 2. 28 2.29 2. 30 2.31 2. 32 2.33 2.34
2.33 2. 34 2. 35 2.36 2. 37 2. 38 2. 39 2.41 2. 42 2. 43 2. 44 2.46 2. 46 2. 47 2.48 2. 49 2.60 2. 51 2.82 2.83
2. 61 2.52 2.63 2.54 2.56 2. 67 2.58 2.59 2.00 2. 61 2. 02 2. 64 2. 05 2.00 2. 67 2.68 2.69 2.70 2.72 2.73
2.69 2.70 2. 71 2.73 2.74 2. 75 2.76 2. 77 2. 79 2. 80 2. 81 2. 82 2. 84 2. 85 2. 80 2. 87 2.88 2.90 2. 91 2.92

2.87 2.88 2.89 2.91 2.92 2.93 2. 95 2.96 2. 97 2. 98 3.00 3. 01 3. 02 3. 04 3.06 3.06 3.08 3.09 3. 10 3. 12

3. 05 3.06 3. 07 3.09 3. 10 3. 12 3. 13 3.14 3. 16 3.17 3. 18 3.20 3.21 3. 23 3. 24 3. 25 3. 27 3.28 3.30 3.31
3.22 3. 24 3. 25 3. 27 3. 18 3. 30 3.31 3.33 3. 34 3. 36 3. 37 3.39 3.40 3. 42 3. 43 3. 44 3.46 3. 47 3.49 3.50
3.40 3.42 3. 43 3. 45 3. 47 3.48 3.50 3. 51 3.53 3. 54 3.50 3. 57 3.59 3.60 3.62 3. 64 3. 05 3. 67 3.68 3.70
3.58 3.60 3. 61 3.63 3. 65 3.66 3.68 3. 70 3. 71 3.73 3. 74 3.76 3.78 3. 79 3.81 3.83 3. 84 3. 86 3. 87 3.89

3. 76 3.78 3.79 3. 81 3.83 3. 85 3.86 3.88 3.90 3.91 3.93 3. 95 3. 97 3.98 4.00 4.02 4.03 4.05 4. 07 4.08
3.94 3.96 3. 97 3. 99 4. 01 4.03 4.05 4.06 4.08 4. 10 4. 12 4. 14 4. 15 4.17 4. 19 4.21 4.22 4.24 4.26 4.28
4. 12 4. 14 4. 16 4.17 4. 19 4.21 4.23 4. 26 4. 27 4.29 4.30 4.32 4.34 4 36 4.38 4.40 4.42 4.43 4.45 4.47
4. 30 4. 31 4.33 4. 35 4. 37 4. 39 4. 41 4. 43 4. 45 4.47 4.49 4. 51 4.53 4. 66 4.57 4.69 4. 61 4.63 4. 65 4.67

4. 47 4. 49 4. 51 *4.63 4. 55 4. 57 4.60 4.62 4. 04 4.66 4.68 4.70 4. 72 4. 74 4.76 4.78 4.80 4.82 4. 84 4.86

4.65 4. 67 4.09 4. 71 4. 74 4. 76 4. 78 4.80 4. 82 4. 84 4. 86 4.88 4.90 4.93 4. 95 4. 97 4.99 6. 01 5.03 5. 05
4.83 4. 85 4. 87 4.90 4.92 4. 94 4.96 4.98 5.00 5.03 6. 05 5. 07 6.09 6. 11 5.14 5. 16 8. 18 5.20 5.22 6. 25
6. 01 5.03 5. 06 5.08 5. 10 5. 12 5 14 6. 17 5. 19 6.21 5.23 5.26 5.28 5.30 5.33 6. 35 8. 37 5. 39 5.42 6. 44

6. 19 5. 21 5.23 6.26 5.28 5.30 ."i 33 5. 36 5. 37 6. 40 6. 42 6. 44 5. 47 S.49 6.62 8.64 6.66 6.69 5. 61 6.63
5. 36 5. 39 5.41 5. 44 5.46 5.48 5.61 5.53 6.66 5.58 6.61 6.63 5.66 8.68 8.70 6.73 6. 78 5-78 5.80 8.83

5.54 5. 57 5.69 5.62 6.64 6.67 5.69 5.72 5. 74 6. 77 5.79 6.82 5.84 8. 87 8.89 8.92 8.94 6. 97 6.99 6.02
6. 72 5.74 6. 77 5.80 5. 82 5.85 5. 87 6.90 5.93 5. 95 8.98 6.00 6.03 6.06 6.08 6.11 6. 13 6. 16 6. 19 6.21
6.90 6. 92 5. 96 6.98 6.00 6.03 6.06 6.08 6.11 6. 14 0. 10 6. 19 6.22 6.24 6.27 6.30 6.32 6. 36 6.38 6.41
6. 07 6. 10 6. 13 6. 16 0. 18 6. 21 6.24 6. 27 6.29 0. 32 6. 36 6.38 6.40 6.43 6.46 6.49 6.82 6.54 6. 67 6.60
6. 25 6.28 6.31 6. 34 0. 30 6.39 6. 42 0. 45 6. 48 0. 51 6.54 0.50 6.69 6.62 6. 66 6.68 6. 71 6.73 6.76 6.79



Table 6. Temperature corrections for Fortin barometer with brass scales—Continued

AU corrections are to be subtracted from the reading.

Barometer reading, mllUbars, Inches or millimeters of mercury

ature
1,100 1,105 1,110 1,115 1,120 1,125 1,130 1,135 1,140 1,145 1,150 1,155 1,160 1,165 1,170 1,175 1,180 1,185 1,190 1,195

o /~tO
36 6. 43 6. 46 6. 49 6. 52 6. 55 6. 57 6. 60 6. 63 6. 66 6. 69 6. 72 6. 75 6. 78 6. 81 6. 84 6. 87 6. 90 6. 93 6. 95 6. 98
37 6. 61 6. 64 6. 67 6. 70 6. 73 6. 76 6. 79 6. 82 6. 85 6. 88 6. 91 6. 94 6. 97 7. 00 7. 03 7. 06 7. 09 7. 12 7. 15 7. 18
38 6.78 6.81 6.84 6.88 6.91 6.94 6. 97 7.00 7.03 7. 06 7.09 7.12 7.15 7.18 7.21 7.25 7.28 7. 31 7.34 7.37
39 6.96 6.99 7.02 7.06 7.09 7.12 7.15 7. 18 7. 21 7. 25 7.28 7.31 7.34 7. 37 7. 40 7.44 7. 47 7.50 7.53 7.56
40 7. 14 7. 17 7. 20 7. 24 7. 27 7. 30 7. 33 7. 36 7. 40 7. 43 7. 46 7. 49 7. 53 7. 56 7. 59 7. 62 7. 66 7. 69 7. 72 7. 75

41 7. 31 7. 35 7. 38 7. 41 7. 45 7. 48 7. 51 7. 55 7. 58 7. 61 7. 65 7. 68 7. 71 7. 75 7. 78 7. 81 7. 85 7. 88 7. 91 7. 95
42 7. 49 7. 53 7. 56 7. 59 7. 63 7. 66 7. 70 7. 73 7. 76 7. 80 7. 83 7. 87 7. 90 7. 93 7. 97 8. 00 8. 04 8. 07 8. 10 8. 14

43 7.67 7.70 7.74 7.77 7.81 7.84 7.88 7. 91 7. 95 7. 98 8. 02 8. 05 8.09 8. 12 8.16 8. 19 8.23 8.26 8. 30 8.33
44 7.85 7.88 7. 92 7.95 8.99 8. 02 8. 06 8 10 8. 13 8. 17 8. 20 8. 24 8. 27 8. 31 8. 35 8. 38 8 42 8 45 8. 49 8.52
45 8.02 8.06 8. 10 8. 13 8.17 8.20 8. 24 8.28 8. 31 8. 35 8. 39 8.42 8.46 8.50 8.53 8. 57 8. 61 8.64 8.68 8.72

46 8.20 8.24 8. 27 8. 31 8. 35 8.39 8.42 8.46 8.50 8.53 8. 57 8. 61 8. 65 8.68 8. 72 8.76 8.80 8.83 8. 87 8. 91

47 8.38 8.41 8. 45 8. 49 8.53 8. 57 8.60 8.64 8.68 8. 72 8.76 8.79 8.83 8. 87 8. 91 8. 95 8.99 9. 02 9.06 9. 10
48 8.65 8.59 8.63 8. 67 8. 71 8.75 8.79 8.83 8.86 8.90 8.94 8. 98 9. 02 9. 06 9. 10 9.14 9.17 9. 21 9. 25 9.29
49 8.73 8. 77 8. 81 8. 85 8.89 8.93 8.97 9. 01 9. 05 9.09 9. 13 9. 17 9.21 9. 25 9. 29 9. 32 9.36 9.40 9.44 9.48
SO 8. 91 8.95 8.99 9.03 9. 07 9.11 9. 15 9. 19 9.23 9. 27 9. 31 9. 35 9. 39 9.43 9.47 9.51 9. 55 9. 59 9.63 9.68

Table 7. Temperature Correction factor

Numbers under scale material are values of expansion coefiBcient s, all of which must be
multiplied by 10-'

1+mt

Factor F (minus sign omitted) in percent

Temperature Aluminum Brass Stainless Steel Pyrex Invar
24.5 18.4 steel 17 11.5 3.0 0

" C °F
0 32.0 0 0 0 0 0 0
2 35.6 0. 0314 0. 03267 0. 0329 0.0340 0. 0357 0. 03635
4 39.2 .0629 .06531 .0859 .0681 .0715 . 07267
6 42.8 .0943 .09793 .0988 .1021 .1072 .10896
8 46.4 .1257 .13053 .1316 . 1360 .1428 .14523
10 50.0 .1570 . 16310 .1645 .1700 .1785 . 18147

12 53.6 .1883 .19565 .1973 .2039 .2141 .21768
14 57.2 .2197 .22818 .2301 .2378 .2497 .25387
16 60.8 .2510 .26068 .2629 .2717 .2853 .29004
18 64.4 .2822 .29316 .2955 .3055 .3208 .32617
20 68.0 .3135 .32562 .3284 .3394 .3563 .36228

22 71 6 .3447 .35805 .3611 .3732 .3918 .39837
24 75.2 .3759 .39046 .3938 .4069 .4273 .43442
26 78.8 .4071 .42284 .4265 .4407 .4627 .47046
2S 82.4 .4382 .45520 .4591 .4744 .4981 .50646
30 86.0 .4693 .487.54 .4917 .5081 .5335 .54244

32 89.6 .5004 .51986 .5243 .5418 .5689 .57840
34 93.2 .5315 . 55215 .5569 .5755 .6042 . 61432
36 96.8 .5626 .58442 .5894 .6091 .6395 .65022
38 100.4 .5936 .61686 .6219 .6427 .6748 .68610
40 104.0 .6247 .64888 .6544 .6763 .7100 . 72195

42 10V.6 .6557 .68108 .6869 .7098 .7453 . 75778
44 111.2 .6866 . 71325 .7194 .7434 .7805 . 79357
46 114.8 .7176 .74541 .7518 .7769 .8157 .82934

48 118.4 .7485 .77744 .7842 .8104 .8508 .86509
60 112.0 .7794 .80964 .8166 .8438 .8859 .90081

h2h-35



Table 8. Gravity correction

Correction for beight of mercury column R, or Ri in any unit of pressure

Gravity Correction
factor F,

100 200 300 400 600 600 700 800 900 1,000 1,100 1,200 1,30U

cmltec* %
078.0 -0. 27175 —0.272 —0.544 —0. 815 —1.087 —1.359 —1.631 —1.902 —2. 174 —2.446 -2. 718 -2.989 —3. 261 —3.63a

.1 .26156 -.262 -.523 -.785 -l.(M6 -1.308 -1.569 -1.831 -2.092 -2.354 -2. 616 -2. 877 -3.139 -3.400

.2 .25138 —.251 —.503 —.754 —1.005 —1.257 —1.508 —1.760 —2. Oil —2. 262 —2. 514 —2. 765 —3.016 —3.268

.3 .24116 —.241 —.482 — . 724 —0. 965 —1.206 —1.447 —1.688 — 1.929 —2. 170 —2. 412 —2.653 —2. 894 -3. 135

.4 .23097 — . 231 —.462 —.693 —.924 —1. 155 —1.386 —1.617 —1.848 —2. 079 —2.310 —2. 541 -2. 772 -3 003

.5 .22077 —.221 —.442 —.662 —.883 —1.104 —1. 325 —1.545 —1.766 —1. 987 —2. 208 -2.428 -2. 649 —2. 870

.6 . 21057 —.211 —.421 —.632 —.842 —1.053 —1.263 —1.474 —1.685 —1. 895 -2. 106 —2. 316 -2. 527 -2. 737

.7 .20037 —.200 —.401 —.601 —.801 —1.002 —1.202 —1.403 —1.603 —1.803 —2. 004 —2.204 -2 404 -2.605

.8 .19018 —.190 —.380 —.571 —.761 —0. 951 —1.141 — 1.,331 —1. 521 —1.712 —1.902 —2.092 -2. 282 -2. 472

.9 .17998 — . 180 —.360 —.540 —.720 —.900 —1.080 —1.260 —1.440 —1.620 —1.800 —1.980 —2. 160 -2. 340

979.0 .16978 —.170 —.340 —.509 —.679 —.849 —1.019 —1. 188 —1.358 —1.528 —1.698 —1.868 —2. 037 —2. 207
.1 . 15959 -.160 -.319 -.479 -.638 -.798 -0. 958 -1.117 -1.277 -1.436 -1.596 -1.755 -1.915 -2. 075
.2 . 14939 — . 149 —.299 —.448 —.898 —.747 —.896 —1.046 —1.195 —1.345 —1.494 — 1.643 —1. 793 -1.942
.3 .13919 —.139 —.278 —.418 —.557 -.696 —.835 —0. 974 —1.114 -1.253 —1.392 —1.531 —1.670 —1.809
.4 .12899 — . 129 —.258 —.387 —.516 —.646 —.774 —.903 —1.032 -1. 161 —1.290 ,

— 1.419 -1.548 -1.677
.5 . 11880 — . 119 —.238 —.356 —.475 —.594 —.713 —.832 —0. 950 —1.069 —1. 188 — 1.3C7 —1.426 —1.544
.6 .10860 — . 109 —.217 —.326 —.434 —.643 —.652 —

. 760 —.869 —0. 977 -1.086 — 1. 195 —1.303 —1.412
.7 .09840 -.098 — . 197 —.295 —.394 —.492 —.590 —.689 — . 787 —.886 -0. 984 -1.082 —1. 181 —1.279
.8 .08821 — . 088 — . 176 —.265 —.353 —.441 —.529 —.617 —.706 —.794 —.882 — 0. 970 —1.059 —1. 147
.9 .07801 —.078 —.156 —.234 —.312 —.390 —.468 —.546 -^.624 —.702 — . 780 —.858 -0. 936 —1.014

980.0 .06781 —.068 —.136 —.203 —.271 —.339 —.407 — . 475 —.542 —.610 —
. 678 —

. 746 —.814 —0.882
.1 . 05761 -.058 — . 115 — . 173 —.230 —.288 —.346 — .403 —.461 —

. 518 — . 576 —
. 634 —.691 —.749

.2 .04742 -.047 -.095 -.142 -.190 -.237 -.285 -.332 -.379 -.427 -.474 -.522 -.569 -.616

.3 .03722 —.037 —.074 — . 112 — . 149 —. 186 —.223 —.261 — .298 — .335 — .372 — .409 —.447 —.484

.4 .02702 —.027 — .054 —.081 —.108 —.135 —.162 —.189 —.216 — .243 — .270 — .297 —.324 —.351
5 .01682 —.017 — .034 —.050 —.067 —.084 —.101 —.118 — . 135 —

. 151 -. 168 -. 185 — .202 —.219
. 6 .00663 —.007 —.013 —.020 —.027 —.033 —.040 —.046 —.053 — .060 — .066 — .073 —.080 —.086
.665 0 0 0 0 0 0 0 0 0 0 0 0 0 0
.7 +. 00357 +.004 +.007 +.011 +.014 +.018 +.021 +.025 +.029 +.032 +. 036 + .039 +.043 +.046
.8 .01377 +.014 +.028 +. 041 +. 055 +. 069 +.083 +.096 +.010 +. 124 +. 138 +. 151 +.165 +. 179
.9 .02396 +.024 +.048 +.072 +.096 +. 120 +. 144 +.168 +. 192 +.216 +.240 + . 264 +.288 +.311

981.0 .03416 +.034 +.068 + 102 +. 137 +. 171 +.205 +.239 +.273 +.307 +. 342 +.376 + 410 +.444
.1 .04436 +.044 +.089 +.133 +. 177 +.222 +.266 +.311 +.355 +. 309 +. 444 +.488 +.532 +.577
.2 .05455 +.055 +. 109 +. 164 +. 218 +.273 +.327 +.382 +.436 +.491 +. 546 + . 600 +. 655 +.709
.3 .06475 +.065 +. 130 +. 194 +. 259 +.324 +.389 +. 453 +. 518 +. 583 + . 648 +.712 +. 777 +.842
.4 . 07495 +.075 +. 150 +.225 +. 300 +. 375 +. 450 +.525 +.600 +.675 + .749 +. 824 +.899 +.974
.5 .08515 +.085 +. 170 +. 255 +.341 +.426 +. 511 +. 596 +. 681 +.766 + .851 +.937 +1.022 +1. 107
. 6 . 09534 +. 095 +. 191 +. 286 +. 381 +.477 +. 572 +.667 +.763 + . 858 + .953 +1.049 +1. 144 +1.239
. 7 . 10554 +. 106 +.211 +. 317 +.422 +.528 +.633 +. 739 +.844 +. 950 +1.055 + 1. 161 +1.266 +1.372
.8 . 11574 +. 116 +.231 +.347 +.463 +. 579 +.694 +.810 +.926 +1.042 +1. 157 +1.273 +1.389 +1. 505
.9 . 12593 +. 126 +. 252 +.378 +.504 +.630 +.756 +.882 +1.007 +1. 133 +1.259 +1.385 +1.511 +1.637

982.0 . 13613 +.136 +.272 +.408 +. 545 +.681 +.817 +.953 +1.089 +1.225 +1.361 + 1. 497 +1. 634 +1.770
.1 .14633 +.146 +.293 +.439 +.585 +.732 +.878 +1.024 +1.171 +1.317 + 1.463 +1.610 + 1.756 +1.902
.2 .15653 +. 157 +.313 +. 470 +.626 +. 783 +.939 +1.096 +1.252 +1. 409 +1.565 +1. 722 +1.878 +2. 035
. 3 .16672 +. 167 +. 333 +.500 +.667 +.834 +1.000 +1. 167 +1.334 + 1. 500 +1.667 + 1.834 +2.001 +2. 167
.4 . 17692 +.177 +. 354 +. 531 +.708 +.885 +1.062 +1.238 +1.415 +1.592 +1.769 +1. 946 +2. 123 +2. 300
. 5 . 18712 +.187 +•374 +. 561 +. 748 +.936 +1. 123 +1.310 +1.497 +1. 684 +1.871 +2. 058 +2. 245 +2. 433
. 6 . 19732 +. 197 +.395 +. 592 +.789 +.987 +1. 184 +1.381 + 1.579 +1. 776 + 1. 973 +2. 171 +2. 368 +2. 565
.7 . 20751 +.208 +.415 +.623 +. 830 +1. 038 +1.245 +1.453 + 1.660 +1.868 +2. 075 +2. 283 +2. 4S0 +2. 698
.8 .21771 +.218 +.435 +.653 +.871 +1.089 +1.306 +1. 524 +1.742 +1. 959 +2. 177 +2. 395 +2.613 +2.830
.9 .22791 +.228 +.456 +.684 +.912 +1.140 +1.367 +1. 595 +1.823 +2. 051 +2. 279 +2. 507 +2. 735 +2. 963

983.0 . 23810 +. 238 +.476 +.714 +.952 +1.191 +1. 429 +1.667 +1.905 +2. 143 +2. 381 +2. 619 +2. 857 +3. 095
.1 .24830 +.248 +. 497 +. 745 +.993 +1.242 +1.490 +1. 738 +1.986 +2. 235 +2. 483 +2. 731 +2. 980 +3. 228
.2 .25850 + .258 + .517 + .775 +1.034 +1.292 +1.551 +1.809 +2. 068 +2. 326 +2. 585 +2. 843 +3. 102 +3. 360
.3 .26870 +.269 +. 537 +.806 +1.075 +1.343 +1.612 +1.881 +2. 150 +2.418 +2. 687 +2. 956 +3.224 +3. 493
.4 . 27889 +.279 +.558 +.837 +•-.116 +1.394 +1.673 +1.952 +2. 231 +2. 510 +2. 789 +3. 068 +3. 347 +3. 626
.5 .28909 +.289 +. 578 +.867 +1.156 +1.445 +1.735 +2. 024 +2.313 +2.602 +2. 891 +3.180 +3. 469 +3. 758



Table 9. Gravity corrections at various latitudes at sea level

Correction-?—^ R,=F,R, or F,R,
e.

Correction for height of mercury column R, or Ri in any unit of pressure measurement

Latitude Gravity Correction 100 200 300 400 500 600 700 800 900 1,000 1,100 1,200 1,300

deg cm/secf %
0 978. 036 -0. 26808 -0 268 -0.536 -0.804 -1.072 -1 340 -1.608 -1.877 -2. 145 -2. 413 -2.681 -2.949 -3. 217 -3. 485
2 978.042 . 26747 267 -.535 -.802 -1.070 -1 337 -1.605 -1.872 -2. 140 -2.407 -2. 675 -2.942 -3. 210 -3. 477

26553 266 531 -ygy — L. UOJ -1 328 — 1. 593 — 1. 859 — 2. 124 — 2. 390 — 2. 655 — 2. 921 —3. 186 —3. 452
6 878. 092 ! 26237 - 262 -!525 -!787 -1.049 -1 312 -1.574 -1.837 -2.099 -2. 361 -2. 624 -2.886 -3. 148 -3.411
8 978. 135 .25799 258 -.616 -.774 -1.032 —

1

290 -1.548 -1.806 -2.064 -2. 322 -2.580 -2. 838 -3.096 -3. 354
10 978. 191 .25228 252 -.505 -.757 -1.009 —

1

261 -1.514 -1. 766 -2.018 -2.271 -2.523 -2. 775 -3.027 -3.2S0

12 978. 258 .24545 245 -.491 -.736 -0. 982 -1 227 -1.473 -1.718 -1.964 -2.209 -2.454 -2. 700 -2.945 -3.191
14 Via. Ooi 23739 237 ^yg yi2 — 1 187 1 eery — 2. 137 — 2. 374 —2. 611 —2. 849 —3. 088
16 978. 427 ! 22821 - 228 -!456 -.'685 -!913 -1 141 -L369 -1. 597 -L826 -2. 054 -2. 282 -2.510 -2. 739 -2.967
18 978. 528 .21791 218 -.436 -.654 -.872 — 1 090 -1.307 -1.525 -1.743 -1.961 -2. 179 -2. 397 —2. 616 -2.833
20 978. 638 .20670 207 -.413 -.620 -.827 — 1 033 -1.240 -1. 447 -1.654 -1.860 -2.067 -2. 274 -2. 480 -2.687

22 978. 759 .1^436 - 194 -.389 -.583 -.777 -0 972 -1.166 -1.361 -1.555 -1.749 -1.944 -2. 138 -2.332 -2.527
Q7C ficaVia. oo<? . 18120 181 — . oOZ — . 544 906 1 Afl7 — 1. 268 — 1. 450 — 1. 631 — 1. 812 — 1. 993 — 2. 174 —2. 356

26 979. 026 . 16713 - 167 -.334 -.501 -.669 - 836 -1.003 -1. 170 -1.337 -1.504 -1.671 -1.838 -2.006 -2. 173
28 979. 172 . 15224 152 -.304 -. 457 -.609 761 -0. 913 -1.066 -1.218 -1. 370 -1.522 -1.675 -1.827 • -1.979
30 979. 324 . 13674 137 -.273 -.410 -.647 684 -.820 -0. 957 -1.094 -1.231 -1.367 -1. 504 -1.641 -1. 778

32 979. 483 .12053 - 121 -.241 -.362 -.482 - 603 -.723 -.844 -0. 964 -1.085 -1.205 -1.326 -1.446 -1.567
O'i y/y. Mo . 10371 104 — . 207 — .311 —

. 415 519 —
. 622 — . 726 —

. 830 — 0. 933 — 1. 0.37 — 1 . 141 — 1. 244 —1. 348
36 979. 817 .08647 086 -. 173 -.259 -.346 432 -.519 -.605 -.692 -.778 -0.865 -0. 951 -1.0.38 -1.124
38 979. 991 . 06873 069 -. 137 -.206 -.275 344 -.412 -.481 -.550 -. 619 -.687 -.756 -0. 825 -0. 893
40 980. 167 .05078 _ 051 -. 102 -. 152 -.203 _ 254 -.305 -.355 -.406 -.457 -.508 -.559 -.609 -.660

42 980. 346 .03253 - 033 -.065 -0.098 -.130 - 163 -.195 -.228 -.260 -.293 -.326 -.358 -.390 -.423
44 980. 526 .01417 014 -.028 -0. 043 -.057 071 -.085 -.099 -. 113 -. 128 -. 142 -. 156 -.170 -.184
45 980. 616 .00500 005 -.010 -0.015 -.020 025 -.030 -.035 -.040 -.045 -.050 -.055 -.060 -.065

980.665 0 0 0 0 0 0 0 0 0 0 0 0 0 0

46 980. 706 +.00418 + 004 +.008 +.013 +.017 + 021 +.025 +.029 +.033 +.038 +.042 +.046 +.050 +.054
48 980.886 . 02254 + 023 +. 045 + .068 +.090 + 113 +, 135 +.158 +.180 +.203 +. 225 +.248 +. 270 +.293
60 981. 065 . 04079 + 041 +. 082 +. 122 +. 163 + 204 +.245 +.286 +. 326 +.367 +. 408 +. 449 +.489 +.530

52 981. 242 .05884 + 059 +.118 +. 177 +.235 + 294 +0. 353 +.412 +. 471 +. 530 +.588 +. 647 +.706 +.765
54 981. 416 . 06658 + 077 "h- 153 -f-. 230 -|-. 306 + 383 -f-0- 459

t CQfi
-J-. OoD 766 -p. (VIZ +. 919 +. 996

56 981. 586 . 09392 + 094 +.188 +.282 +. 376 + 470 +0. 564 + .657 +.751 +.845 +.939 + 1.033 +1. 127 +1.221
58 981. 751 . 11074 + 111 +.221 +. 332 +.443 + 544 + 0. 664 +.775 +.886 +.997 + 1. 107 +1.218 +1.329 +1.440
60 981.911 . 12706 + 127 + .254 +.381 +.508 + 635 +0. 762 +.889 +1.016 + 1.144 + 1.271 + 1.398 + 1. 525 +1.652

62 982.064 . 14266 + 143 +. 285 + .428 +.571 + 713 +0.856 +.999 +1.141 +1.284 + 1.427 + 1.569 +1.712 +1.855
64 voZ, J 10 . 15755 + 158 -\-. 315 +. 473 -f-. 630 + 788 -|-0. 945 -|-1. 103 -\- 1 - 260 j 1 AJQ +1. 575 +1. 733 "i-l. 891 +2. 048
66 982. 349 . 17172 + 172 +.343 +.515 +.687 + 859 + 1.030 + 1.202 + 1.374 + 1 645 +1.717 +1.889 +2.061 +2.232
68 982. 479 . 18498 + 185 +.370 +. 555 +. 740 + 925 + 1.110 +1.295 + 1.480 + 1.665 + 1.8.50 +2.035 +2.220 +2.405
70 982. 601 .19742 + 197 +.395 +.592 +. 790 + 987 + 1.185 + 1.382 + 1.679 + 1. 777 +1.974 +2. 172 +2. 369 +2.566

72 982. 712 .20874 + 209 +.417 +.626 +.835 +1 044 + 1.252 +1.461 +1. 670 +1.879 +2. 087 +2.296 +2. 505 +2. 714
74 982. 813 .21904 + 219 +. 438 +. 657 +.876 +1 095 + 1.314 + 1.533 + 1.752 +1.971 +2. 190 +2.409 +2.628 +2. 848
76 982. 904 . 22831 + 228 + 457 +. 685 + 913 +1 142 + 1. 370 + 1. 598 +1. 826 + 2. 055 +2. 283 -j-2. 511 -j-2. 740 -f2. 968
78 982. 983 .23637 + 236 +. 473 +.709 +.945 +1 182 + 1.418 + 1.655 + 1.891 +2. 127 +2.364 +2.600 +2. 836 +3. 073

80 983. 051 .24330 + 243 +. 487 +.730 +.973 +1 217 + 1.460 + 1.703 + 1.946 +2. 190 +2.433 +2 676 +2.920 +3. 163

82 983. 107 .24901 + 249 +.498 +.747 +.996 +1 245 + 1.494 + 1.743 + 1.992 +2. 241 -4-2. 490 +2.739 -1-2. 988 +3.237
84 983. 151 .25350 + 264 +. 507 +.761 + 1.014 +1 268 + 1.521 + 1.775 +2.028 +2.282 +2.535 +2. 789 +3.042 +3.296
86 983. 183 .25676 + 257 +.514 + .770 + 1.027 +1 284 + 1.541 +1.797 +2. 054 +2.311 +2.568 +2. 824 +3. 081 +3.338
88 983.202 . 25870 + 259 +.517 +.776 + 1.035 +1 294 + 1.552 + 1.811 +2. 070 +2.328 +2.587 -f 2.846 +3. 104 +3. 363
90 983.208 . 25931 + 259 +.519 +.778 +1. 037 + 1.297 + 1.556 + 1.815 +2. 074 +2.334 +2. 593 +2.852 +3.112 +3. 371
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Table 10. Capillary depression of mercury column

MUlbneters of mercnry at ZO'O and nnder standard gravity.

Meniscus height in mm

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2.0

Surface tension, 400 dynes/cm

Q aoM 0.108 0.162 0.214 0.265 0. 315 0.363 0.409 0.453 0.494 0.533 0.569 0.603 0. 633 0.660 0.684 0.705 0.723 0.737 0.749
10 .029 .058 .087 .115 .143 .170 .196 .222 .247 .270 .292 .314 .333 .352 .369 .384 .398 .410 .421 .430
1ftlO .000 .011 .016 .022 .027 .032 .037 .042 .047 .052 .056 .060 .065 .068 .072 .076 .079 .082 .084 .086
22 .001 .002 .003 .004 .005 .006 .008 .009 .010 .010 .01! .012 .013 .014 .014 .016 .016 .016 .017 .018

Surface tension, 450 dynes/cm

6 0.128 0.254 0.379 0.600 0.617 0.729 0.836 0.937 1.03 1. 12 1.20 1.27 1.33 1.38 1.43 1. 47 1.50
7 .088 .176 .263 .348 .430 .510 .587 .661 0.730 0. 794 0.855 0.910 0.661 1.01 1.05 1.08 1.11 1. 14 1. 16
g .063 .126 .189 .250 .310 .368 .424 .478 .530 .579 .625 .668 .708 0. 744 0. 777 0.807 0.833 0.855 0.874 0.890

.046 .093 .138 .183 .228 .271 .313 .353 .392 .429 .464 .498 .529 .557 .684 .608 .630 .649 .665 .679
in .035 .069 .103 .137 .170 .202 .234 .264 .294 .322 .349 .375 .399 .422 .443 .462 .480 .496 .509 .622

11 .026 .052 .078 .104 .128 .153 .177 .200 .223 .245 .265 .285 .304 .322 .338 .354 .368 .380 .392 .402
12 .020 .040 .059 .079 .098 .117 .135 .153 .170 .187 .203 .218 .233 .247 .260 .272 .283 .293 .303 .311
1^lO .015 .030 .045 .060 .075 .089 .104 .117 .131 .144 .156 .168 .180 . 190 .200 .210 .219 .227 .234 .241
14 .012 .023 .035 .046 .058 .069 .080 .090 .101 .111 .120 .130 .139 .147 .155 .163 .170 .176 .182 .187
15 .009 .018 .027 .036 .045 .053 .062 .070 .078 .086 .093 .101 .108 .114 .120 .126 .132 .137 .141 .146

16 .007 .014 .021 .028 .035 .041 .048 .054 .060 .067 .072 .078 .083 .089 .093 .098 .102 .106 .110 .113
.006 .011 .016 .022 .027 .032 .037 .042 .047 .052 .056 .061 .065 .069 .073 .076 .080 .083 .086 .088

18 .004 .008 .013 .017 .021 .025 .029 .033 .036 .040 .044 .047 .050 .054 .057 .059 .062 .064 .067 .069
10Xtf .003 .006 .010 .013 .016 .019 .022 .026 .028 .031 .034 .037 .039 .042 .044 .046 .048 .050 .052 .054

.003 .005 .008 .010 .013 .015 .017 .020 .022 .024 .026 .029 .030 .032 .034 .036 .037 .039 .040 .042

21 .002 .004 .006 .008 .010 .012 .014 .015 .017 .019 .020 .022 .024 .025 .027 .028 .029 .030 .031 .032
22 .002 .003 .005 .006 .008 .009 .011 .012 .013 .015 .016 .017 .018 .020 .021 .022 .023 .024 .024 .025

Surface tension, 500 dynes/cm

8 0.072 0.143 0.215 0.286 0.354 0. 421 0.485 0. 547 0.607 0.663 0.716 0. 766 0. 813 0.855 0.894 0. 929 0.961 0.989 1.01 1.03
10 .040 .080 .120 .159 .197 .235 .272 .308 .342 .375 .407 .436 .464 .491 .517 .542 .563 .582 .600 .615
16 .009 .017 .026 .034 .043 .051 .059 .067 .075 .082 .090 .097 .104 . 110 .116 . 122 .128 .133 .138 .142
22 .002 .004 .006 .008 .010 .012 .014 .016 .018 .020 .021 .023 .025 .026 .028 .029 .031 .032 .033 .034

Tabls 11. Rate of change of absolute pressure with height of a gas column of any composition at

various densities

Therate ofpressurechange is negative; the absolute pressure increases for levels below, and decreases for ievek above, the reference density

Pensity Absolute air pressure Rate of change of absolute pressare'dP/dh

elem'XlO' tO°Cmm Hg Se'Cmm Ha 50°Cmm Hg mblfl mm Hglft in. Hglft ptilfl mb/m
500 315.6 321.0 326,4 0. 01490 0.01118 0.0004400 0. 0002012 0.04903
600 378.7 385.2 391.6 .01788 .01341 . 0005280 .0002415 .05884
700 441.9 449.4 457.0 .02086 .01565 .0006160 . 0002817 .06865
800 506.0 613.6 622.2 .02384 .01788 .0007040 .0003219 .07845
900 668.1 577.8 687.6 .02682 .02012 .0007920 .0003622 .08826

1000 631.2 642.0 652.7 .02980 .02236 .0008800 .0004024 .09807
1100 694.4 706.2 718.

1

.03278 .02459 .0009680 .0004427 .1079
1200 757.5 770.4 783.4 . 03576 .02682 .001056 . 0004829 .1177
1300 820.6 834.6 848.6 .03874 .02906 .001144 .0005231 .1276
1400 883.7 898.8 913.9 .04172 .03129 .001232 .0005634 .1373

1500 946.8 963.0 979.

1

.04470 .03363 .001320 .0006036 .1471

1600 1010.

0

1027.2 1044.5 .04768 .03576 .001408 .0006439 .1569
1700 1073.

1

1091.

4

1109.7 .06066 .03800 .001496 .0006841 .1667
1800 1136.

2

1166.6 1175.0 .05364 .04023 .001584 .0007243 .1765
1900 1199.3 1219.

8

1240.2 .05662 .04247 .001672 .0007646 .1863

2000 1262.5 1284 0 1306.6 .05960 .04470 .001760 .0008048 .1961

2600 1578.1 1605.0 1632.0 .07450 .06588 .002200 .001006 .2452
3000 1893.

7

1926.

0

1958.3 .08940 .06708 .002640 .001207 .2942

3500 2209.3 2247.0 2284.7 .1043 .07823 .003080 .001408 .3432
4000 2624.9 2568.0 2611.

1

.1192 . 08941 .003520 .001610 .3923

450O 2840.5 2889.0 2937.5 .1341 .1006 .003960 .001811 .4413
6000 3166.2 3210.

1

3263.9 .1490 .1118 .004400 .002012 .4903
5500 3471.8 3531.0 3590.3 .1639 .1229 .004840 .002213 .5394
6000 3787.4 3862.0 3916.

7

.1788 .1341 .005280 .002415 .5884



Table 12. Air density at various absolute pressures and temperatures based on air density at
760 mm of Hg and 0° C of 0.001293 g/cm*

Absolute pressure Air density, g/cm>X10«

tnjn Hff in. Hg Tnb pgi SO" C ti" C ti° C ffi° C t8° C Stf c
300 11. 81 400.0 5.801 475.5 472.

3

469.

1

466.

9

462.

8

469.

8

350 13. 78 466 6 6. 768 654.8 651.

0

647.

2

643.

6

540.

0

636 4
400 15^75 533! 3 7! 735 634.0 629!? 625.4 62l!3 617!l 613!l
450 17.72 599.9 8.702 713.2 708.4 703.6 698.9 694.2 689.7

fiOO 19.68 666.

6

9.668 792. S 787.

1

781.

8

776.

6

771,

4

766.

3

550 2l]65 733! 3 10. 64 87lis 865] 8 86o!o 854.

2

848! 5 842! 9
600 23' 62 799.9 11.60 951.

0

944.

5

938.

1

931 9 925.

7

919 g
650 25. 69 866.6 12. 57 1030 1023 1016 1010 1003 996.

2

700 27! 56 933! 3 13! 54 1110 1102 1094 1087 1080 1073
750 29.63 999.9 14.50 1189 1181 1173 1165 1167 1149

760 29.9213 1013; 25 14. 696 1204.6 1196.

4

1188.3 1180.4 1172.

6

1164.8
800 31. 50 1067 15. 47 1268 1259 1251 1243 1234 1226
850 33! 46 1133 16. 44 1347 1338 1329 1320 1311 1303
900 35. 43 1200 17. 40 1426 1417 1407 1398 1388 1379
S50 37. 40 1267 18. 37 1506 1495 1485 1476 1466 1456
1000 39. 37 1333 19. 34 1585 1574 1564 1653 1643 1533

1050 41.34 1400 20.30 1664 1653 1642 1631 1620 1609
1100 43. 31 1467 21.27 1744 1732 1720 1708 1697 1686
1150 45. 28 1533 22. 24 1823 1810 1798 1786 1774 1763
1200 47. 24 1600 23. 20 1902 1889 1876 1864 1851 1839
1250 49' 21 1667 24. 17 1981 1968 1954 1941 1928 1916
1300 51. 18 1733 25. 14 2060 2046 2033 2019 2006 1992
1350 53. 15 1800 26. 10 2140 2125 2111 2097 2083 2069
1400 55. 12 1866 27! 07 2219 2204 2189 2174 2160 2146
1450 57.09 1933 28.04 2298 2283 2267 2252 2237 2222

1500 59. 06 2000 29. 01 2378 2361 2345 2330 2311 2299
1600 62. 99 2133 30. 94 2536 2519 2,502 2485 2468 2452
1700 66^93 2266 32.87 2694 2676 2658 2640 2623 2605
1800 70. 87 2400 34.81 2853 2834 2814 2796 2777 2759
1900 74.80 2533 36. 74 3012 2991 2971 2951 2931 2912
2000 78. 72 2666 38. 67 3170 3148 3127 3106 3086 3065

2100 82.68 2800 40. 61 3328 3306 3283 3262 3240 3219
2200 86. 60 2933 42.54 3487 3463 3440 3417 3394 3372
2300 90. 55 3066 44.48 3646 3621 3596 3572 3548 3525
2400 94. 49 3200 46. 41 3804 3778 3753 3728 3703 3678

2500 98.42 3333 48. 34 3962 3936 3909 3883 3857 3832
2600 102.

4

3466 50. 28 4121 4093 4065 4038 4011 3985
2700 106.3 3600 52. 21 4280 4250 4222 4194 4165 4138
2800 no! 2 3733 5i. 14 4438 4408 4378 4349 4320 4291

2800 114.2 3866 56.08 4596 4565 4534 4504 4474 4445

3000 118.1 4000 58. 01 4755 4723 4691 4659 4628 4598
3100 122.0 4133 59.94 4914 4880 4847 4815 4783 4751
3200 126.0 4266 61.88 5072 5037 6003 4970 4937 4904
3300 129.9 4400 63.81 5230 6195 5160 5125 6091 5058
3400 133.9 4533 65, 75 5389 5352 5316 5281 6245 5211

3500 137.8 4666 07.68 5548 5510 6472 6436 5400 5364

Washington, D. C, April 2, 1959.
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Reduction of Data for Piston Gage Pressure Measurements

J. L. Gross

Pressure measurements made with piston gages are affected by gravity, temperature,
pressure, and several other variables. For accurate determinations of pressure the cal-
culations must take these variables into account. A general equation is developed and
simplified procedures for calculating pressure are illustrated.

1. Introduction

The dead weight piston gage is one of the few
instruments that can be used to measure pressure
in terms of the fundamental units, force, and area.

Piston gages are known by several names such as
"dead weight gage," "dead weight tester," "gage
tester," and "pressure balance." The name,
"piston manometer," is used in Germany, and,
since it aptly describes the instrument, might very
well be used more extensively in this country.
In principle, it is a piston inserted into a close

fitting cylinder. Weights loaded on one end of

the piston are supported by fluid pressure applied
to the other end. Construction of piston gages
varies as to method of loading, methods of rotating
or oscUlating the piston to reduce friction, and
design of the piston and cylinder. Three designs
of cylinders are commonly used; the simple
cylinder with atmospheric pressvu-e on the outside;
the re-entrant cylinder with the test pressure
applied to the outside as well as the inside; and
the controlled clearance cylinder with an external
jacket in which hydraulic pressure can be applied
so as to vary the clearance between the piston
and cylinder at the will of the operator. In order
to use the piston gage for the measurement of
pressure, one must take into account a number of

parameters of the instrument and its environment.
Error in measurement results from failure to

account for the parameters or from the uncertainty
of the measured values of them. It is obvious
that error results from the uncertainty of the mass
of the loading weights and the measurement of
the effective area of the piston and cylinder.

Other sources of error may not be so easUy
recognized. Such sources include the air buoyancy

on the weights, the fluid buoyancy on the piston,

the value of local gravity, the force on the piston
due to the surface tension of the fluid, the thermal
expansion and elastic deformation of the jjiston

and cylinder, and the fluid heads involved. These
effects can be evaluated and corrections applied
to reduce the magnitude of overall error of

measurement.
Air buoyancy corrections amount to about 0.015

percent of the load. The corrections for the
buoyancy of the pressure fluid on the piston have
been found to range from zero to nearly 0.5 psi,

and could be larger. A brief discussion of gravity
error is given by Johnson and Newhall [1],' and
detailed information can be found in the Smithso-
nian Meteorological Tables [2]. The values of

local gravity differ by over 0.3 percent at different

places in the United States. The pressure correc-

tion due to surface tension is usually negligible,

but ma}'^ amount to more than 0.003 psi. Thermal
expansion of the effective piston area is usually

about 0.003 percent per °C and elastic distortion

may amount to 0.05 percent at 10,000 psi. Fluid
head amounts to about 0.03 psi per inch for

lubricating oils.

Other eiTors resulting from corkscrewing (verti-

cal force caused by a helical scratch on the piston,

cylinder, or guide bearing) , vertical component of

the force used to rotate or oscillate the piston,

eccentric loading of the piston, and the force of air

currents against the weights, are not readilj^

evaluated. They may be kept small by good
design and workmanship and by careful operating
technique, but usually no attempt is made to

apply corrections for them.

2. Pressure

The pressure in any system may be defined as measured at the piston gage is

P=F (1)
Vv (2)

where jP=force and A= area over which the
force is applied. When a piston gage is in equi-
librium with a pressure system, the pressure, Pp,

where Fe=the force due to the load on the piston,

^e=the effective area of the piston.

' Figures in brackets indicate the literature references on page 6.
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The pressure pj,, is not necessarily the quan-

tity desired. It is the pressure measured by the

piston gage at its reference level, whereas, the

pressure that we may wish to measure may be

at another level within a system which is con-

nected to the piston gage by a length of tubing

filled with a pressure transmitting fluid . The pres-

sure exerted by the head of fluid in the connecting

line, from the level within the system to the

reference level of the piston gage, must be added
to the piston gage pressure. If the total (abso-

lute) pressure is to be determined, the atmospheric

pressure at the reference level of the piston gage

must also be added to the piston gage pressure,

so we have

P=p,+Hr,+Pa (3)

where P= total pressure at a particular level in

the system,

Pp= pressure at the reference level of the

piston gage (piston gage pressure),

iy/j,=pressure exerted by the head of pressure
transmitting fluid.

Pa= atmospheric pressure at the reference
level of the piston gage.

Usually the quantity to be measured is the differ-

ence between the total internal pressure in the
system and the atmospheric pressure outside of

the system. If the pressure is to be measured
at a level in the system (which might be the refer-

ence level of another gage) which is different

from the reference level of the piston gage, the
atmospheric pressure at these levels is different

and the equation for the difference between the
internal and external pressure or gage pressure,

Pg, of the system is

Pg= Pp+Hfp—Ha (4)

where H„= the difference in the atmospheric pres-
sure between the reference level of the piston
gage and the level in the system at which the
pressure is to be measured.

3. Force and Fluid Heads

The force, F, due to the gravitational attrac-

tion between the earth and a mass, M, is numeri-
cally

F=kMgL (5)

where gi, is the local acceleration due to gravity,

and ^ is a proportionality factor, the numerical
value of which depends upon the units of F, M,
and gL as follows

:

^•=1, for F in dynes, M in grams, and gi, in

cm/sec^,

k= l, for F in newtons, M in kilograms, and
g^ in meter/sec^,

^=1, for Fin poundals, Min poimds mass, and
gi, in feet/sec^,

^=1, for F in pounds force, M in slugs, and gi,

in feet/sec^,

^~
Qo \'7a ' ^ ^ pounds force, M in pounds

mass, and g^ in feet/sec^,

^ for P in pounds force, M in pounds
980.665
mass, and gz, in cm/sec^,

k=
1

fxonaor' for F in kilograms force (in some
980.665
countries, kiloponds, kp)^ M in kilograms,
and g^ io cm/sec^.

There are several quantities that must be used
in the determination of the force, F^, (eq (2))
acting upon the effective area of the piston.
These include, the mass of the weights, M„i, the
mass of the air displaced by the load. Ma; the
mass of the pressure fluid contributing to the load,

Mf] the local acceleration due to gravity, g^, and

the force due to the surface tension, y, of the pres-

sure fluid acting upon the circumference of the
piston, C, where it emerges from the surface of

the fluid. The value for Fe can be determined
from the following equation,

F,= {Mm+M,-Ma)kg^+yC.

3.1. Mass of Weights

(6)

The mass of the weights, including the piston

and all parts which contribute to the load on the

piston when in operation, is determined by com-
parison with the mass of accurately known stand-

ard weights. This is usuaUy done by means of

an equal arm balance.

3.2. Mass of Air

The mass of air displaced by the load on the

piston is

(7)

where pa= the mean density of the air displaced

by the load. The volume of the load,

Vm= 1 '

Pm Pf
(8)

where p,„= the density of the weig;hts. Mm, and

P/=the density of the pressure fluid, Mf. Sub-
stituting eq (8) in eq (7) we get

Ma=^-^Mr,,V-Mr.
Pm Pf

Pa
(9)



The value, p^n, depends upon the way in which the

values for the loading weights are reported.

When they are reported as true mass, the actual

value for the density of the weights should be
used. If, however, the apparent mass is given,

as determined by comparison with brass standards
in air having a density of 0.0012 g/cm^ the density

of the weights should be assumed to have the

same density as the brass standards (8.4 g/cm^).

Apparent mass values are usually used when re-

porting loading weight values.

By substituting eq (9) in eq (6) we obtain the
following expression for F^,

(10)

Piston gages operating with the piston assembly
partially submerged in a liquid are subjected to a

force resulting from the surface tension of the
liquid acting on the periphery of the piston where
it emerges from the surface of the liquid. This
force, 7(7, is added to the force due to the load on
the piston.

3.3. Fluid Head

The fluid head pressure, Hfj,, eq (3) and (4),

exerted by the column of pressure fluid between
the reference level of the piston gage and the
reference level of the pressure system to be
measured, may be calculated as follows

:

Hfp= — PfphfpkgL (11)

where p/j,=the density of the pressure fluid at

pressure P,

hfp=th.e height of the column of fluid of

density p/p, measured from the refer-

ence level of the piston gage. Meas-
urements up from the reference level

are positive and down from the refer-

ence level are negative.

3.4. Air Head

The air head pressure. Ha, eq (4), exerted by
the column of air between the reference level of

the piston gage and the reference level of the
pressure system to be measured, may be calcu-

lated as follows

:

Ha=-PahJcgL , (12)

where pa=the density of the air at the ambient
atmospheric pressure, and temperature,

Aa=the height of the air column measured
from the reference level of the piston

gage. Measurements above the refer-

ence level have a positive sign and
those below have a negative sign.

3.5. Fluid Buoyancy

In certain instances, the pressure fluid in which
the piston is immersed contributes to the load on
the piston. This effect may be accounted for in

two ways. One method is to compute the mass
of the fluid, Mf, contributing to the load on the
piston and include it in the calculation of the force
as shown in eq (6). The other method is to shift
the reference level (the level at which the piston
gage pressure, pp, is measured) from the lower end
of the piston by an amount equal to the height of
a column of oil that will compensate for the mass
of the fluid acting on the piston.

In order to determine the contribution of the
pressure fluid to the load on the piston, first con-
sider the case of a piston of uniform cross section
exactly fitting the cylinder (fig. 1). If the pres-

L

ii
y/////''

m,

F

Figure 1. Piston of uniform cross section

sure is measured at the level of the lower end of
the piston (level R), the fluid exerts no vertical

forces other than that against the area of the end
of the piston. In this case, therefore, there is no
buoyancy correction to be applied.

Next consider a piston with grooves or holes
machined in it as shown in figure 2. The weight
of the fluid contained in the grooves and holes, is

part of the load on the piston. That is to say
that aU of the material included within a cylinder
having a cross section equal to the effective area
of the piston is included in the load on the piston.

In practice, the effective area of a piston is very
nearly equal to the mean of the areas of the
piston and the cylinder as shown in flgure 3 b}^

the dotted lines C and C Any metal extending
beyond those bounds displaces a volume of fluid

the mass of which must be subtracted from the
load on the piston and any fluid within those
bounds must be added to the load on the piston.



Figure 2. Piston of irregular cross section.

L

R

Figure 3. Piston of irregular cross section.

From these examples we see that the fluid

buoyancy correction can be either positive or

negative. It can be calculated from the following

equation

:

Mr=(A,yf-V,) p; (13)

where ^e=the effective area of the piston as

before,

2//= the length of the submerged part of

the piston,

Fs=the volume of the submerged part of

the piston.

To determine the pressure equivalent, Pf, of the
fluid, Mf, the following equation may be used:

Shifting the reference level of the piston gage by
an amount, AA, effectively consists of adding the
pressure exerted by a column of fluid of height,
AA,, and density, Pfp, and subtracting the pressure
exerted by a column of air of height, AA, and
density, Pa. The resulting pressure change,

Av=Pfp^hkgL—PaAhkgL. (15)

By shifting the reference level an amount sufficient

to make the resulting fluid head compensate for
the pressure equivalent of the fluid buoyancy
[3, 4] Ap=Pf we obtain (from eqs 13, 14, and 15),

KPfp— pa)

When the buoyancy correction is determined as
shown in eq (13) the density of the fluid, p/, is

included. For the portion of the piston between
the cylinder and the surface of the fluid (level L)
the value of p/ will be the density of the fluid at
atmospheric pressure, pfa, but for the portion of

the piston below the cylinder the value of p/ will

be the density of the fluid, p/p, at pressure, P,
and may not be easily determined.
On the other hand, when the buoyancy correc-

tion for the lower end of the piston is applied by
shifting the reference level, p/ in eq (16) is equal

to pfp, and the ratio -j^— is equal to 1, so that
iPfp—Pa)

the value for p/p need not be known.

3.6. Mass of Fluid

By applying the buoyancy correction for the

upper portion of the piston as a load correction,

eq (13) becomes

Mfa=(Aeyfa-Vfa)Pfa (17)1

where ?//a=the length of the submerged part of the

piston above the cylinder, I

F/a=the volume of the submerged part of

the piston above the cylinder,
j

and eq (10) becomes '

I

Fe=M.[(l-g)+M,„(l-^JjA:sr^+7C. (18)



3.7. Reference Level aA=i/,,-^' (19)

„ 1 • .1. 1 i.- f where ?//p=the length of the piston below the
By applying the buoyancy correction tor the ""^

cylinder
lower portion of the piston as a reference level F;.p=the volume of the piston below the
change, eq (16) becomes cylinder.

4. Area

The effective area, A^, of the piston, can be
expressed by the relationship

Ae=M'^+<t-Q]{\ + h'p^)[\+d{v^-Vi)] (20)

where ^o=the effective area of the piston at

temperature, t^, and atmospheric pressure,

a=the fractional change in effective area per

unit change in temperature,

f=the temperature of the piston and cylinder,

fs=the reference temperature,

6= the fractional change in effective area per

unit change in pressure,

(^=the fractional change in effective area per

unit change in jacket pressure of a con-
trolled clearance piston gage,

Pj=the jacket pressure required to reduce the

piston clearance to zero at pressure

Py=the jacket pressure.

4.1. Temperature Coefficient of Area

The fractional change in effective area per unit

[I

change in temperature can be determined as

i' follows

:

a=ak+ac (21)

i'

( where 0:4= the temperature coefficient of linear

!|
expansion of the piston,

; ac=the temperature coefficient of linear expan-

ii
sion of the cylinder.

!' The most convenient reference temperature, t,,

\
is the average temperature of the room in which
the instrument is used. In many instances the

' difference t—ts may be insignificant,

j
The temperature, t, of the piston and cylinder is

j

usually assumed to be the same as the temperature
! of the base of the instrument. The fact is, in

practice, the piston and cylinder are usually at a

temperature higher than that of the rest of the
instrument, although, in a gas lubricated piston

gage they may be lower. So many factors affect

the temperature that the order of magnitude cal-

culation of the temperature rise may be unrehable.
Some of the more important factors are: speed of

rotation, clearance, pressure, viscosity, Joule-

t
Thompson coefficient, and thermal conductivity
of the pressure fluid. One precaution that can be
taken to keep the uncertainty of temperature, t,

from being unnecessarily large, is to keep the
speed of rotation no greater than is required to
maintain hydrodynamic lubrication.

4.2. EflFective Area at Atmospheric Pressure

Aq is very nearly equal to the mean of the area
of the piston and the area of the cylinder [3,4] at
the reference temperature and can be calculated
as follows

:

A^=^^^[l+a{t-U] (22)

where ^t=the area of the piston,

.Ae= the area of the cylinder,

<m=the temperature at which A,^ and Ac
are measured.

A -\-A
The value of —^-^—^ may be determined from

direct measurements of the diameters of the piston
and cylinder, or by comparison with a piston gage
of known area. In a controlled clearance piston

gage, the jacket pressure, applied to the outside of
the cylinder, is used to vary the diameter of the
cylinder as desired and Ac is assumed to be equal
to -Ajfc.

4.3. Pressure Coefficient of Area

The fractional change in area with pressure is

most readily obtained by /comparing the instru-
ment against a controlled clearance piston gage for

which the pressure coefficient, b, can be computed,
or by comparison with a piston gage of known
characteristic. To the first approximation, for a
controlled clearance piston gage,

(23)

where ;x=Poisson's ratio for the piston,

F=Young's modulus for the piston.

The product, bp^, is small and therefore an ap-
proximate value for pj, is adequate. Deffet and
Trappeniers [4], Dadson [6], Bridgman [7], and
Ebert [8] give more detailed discussions of the
elastic distortion of piston gages.
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4.4. Change of Area With Jacket Pressure

The factor [l-\-d{p^—pj)] is used only for con-
trolled clearance piston gages. The fractional

change of area with jacket pressure, d, is best
obtained experimentally by varying the jacket
pressure, pj, and measuring the change in pressure,

Pp. Since the change in pressure will be small,

the measuring instrument must be sensitive.

The jacket pressure required to reduce the
clearance between the piston and cylinder to zero,

at a particular value of Pp, may be determined by
two methods. One method is to observe the
torque required to turn the piston as the jacket
pressure is varied. An abrupt increase of torque
is observed when the clearance is reduced to zero.

The other method is to measure the fall rate of
the piston at several jacket pressures. The cube
root of the fall rate is then plotted against jacket
pressure, and the curves are extrapolated to zero

fall rate to get values of p,.

5. Piston Gage Pressure

The complete equation for Pp can be obtained
from combining eqs (2), (18), and (20);

yC

[l+a{t-t,m+ bpp)[l+dip-pj)]

(24)

where the reference level is determined as shown
in eq (19).

Equation (24) would be rather formidable if it

were necessary to solve it for each pressure meas-
urement. Fortunately the terms can be grouped
so that the amount of calculation can be reduced
to practical proportions for some instruments, and
some terms can be ignored if the accuracy re-

quirements are low. It should be noted that eq

(24) is not exact. Some second order terms have
been dropped and the coefficients are constant
only to a first approximation.

6. Conclusions

The accuracy of pressure measurements depends
not only on the performance of the piston gage,

but on the apphcation of corrections derived from
parameters of the system. These depend upon
the construction of the instrument, composition

of the pressure fluid, environment, pressure, and
physical arrangement of the pressure system.
The accuracy to which the values of these param-
eters are known usually establishes the overall

accuracy of the measurements.
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8. Appendix A. Computation of Pressure

8.1. Calculation of Correction Factors

To illustrate a method for simplifying the cal-

culations, suppose that a particular piston gage is

to be used in Room 131, MTL Bldg. at the Na-
tional Bureau of Standards in Washington, D.C.,
to cafibrate Bourdon gages. The local value of

gravity ^/,=980.10 gals, pa will be assumed to have
the value of the average density of air at this

location, so pa=0.00117 g/cm'. The fluid being
used in the instrument is aviation instrument oil

for which the density, p/<,=0.862 g/cm^ or 0.0321
lb/in.' and the surface tension, 7=0.00017 Ibf/in.,

at atmospheric pressure and 25 °C.

The piston gage is not a controlled clearance
piston gage, therefore the factor l-\-d{pi—pj) will

be omitted. From direct measurements on the
instrument, we find that C= 1.964 in., yfa= 2.5 in.,

F/a= 1 .525 in.3, y;p= \ .625 in., and F/p=0.2778 in.^

From a previous calibration against a controlled

clearance piston gage, we have: ^o= 0. 13024 in.^

(at 4=25 °C) and 6= 1.48X10"^ in.Vin.^ psi. We
also know that the piston is steel with the tem-
perature coefiicient, at=12X10~® in./in. deg C at

25 °C and the cylinder is brass with the tempera-

ture coefl&cient a<:=18.4X10~* in./in. degree C at

25 °C.



The masses of the loading weights have been
determined and have been reported in tabular form
as shown in columns 1 and 2 of table 1 . The value
given in column 2 is the apparent mass and there-

fore the density, p^, is assumed to be 8.4 g/cm^.
All of the quantities tlius determined can be

listed as illustrated in table 2 and from these

values the factors and terms of the numerator of

eq (24) and the reference level, Ah, can be com-
puted as shown in table 2.

The importance of the various factors and terms
of the numerator can now be evaluated. In the

M
first term is the dominant factor, while the

factor kgL accounts for about 0.06 percent and the

factor accounts for about 0.014 percent.

The contribution of the second term is —0.295 psi

with the factor ( 1—— )
having an effect amounting

\ Pfa/

to about 0.0004 psi. In this case the third term
amounts to 0.0027 psi. The importance of each
factor and term depends upon the design of the
instrument, the environment, and the application,

and none should be neglected without first evalu-
ating it to determine its significance.

8.2. Machine Computation

The temperature and pressure factors, l-\-a(t—tt)

and {1-fbpp), in the denominator of eq (24) can
be combined in a double entry table to give values
of

1

[l+a{t-Q](l + bp,)

for values of t and as illustrated in table 3.

To further facilitate computations the weight
table, table 1, has been extended to give values
of M„j times the factor 7.6726 (from table 2) for

each weight as shown in column (3) and the value
of

\ Pfa/ ^0 -^0

is added to the vahie of 7.6726 for the piston.

Accumulative totals, for frequently used combina-
tions of weights, are given in column (4). Com-
putation of pressure pj, is now simplified to the
process of multiplying the sum of values from
column (3) or a value from column (4) by the
appropriate value from table 3. Greater simpli-

fication to suit the requirements of specific

applications wiU be left to the ingenuity of the
user.

8.3. Slide Rule Computation

The method just described can be modified
sHghtly for use with a slide rule. Using the same
values as were used in the preceding illustration,

eq (24) for Pj, may be written in the form

Iable 1. List of weights and appropriate values for weight
set and piston gage No. 1357 used at Washington, D.C..
with aviation instrument oil

Piston gage No. 1357 with weight set No. 1357

Location—NBS, Washington, D.C.

Fluid—Aviation instrument oil

(1)

Weight No.

piston
1

2_
z'.V".
4

5
6
7

(2)

Mass (Af™)

lb

1.3024
2. 6042
2. 6045
6.5123

26. 0473
26. 0454
65. 1095
66. 1190
65. 1065
65. 1165

(3)

A/„X7.672(i

psi
9.993 -0.292'

19. 981
19.983
49. 966
199.85
199.84
499. 56
499.63
499.54
499.61

(4)

Accumulative
Total

psi

9.701
29.682
49. 665
99. 631

299.48
499. 32
998.88

1498. 51

1998.0
2497.7

'Fluid buoyancy and surface tension correction,

.V/,.(l-e^)^+I^= -0.292 psi.
\ pu/Ao Ad

Table 2. Tabulated values of parameters for piston gage
No. 13,57 used at Washington, D.C, with aviation in-
strument oil

Values for Piston Gage No. 1357

Xo=0.13024 ln2.

y/a=2.5 in.

V7«=1.525 in'.

C= 1.964 in.

a=ai+ae=(12+18.4)X10-6=3O.4X10-6in2./in2. "C
t,=25 °C
6= 1.48X10-' in2./in'.psi

y/p= 1.625 in.

V/p=0.2778 in3.

Values for Weight Set No. 1357

Pm =8.4 g/cm3

Values for Room ISI, MTL Bldg., NBS, Washington, D.C.

P«=0.00117 g/cm3 or 0.0000423 lb/in'.

91=980.10 cm/scc2

Values for Atiation Instrument Oil

p/a=0.0321 lb/in3.

7=0.00018 Ibf/in.

Computations

A?t=0.99942

^=7.6737/in2.
An

M„ (l-^) ^=M„X7.6726 psi

Mu = (Aeyfa- F/<,)p/a= -0.0385 lb

^1-^^ =-0.9987

M,Jl-'^) '^=-0.295 psi
\ p/o/ An

(17)

vC
=0.0027 psi

Pp= (M„X7.6726-0.292) „ . ,

,[l+a«-«.)](l+6pp)
(25)

A/i =!//r--^= -0.508 in. (19)

p,= (M,„7.6726-0.292)+ (M„7.6726-0.292)

{[l+a(t-t,m+ bp,)~^y
X (25)



Table 3. Temperatitre and pressure correction factors for

piston gage No. 1357, for calculation of pressure, in psi

Values of
1

ll+a(t-t.m+l>l'p)
for piston gage No. 1357

I*rf«t;»;i i ro111. ooUl V ,

Temperature, /,

Pp
23 24 25 20 27

psi
2500 0. 999<;9 0. 999(i(> 0.99963 0.99960 0. 99957
•JOOO .9997(1 .99973 .99970 .99967 .99964
IMX) .99984 .99981 .99978 .99975 .99972
1000 .99991 .99988 .9998,5 .99982 .99979
rm .99999 . 9999(i .99993 .99990 .99987

0 l.OOOOC 1.00003 1.00000 .99997 .99994

Tablk 4. Temperature and pressure correction factors for
piston gage No. 1357, for calculation of corrections, in psi

Values of
1

ll+a((-i,)l(l+?<Pp)
- 1 for piston gage No. 1357

Teni|x>rature, t, °C
I'ri'ssurc,

Pp
23 24 25 26 27

psi

2500 -O.O0O31 -0. 00034 -0. 00037 -0. 00040 -0. 00043
2000 -.00024 -.00027 -.00030 -.00033 -.00036
1500 -.00016 -.00019 -.00022 -.00025 -.00028
1000 -.00009 -.00012 -.00015 -.00018 -.00021
500 -.00001 -.00004 -.01)007 -.00010 -.00013

0 +.00006 + .00003 .00000 -.00003 -.00006

A double entry table for values of

for various values of t and pp can be prepared as

illustrated in table 4. A slide rule can be used to

multiply the appropriate value from tliis table by
the sum of values from colunm (3) or a value from

Table 5. Temperature and pressure corrections in p.si,

for piston gage No. 1357

Pressure,

Pp

psi

2500
2000
1500
1000
500

0

Temperature, t,° c

23 27

Corrections, psi

-0.8 -0.8 -0.9 -1.0 -1.1
-.5 -.5 -.6 -.7 -.7
-.24 -.28 -.33 -.38 -.42
-.09 -. 12 -. 15 -. 18 -.21
.00 -.02 -.04 -.05 -.06
.00 .00 .00 .00 .<NI

column (4) of table I to obtain a correction to be
added to tlie value from table 1 to give pressure

Pp-
8.4. Correction Table Computation

A correction table may be preferred in ntany
instances. Again using the same values as
before to illustrate, a double entry table of values
of

([l+a(i-Q](l+6^,) ~0

for various values of pp and t is prepared as
illustrated by table 5. Appropriate corrections
from the table are added to values of M„ 7.6726—
0.292 obtained from table 1 to obtain pressure Pp.

8.5. Conclusions

By construction of tables a procedure similar
to one of those illustrated can be established to
suit the particular needs and application of the
user. The computation of pressure from piston
gage data is thereby reduced to a simple, fast
operation.

9. Appendix B, Working Equations

The equations tliat may be required for the com- a=aA:+a<. (21)
putation of the absolute or the gage pressure in a
system, from measurements made with a piston 3/x—

1

gage, are listed below :
" y

P=Pp+Hr,+Pa (3) M,,^{A,y,,-V,Jp,, - (17)

A,
P.=P.+H,p-H„ (4) ^.^y^^^Yj, (19)

Hfp=—pfphfpkgL (11)

U58-8



Definitions of the Symbols Used in the Above
Equations

gage

A,
A,
A,
A,

C

Ha

Hfv

Mr.

P
Pa

Vr,

Y
a

b

d

ha

Cylinder area.

Effective area of piston.

Piston area.

Effective area of tlie piston at atmospheric
pressure and temperature tg.

Circumference of the piston at the surface

of tlie pressure fluid.

Pressure difference in the atmosphere be-
tween the reference level of the piston

gage and the reference level of the system
to be measured.

Pressure liead of the column of pressure
transmitting fluid between the reference

level of the piston gage and the reference

level of the system to be measured.
Mass of tlie pressure fluid at atmospheric

pressure contributing to the load on tlie

piston.

Mass of the loading weights, including the
piston assembly.

Absolute (total) pressure.

Atmospheric pressure at the reference level

of the piston gage.

Volume of the submerged part of the piston

above the cylinder.

Volume of tlie part of the piston below the
cylinder.

Young's modulus.
Fractional change in effective area with unit

change in temperature.
Fractional change in effective area witli unit

change in pressure.

Fractional change in area with unit change
in jacket pressure.

Local acceleration due to gravity.

Height of the air column measured from
the reference level of the piston gage to

the reference level of the system. Meas-

I'/p

Ah

k

Vi

P,

the

the

7

M

Pa

Pfa

Pfp

Pm

urements up from the piston
reference level are positive.

Height of the column of pressure fluid
measured from the reference level of the
piston gage to the reference level of the
system. Measurements up from the
piston gage reference level are positive.

Height of the reference level of the piston
gage with respect to the bottom of the
piston. Measurements up from the bot-
tom of the piston are positive.

Proportionality factor relating force, mass
and gravity.

Gage pressure.

Jacket pressure.

Pressure measured by piston gage at
reference level of the piston gage.

Jacket pressure required to reduce
piston-cyhnder clearance to zero.

Temperature of the piston gage.
Temperature at which piston and cylinder

are measured.
Reference temperature (usually the nominal
room temperature).

Length of the submerged part of the piston
above the cylinder.

Length of the part of tlie piston below tlie

cylinder.

Temperature coefficient of linear expansion
of the cylinder.

Temperature coefficient of linear expansion
of the piston.

Surface tension of the pressure fluid.

Poisson's ratio for the piston.

Mean density of the air displaced by the

load.

Density of the pressure fluid at atmospheric
pressure.

Density of the pressure fluid at pressure P.
Density of the weights.

10. Appendix C. Examples of Calculations

Fluid—Aviation instrument oil

Piston gage No. 1357, Washington, D.C.
Machine Calculation:

a. Weights: Piston, 1, 2, 3, 4, 5, 6, 7, 8

Accumulative total: 1998.0 psi (from table

1, column (4))

Temperature : 26 °C
Correction factor: 0.99967 (from table 3)

Pp= 1998.0X0-99967= 1997.3 psi

b. Weight No. M„X 7.6726 (from table 1,

column (3))

Piston
1

2

3

6

7

8

9.701]

19.981

19.983

49.966]

499.56
499.63
499.54

1598.361 psi

99.631 accumulative total

from column (4)

Temperature: 26 °C
Correction factor: 0.99975 (from table 3)

Pp=: 1598.36X0.99975= 1598.0 psi

Slide Rule Calculation :

a. Weights: Piston, 1, 2, 3, 4, 5, 6, 7, 8
Accumula.tive total: 1998.0 psi (from table

1, column (4))

Temperature: 26 °C
Correction factor: —0.00033 (from table 4)

Correc'cion = — 0.00033 X 1998.0= -0.7 psi

Pp= 1998.0-0.7= 1997.3 psi

Correction Table Calculation:

a. Weights: Piston, 1, 2, 3, 4, 5, 6, 7, 8

Accumulative total: 1998.0 (from table 1,

column (4))

Temperature: 26 °C
Correction= —0.7 psi (from table 5)

Pp= 1998.0-0.7= 1997^ psi

U39-9



The Bi I-II Transition Pressure Measured with a Dead-Weight Piston Gauge

Peter L. M. Heydemann

National Bureau of Standards, Gaithersbwg, Maryland

(Received 10 October 1966; in final form 19 January 1967)

A dead-weight piston gauge was used to determine the bismuth I-II transition pressure and the volume
change at the transition. The transition pressure at 25°C for one sample, believed to contain less than

0.001% impurities, was found to be 25 306 bar, with an estimated uncertainty of 60 bar. With another

sample, of substantially less purity and of larger grain size, a transition pressure of 25 500±60 bar was
measured. The average relative volume change was 0.035. See erratum sheet.

I. INTRODUCTION

The importance of the Bi I-II transition—also called

the a, /3 transition—as a fixed point on the pressure

scale is amply demonstrated by the many references

made to this point in literature and by the number of

recent attempts to determine the transformation pres-

sure more accurately' (summarized in Ref. 2). These

determinations have been made with simple piston-

cylinder equipment. The bismuth sample may thus

be subjected to a stress field with strong nonhydrostatic

components. The transition is usually detected by the

accompanying volume change. Internal as well as ex-

ternal friction produces an hysteresis loop in compres-

sion and decompression, the size of which can be

reduced but not easily eliminated. The mean between

critical pressures observed in compression and de-

compression is usually assumed to be close to the

thermodynamic transition pressure. The width of the

hysteresis loop adds to the over-all uncertainty of the

measurement.

IL 26-kbar PISTON GAUGE

In the investigation reported here, a dead-weight

piston gauge with a freely rotating piston (and load)

was used for the first time in an attempt to determine

the Bi I-II transition pressure with samples subjected

to hydrostatic pressure. The idea for this piston gauge

was conceived by Johnson, Hutton, and Newhall. It

was designed and constructed by Newhall of Harwood
Engineering. Since the gauge will be described elsewhere

in detail, only a short explanation of the apparatus

is given here.

Figure 1 shows a cross section through the gauge. The
tungsten carbide gauge piston P and the tapered cylin-

der C with jacket J are shown in the center of the ap-

paratus. Jacket pressure is applied at the port JP.

Samples are placed in the cylinder and the rest of the

space is filled with amyl alcohol as a confining Hquid.

Pressure is built up by advancing the ram R with the

mushroom head seal S into the cylinder. Endload is ap-

plied to the cylinder through the ram E. Pressure pro-

duced on the tapered surface of the cylinder by means

' G. C. Kennedy and P. N. Lamori, Progress in Very High Pres-

sure Research (J. Wiley & Sons, New York, 1961), p. 304.
2 G. C. Kennedy, and P. N. Lamori, J. Geophys. Res. 67,

§51 (1962).

of the endload supports the cylinder and controls the

clearance between gauge piston and cylinder. Also the

jacket pressure affects the clearance.

The gauge piston pushes against a pivot carrying the

weight hanger and an oil pan. In operation piston,

weight hanger, weights and oil pan rotate as one unit

to relieve friction between piston and cylinder. Oil

pumped into or withdrawn from the oil pan serves to

change the load, and hence the pressure in the cylinder,

continuously at rates between about 2 and 14 bar/min

\_\ bar = 10^ N/m'^'^ over a range of up to 1% of the

internal pressure.

In operation the gauge piston was kept floating

at about constant level while the ram R was contin-

uously advanced to make up for leakage and compres-

sion of oil and sample. The leakage around the mush-

room seal is beheved to be negligible. The position of

the ram is read from a sight column connected to the

volume above the large ram piston, giving an almost

two-hundredfold magnification. The change of the sight

column reading is proportional to the change of volume

in the cylinder as caused by compression, transition

and leakage. Another sight column indicates the amount
of oil pumped into or withdrawn from the oil pan.

Both sight columns are read at 1-min intervals.

III. SAMPLES

Two different samples were used. Sample A was cast

from granules supplied by Allied Chemical and Dye
Corporation, General Chemical Division. It was claimed

to be 99.8% pure with the following maximum im-

purities:

As

Sb

Fe

Cu

0.0001%

0.01%
0.002%
0.002%.

Sample B was cast from granules supplied by the

American Smelting and Refining Company. The stated

purity was 99.999%. Both samples were machined to

cylinders of about 0.9 cm diameter, 0.9 cm long. The
volume of sample A was 0.556 cm\ that of B 0.607 cm^.

Before use in the piston gauge, sample B was exposed to

several runs through the I-II and II-III transitions

in a simple piston and cylinder assembly. This resulted

in an average grain size of about 0.03 cm as compared

1^^0-261^0



to about 0.15 cm in sample A. Care was taken to avoid

contamination of the samples.

IV. EXPERIMENTAL RESULTS

A topical curve obtained from a successful run on

11-16-65 is shown in Fig. 2. The ram sight column

reading is plotted versus the appHed mass. At a given

rate of change of load the slope of the straight Hues

is determined by the leak rate; their vertical separation

gives the volume change of the sample. For very small

load rates the transition would appear as an almost

vertical straight line connecting the two inchned lines.

At higher rates the effect of latent heat and, possibly,

a finite transition rate and inhomogeneities in the

sample cause the transition to be spread out over a

certain range of pressure as shown in Fig. 2. The effect

of the latent heat of transition is treated in greater

detail in Sec. VI of this report.

Eight such curves were obtained from successful runs.

They permit determination of the following significant

information: (a) the apparent transition pressure Pa]

(b) the transition pressure Pa corrected for the effect

of latent heat; and (c) the volume change at the

transition AF.

V. THE APPARENT TRANSITION PRESSURE Pa

The apparent transition pressure is defined as that

pressure at which the beginning of the transition is

first observed. At this point, due to the hmited sensi-

tivity of the apparatus, a small amount of material

has already been converted and the actual transition

F]G. 1. 26-kbar piston gauge, schematic: P, carboloy gauge
piston; C, cyJinder, J. jacket; JP, connection for jacket pressure;

S, seal; R, pressure generator ram; E, end load ram.

cm

60-

cm
-.06

E
1501

40

11/16/65 B , piston L 7486

T- ZS.a'C.dp/dt 6.2bar/mln

25300 25400 bar, applied pressure

Fig. 2. Ram position as indicated by sight column vs applied

load (uncorrected) and applied pressure, /(min) is a time scale

with arbitrary starting point assigned to the run.

pressure is slightly lower or higher, depending on the

direction from which the transition is approached.

In Fig. 2 this point {1 = 2) is marked. The data from

this and the other runs are collected in Table I and
apparent transition pressures Po are calculated.

The piston diameters (row 2, Table I) were obtained

from calibration by the NBS Engineering Metrology

Section prior to their use. Except for run 12-6-65 all

successful runs were preceded by one or more runs

causing wear of the piston. The uncertainty connected

with this is probably very small compared to the un-

certainty ascribed to the clearance. The same holds for

taper of the pistons. Since the clearance can not be

reset to a predetermined value, the jacket pressure-

clearance relation can not be determined and the

clearance can only be estimated (row 4). An upper

Hmit for the clearance is obtained by extrapolating low

pressure data to the present conditions. The lower

limit is set by zero clearance. The uncertainty then is

hah the difference between the two limiting values.

This extrapolation was made for the lowest fall rate

{dh/dt). Clearance values C for larger fall rates were

then computed from C = constant X ((/Vii/)''^ The fall

rates (row 19) are determined from the leak rates

(row 18) assuming that there is no leak around the

mushroom seal. A correction factor of 0.999278 is

applied to the piston diameter for elastic distortion.^

The elastic constants for the cemented carbide were

determined by ultrasonic measurements at atmospheric

pressure.

The mass of the stainless steel weights on the weight

hanger (row 10) was obtained from calibrations by
the NBS Mass Section. The mass of the weight hanger

of 173.841 kg was determined in substitution weighing

on a hydrauhc load cell. The mass of oil in the load

pan (row 9) was obtained from sight column readings

on the oil reservoirs. The densitv of the oil is well-

3D. p. Johnson et al, Ind. Eng. Chem. 49, 2046 (1957).



St;
•J- <u

< 00

<
4

a. X

S

a

vOo
ro m "1

s

u w

^ 1—1

d d
^^ -H

E
o

-a
^ o

o o

CO t~~
<~o —I

S

O

g 2
(50 vO
00 00

~1 o o O
CN cs CN CN

00 00

OOo
CNrr>

CN vO CO OS On oO 00 00o o o CO O CN

lO CO

o
-*
00

(J

<-H CN CO

O

0) !U

3 1)

d

8

00O COO O
o o in VO

CN
00 00 1 1

1^
Ov 00
CN CO Ov
CN vO CN o 00 lO Ov O
CO CN Ov o o 00 O COO o 00 CO IT) Ov CO CO CO o o o
O o o \ri vO lO to lO d CN d d

CN VO CO CO CN CN CN
00 00 VOO

CO

lO
W5O CO
CO OO Ov
CN VO I - VO CO CO o vO CN
CO vO 00 o CO o VOO Os O CO O lO CO CO CM CN o O
O VO o> O 00 IT) lO lO d vd d d

CN CN CN CO <-J CN CN
00 00

Ovoo

O

u C ^

OS

p
CO

as

00

o +>
o «)

0)
*o

M
a
o

i>

0}o U
U

>t
o «3

(D

CO
< «



known; a temperature correction was applied. Air

buoyancy correction was applied to all parts of the

load. A temperature correction of —54.5 bar/°C was

applied to the apparent transition pressures. The ap-

parent transition pressures reduced to 25°C are entered

in row 13 of Table I. Row 14 contains the transition

pressures corrected for the latent heat effect discussed

in the next paragraph. The mean values for the samples

A and B respectively are given in row 15.

The last column of Table I contains the estimated

uncertainties for the data going into the computation.

Whether the difference of the transition pressures

for samples A and B is due to difference in purity,

grain size, etc., can only be decided on the basis of more

experiments. The difference is beyond the estimated

range of uncertainty.

VI. CORRECTION FOR THERMAL EFFECTS

The transition of bismuth I to II and vice versa is

accompanied by absorption and release of heat. Ac-

cording to Butuzov's^ recent measurement the latent

heat Q for this transition is —1.78 cal/g. This causes a

change of sample temperature at the interface between

the rare and the dense phases, which due to the nega-

tive slope of the phase boundary in the phase diagram

has a retarding effect on the transition. To estimate the

magnitude of the time constants involved, first the

time constant for heat flow from the sample into the

surrounding apparatus is calculated.

The thermal conductivity of the sample and the

surrounding steel cylinder are assumed to be very

large compared to that of the confining fluid.

Let the sample be surrounded by a cylindrical layer

of amyl alcohol with do and di being the outer and inner

diameter, L its length. The flow of heat through this

cylinder is

and

d_E

dt

2TrL\{To-T,)

Indo/di
(1)

with X thermal conductivity. To temperature of the

steel vessel, and Ti temperature of the sample.

The temperature difference is determined by the

thermal energy released or absorbed during the trans-

formation, and the heat capacity of the sample. The
maximum value for To—Ti follows for instant release

of the heat of transformation Q

To-Ti =Q/c= -60°C,

where c is the specific heat of the sample.

Whence, with E= Qm,

£-1
dE

It

IttLX

mc \ndo/di

(2)

(3)

E= exp—
2-n-L\t

mc \ndo/d\
(4)

Heat is removed from the sample with the time con-

stant

mc \ndo/d\

2wLX
mc/a = 5 sec, (5)

where m = 5.9 g; c = 0.0295 cal/g-deg; (^u = 0.94 cm;

(fi=0.88 cm; X = 0.0235 cal/cm-min-deg; L = 0.9 cm.

a in Eq. (5) is the heat flow in cal/min-deg.

According to equations developed by D. P. Johnson

in connection with the determination of the freezing

point of mercury the relative amount v of bismuth I

decreases as the pressure is increased as

2;=1-
dp

dt Q QbI 2QBm
(6)

where a compressibility of bismuth at the transition

pressure p^; V specific volume of bismuth I at ptr',

po reference pressure close to pti; B slope of the phase

boundary = —54.5 bar/°C.

In order to determine the time (t—to) at which

during a measurement the transition pressure was
reached, the experim.ental data for v up to about 0.5

were fitted to curves of the type

v-l = a{t-to)+bii-to)' (7)

The best fit in the least-squares sense then determines

a, b, and to. The load at to is used to compute the transi-

tion pressure corrected for the effect of latent heat.

This pressure is generally found to be a few bars

below the apparent transition pressure. The corrected

pressure is entered in row 14 of Table I.

The constant b, as determined from the curve-fitting

operation, is in fair agreement with calculated values.

The term at cannot satisfactorily be determined from

the experimental data since it is rather small compared
to bf^. The mean value of the corrected pressures ob-

tained from compression runs with sample A does not

differ from the pressure obtained from the decom-
pression run. With sample B this difference is 34 bar.

This indicates a very small zone of indifference; prob-

ably less than our uncertainty of 60 bar and also less

than the value of 60 bar reported by Bridgman as an

upper limit.^ Butuzov's value of 1000 bar is much in

contrast to our own observation.

VII. VOLUME CHANGE AF AT THE TRANSITION

The experiment is not designed for a precise de-

termination of AV. However, in four runs the leak

rate was sufficiently constant to permit the determina-

tion of the volume change at the transition. Table II

^V. P. Butuzov et al, Kristallografia VI (A56), 572 (1956). 6 p_ w. Bridgman, Proc. Am. Acad. Arts Sci. 74, 1 (1940).



Table TI. Volume change at the Bi I-II transition.

5-7-65 1 5-14-65 11 5-14-65 11-16-65

AV 0.021 0.020 0.018 0.021 cm^

Vo 0.556 0.556 0.556 0.607 cm'

M 5.421 5.421 5.421 5.915 g
AV/M 0.0039 0.0037 0.0033 0.0035 cmVg
AV/Vo 0.038 0.036 0.032 0.035

AV/Vo average: 0.035

lists the results for these runs. The average relative

volume change of 0.035 with an estimated uncertainty

of ±0.01 is less than Bridgm.an's value of 0.046 (7)

or Butuzov's value of 0.055.

VIII. CONCLUSIONS

The present study demonstrated the feasibility of

dead-weight piston gages for the generation of precisely

known pressures up to at least 25 kbar. The piston

gage may be used to determine transition pressures

for polymorphic phase transitions accompanied by
volume changes with an estimated uncertainty of about

±60 bars at 25 kbar.

Because of leakage of the pressure transmitting fluid

past the gauge piston, volume transitions cannot be ob-

served at constant pressure. Rather the pressure has

to be increased or decreased continuously. The latent

heat of transformation absorbed or released during the

transformation causes the transition to be spread out

over a certain pressure range. A simplified thermo-

dynamic treatment adequately describes the shape of

the experimental transition curve and permits the de-

termination of the transition pressure. A value of

25 306 bar with an uncertainty of 60 bar is ascribed

to the transition pressure of a bismuth sample of high

purity (99.999%) at 25°C.

One of the earhest determinations of this pressure

under hydrostatic conditions was made by Bridgman^

in 1937 using the change of the electrical resistance as

an indicator for the transition. Bridgman's value, ex-

trapolated to 25°C, was 24.5 kbar. If, as we in fact

assume, detection of the transition by electrical re-

sistance measurements is equivalent to volumetric

6 P. W. Bridgman, Proc. Am. Acad. Arts Sci. 72, 157 (1937).

methods, this value now appears rather low. Another
determination is that by Butuzov,* using differential

thermal analysis. His data extrapolate to 25 350 bar at

25°C. Butuzov's value is within our range of un-

certainty.

Bridgman determined the bismuth transition pres-

sure also under nonhydrostatic conditions. With a

piston cyhnder device' using volumetric methods of

detecting the transition, his results give 25 150 bar

(extrapolated to 25°C) and with electrical resistance

measurements in anvils^ he obtained the same value.

None of the quoted reports gives a detailed analysis

of the uncertainty of the end result. The major source

of uncertainty in all these cases is the width of the

hysteresis loop, which in the case of Bridgman's work
of 1940 was 1500 bar.

Using their oscillating piston and cylinder device,

Kennedy and Lamori^ reported the reduction of the

hysteresis loop (or friction band) to about 200 bars.

When a temperature correction of 55 bar/°C—a mean
value of the coefficients quoted in Refs. 7 and 9—is

applied to Kennedy's data, his mean value becomes
25 400 bar. This compares very favorably with our

value and the close agreement might be an indication

that the presence of the high shear stresses in Kennedy's

apparatus does not greatly affect the transition pres-

sure.

Kennedy's paper, however, does not contain a state-

ment of the uncertainties systematic to the measure-

ment. We will therefore have to assume that the esti-

mated uncertainty of a measurement with Kennedy's

apparatus is the same as with our own piston and
cylinder assembly of the same type. Such an assembly

has been used in this laboratory for a variety of transi-

tion pressure measurements, but the results are as yet

unpubUshed. In this work the estimated uncertainty

includes the mean value for half the friction and
hysteresis (about 100 bar), the uncertainty in ram
pressure (25 bar), the uncertainty in the computa-

tion of the cylinder distortion (50 bar) and a number
of other, smaller effects. Our total uncertainty of a

measurement in a piston and cyhnder assembly of

this type then exceeds 175 bar.

' P. W. Bridgman, Phys. Rev. 48, 893 (1935).
8 P. W. Bridgman, Proc. Am. Acad. Arts Sci. 81, 165 (1952).
8 F. P. Bundy, Phys. Rev. 110, 314 (1958).
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Erratum : The Bi I-II Transition Pressure Measured
with a Dead-Weight Piston Gauge

[38, 2640 (1967)]

Peter L. M. Heydenunn
National Purean of Standards. Gaitheysbnr^, Maryland

Due to an arithmetical mistake rows 13 to 15 in Table I are

parth' in error. They should read

:

row 13

25.472 25.489 25.488 25.500 25.515 25.547 25.491 25.439

row 14

25.447 25.490 25.486 25.501 25.515 25.548 25.491 25.443

row 1

5

25.481 25.499

The pressures given in lines 3 and 5 of the abstract should read

25499 bar and 25481 bar, respectively. The pressure given in line

18 of Sec. VITI should read 25499 bar.



MEASUREMENTS IN THE HIGH PRESSURE ENVIRONMENT

Excerpt

The following excerpt summarizes the consensus on
the initial development of a pressure scale, analogous
to the International Practical Temperature Scale for
temperature, reached at the final session of the 1968
Symposium on Characterization of the High Pressure
Environment.^

Key Words: Ba I-II transition, Bi I-II and III-V

transition, Fixed points. High pressure, Mercury freezing
points, Phase transformations as fixed points, Pressure
coefficients of thermocouples. Pressure scale. Sodium
chloride pressure scale. Thallium I~II transition.

From "Measurements in the High Pressure Environment",

Beckett, C. W.
,
Boyd, E. C, and Lloyd, E. C, Science 164 ,

No. 3881, 860-861 (May 16, 1969).

2
The Symposium on Characterization of the High Pressure

Environment was held at the National Bureau of Standards on

October 14-18, 1968. The sponsors were the National Bureau
of Standards and the Geophysical Laboratory of the Carnegie
Institution of Washington. Expenses were covered by a

grant from the National Science Foundation. The papers

presented, together with the discussion from the floor will

be published as a special publication of the National Bureau
of Standards.



It was recommended [by an informal committee on fixed point
standards] that these five phase transitions and accompanying
pressures be used as pressure fixed points:

Fixed-Point Present estimated
pressure uncertainty

Transition kilobars kilobars

Mercury freezing point 7.569 0.002
at 0 °C

Bismuth I to II transition 25.50 0.06
at 25 °C

Thallium I to II transition 36.7 0.3
at 25 °C

Barium I-II transition 55 2
at 25 °C

Bismuth III to V transition 77 3

at 25 °C

The fixed points recommended represent equilibrium values

.

Users are to consider the fixed points as exact. The values of
"present estimated uncertainty" are given only to indicate the range
within which a value may be expected to shift as a result of improved
measurements in the future. The reproducibility of pressures based on

these phase changes may be better or poorer than these uncertainties,
and is dependent strongly on technique in any given case. It is the

responsibility of the experimenter to establish reproducibility and

hysteresis for his own apparatus and technique, and the relationship
between his experimental values and the above equilibrium values.

In addition to the five points listed above, covering the pressure
scale up to 77 kilobars, a consensus was reached that the cesium II to

III and III to IV transitions on increasing pressure be taken as 42.5

kilobars and 43.0 kilobars respectively, with a present estimated
uncertainty of 1 kilobar, and that the tin I to II transition be

tentatively used as a fixed point with an equilibrium transition value
of 100 kilobars and a present estimated uncertainty of 6 kilobars.



In addition to the fixed point of 7.569 kilobars at the freezing
pressure of mercury at 0 °C , the committee favored use of the mercury
melting curve to establish other reference pressures up to 15 kilobars,
corresponding to the freezing pressure of mercury at about 36.8 °C . It

recommended that such reference pressures be based on the Simon

equation, adjusted to agree with the value 7.569 kilobars at 0 °C as

follows:

1.1772

P = 38227[(^^) -1]

where T is the temperature in K on the International Practical
Temperature Scale (1948), and P is the pressure in bars. Small
adjustments in this equation will be needed when the new temperature scale,
IPTS 1968, is used.

Several pressure scales derived from equations of state of cubic
solids were proposed at the meeting. Both metallic and nonmetallic
substances such as the cesium halides were considered. Sodium can be

treated most accurately from the theoretical viewpoint, but its high
chemical reactivity is inconvenient. Aluminum can be treated by
quantum mechanical methods if parameters are adjusted to fit some of the

observed properties. Both aluminum and copper have been investigated
experimentally as standards in shock wave measurements. These metals
also could be used as standards in x-ray measurements.

The new data on copper and aluminum shock standards have been used
to reevaluate the equation of state of several other metals that have
been used in determination of pressure based on x-ray measurements of
lattice constants.

Sodium chloride has been used most often as a reference material in

recent applications of x-ray methods for estimating pressure. An informal
committee on equation of state standards considered requirements in this

application such as high compressibility, low yield strength, chemical
stability, availability of accurate data over a wide range of pressure, and

other properties. The committee selected sodium chloride first with
copper and aluminum as alternates.

Four evaluations of data relevant to the sodium chloride scale
now are available, including two which were presented at this meeting.
In these evaluations differences in reported pressures are less than
the combined errors (about four percent) at pressures from 25 to 300

kilobars. When these NaCl scales are combined with x-ray data on sodium
chloride media in which transitions of bismuth and barium have been
studied, the computed transition pressures lie within the uncertainties
indicated in the table above for Ba and for Bi III - V.

i4U8-2



The committee recommended that a single sodium chloride scale be

adopted and that it be adjusted to give values of pressure as close as

possible to those selected for the fixed points. An average of the

two most recent sodium chloride scales would very nearly fulfill these

requirements. An exact fit of selected fixed points appears unlikely

without arbitrary adjustments in the equation of state. Nevertheless,

a provisional sodium chloride scale consistent to within experimental

error with the fixed points selected for the region below 100 kilobars

is attainable and if accepted could be very useful.

A SURVEY OF MICROMANOMETERS

By W. G. Brombacher

Abstract

This survey is concerned with instrumentation for

measuring pressures from about 0.001 to 50 mm of mercury
(0.13 to 6650 Nm~2) , described in publications during
the years 1900-1968. U-tube micromanometers and
diaphragm-capacitance gages are treated in considerable
detail. Other instrumentation described includes gas
column manometers; elastic element micromanometers with
optical, inductance, resistance wire, strain gage, and
vacuum tube transducers; piston gages; vane gages; and
centrifugal micromanometers. The measurement of dynamic
pressure, atmospheric pressure oscillations, low vapor
pressure and calibration techniques are discussed. Only
technical periodicals, books and government or university
laboratory serials were used as sources of information.
Details of electrical measurement circuits, amplifiers
and recorders have been omitted. Schematic diagrams of
approximately 70 instruments are included. References
to the sources of information and available performance
data are given.

Key Words: Calibration techniques, Capacitance pressure
gages, Gas column manometers, Manometers, Meteorographs,
Micromanometers, Piston gages. Pressure measurement. Vane
gages, Vapor pressure measurement.

To be published as an NBS Monograph.
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CHARACTERISTICS OF THE TUCKERMAN STRAIN GAGE

By Bruce L, Wilson"^

Synopsis

By means of an interferomctric calibration device used at the National

Bureau of Standards for calibrating gages and autocollimators, experi-

mental results are secured which indicate the variations of the calibration

factor with different conditions of use. The results indicate that (1) the

change in autocollimator reading is accurately proportional to the change in

length of the gage length of the strain gage, (2) the calibration factor is not

greatly influenced by the material of the specimen provided the gage is properly

attached, (3) the calibration factor is practically independent of the position

of the gage in space, and (4) the calibration factor is almost independent of the

temperature within the range 70 to 100 F. Provided the gage is properly

attached, the change in calibration factor due to position of the gage and
variations in material of the specimen does not exceed 0.1 per cent. Varia-

tions in mounting force from 1 oz. to 20 lb. reduced the calibration factor by
as much as 0.9 per cent for celluloid and by less than 0.3 per cent for duralu-

min. By standardizing the mounting force during calibration and use, errors

due to variations in mounting force can be eliminated. Results indicate that

for nonvibrating specimens it is desirable to attach the gages by means of low

spring-constant springs deflected to push the lozenge against the specimen

with a force not exceeding 1 lb.

Because of the sensitivity, the small

size, and the light weight of the Tucker-

man strain gage, it is v^ell adapted to

measuring deformations of specimens

and structures over short gage lengths.

It is now being applied in the laboratories

of the National Bureau of Standards and

elsewhere to a large variety of problems,

many of which involve the testing of

specimens or structures made of thin

sheet materials. It is customary to cali-

brate the gages with their lozenge axes

and gage axes horizontal and with the

gages held in place during calibration

with a force of a few ounces in addition

1 Associate Physicist, National Bureau of Standards,
Washington, D. C.

to the weights of the gages. They are

actually used in many different posi-

tions, with difTerent mounting forces

and on materials of widely varying

mechanical properties. Since it has

been shown by Vose^ that the conditions

of use may alter the cahbration factors

of Huggenberger tensometers by as much
as 5 per cent, the question naturally

arises as to the magnitude of the varia-

tion of the calibration factor of a Tucker-

man strain gage under various conditions

of use.

To determine the variation of the

calibration factors of a typical gage of

2 R. W. Vose, "Characteristics of the Huggenberger
Tensometer," Proceedings, Am. Soc. Testing Mats., Vol.
34, Part II, p. 862 (1934).



current design when subjected to widely and on a variety of materials having
different conditions of use, the gage was Vickers numbers from about 10 to 800.

Fig. 2.—Tuckerman Autocollimator for Use with Optical Strain Gages.

calibrated by means of an interferome- Description of Autocollimator and
trie calibration device for five different Strain Gage
positions, at two different temperatures, Two 1-in. gage length Tuckerman
for mounting forces varying from the strain gages having 0.2-in. lozenges, and

weight of the gage (about 1 oz.) to 20 lb., the four different types of knife-edges



required to adapt the gage to various-

shaped specimens, are shown in Fig. 1.

Two autocollimators, one disassembled

to show the Ramsden eyepiece and lamp

assembly and the objective lens cell, are

shown in Fig. 2.

When the device is in use, the gage is

attached to the specimen or structure,

and the autocollimator is separately sup-

ported or held in the hand. A 1-in. gage

weighs about 1 oz., the autocollimator

weighs about 2 lb. The gages are about

Ij in. wide, project about 1 in. above the

surfaces to which they are attached, and

are only slightly longer than their gage

lengths.

A complete description of the Tucker-

man autocollimator and the combina-

tion double and triple mirror system used

in the strain gage has been given by
Tuckerman.^ Many improvements in

the details of the design of the autocolh-

mator and gages have been made since

1923, but the basic principles of the

design have not been altered. For this

reason only a brief description of the

instruments is given here.

A diagrammatic sketch of the autocol-

limator and gage is shown in Fig. 3. The
autocollimator consists of a highly cor-

rected two-component objective lens

having a focal length of about 250 mm., a

reticule having a uniformly graduated

scale, a fiduciary line and vernier accu-

rately positioned to He in the focal plane

of the objective lens, a lamp for illumi-

nating the fiduciary line and vernier, and

a Ramsden type eyepiece. Reticules,

which are produced photographically on

glass, are mounted in cells which bear

against definitely positioned stops in the

autocollimator tube so that they can be

removed and replaced without changing

the cahbration of the instrument. Like-

wise the objective lens is mounted in a

cell which bears against a stop in the

tube and it may be removed for cleaning

and replaced without changing the cali-

bration of the instrument.

Ramsden
Eye Piece

Lozenge

Objective
Lens

-Roof Prism

\^nife Edge

1

5 L. B. Tuckerman, "Optical Strain Gages and Exten-
someters," Proceedings, Am. Soc. Testing Mats , Vol. 23,
Part II, p. 602 (1923).

Fig. 3.—Diagrammatic Sketch of the Tuckerman
Autocollimator and Strain Gage.

The gage consists of a steel or alumi-

num body to which is attached a knife-

edge and the parts of the mirror system,

which consists of the lozenge and the roof

prism. The movable mirror is one



surface of the lozenge, which rests in

seats formed by hardened steel plates

attached to the gage body, and rotates

about an axis perpendicular to the axis

of the gage. The two fixed, mutually

perpendicular mirrors of the three-

mirror system are the roofs of a prism

mounted in a housing which can be

rotated by means of a knurled nut to

reset the gage. The prism rotates

about an axis perpendicular to the plane

which bisects the dihedral angle formed

by the roof surfaces. As the specimen

deforms, the lozenge rotates about an

axis perpendicular to this plane.

The roof prism contains a third re-

flecting surface, known as the flash

surface, which, together with the loz-

enge, forms the two-mirror system.

This surface is parallel to the Hne of inter-

section of the two roof surfaces and

perpendicular to the plane which bisects

the dihedral angle formed by the roof

surfaces. When the instrument is read,

it is necessary to have the image re-

flected from the flash surface in the field

of view, to avoid the introduction of a

cosine error.

Light from the fiduciary hne and

vernier scale is rendered parallel in pass-

ing through the objective lens of the

autocolUmator and falls upon both the

lozenge and the roof prism. Only the

light which falls upon the roof prism is

shown in Fig. 3. This light is reflected

by the two roof surfaces of the prism and

by the surface of the lozenge, back into

the objective lens to form an image on

the scale of the reticule. Deformation

of the surface upon which the gage rests

will result in a rotation of the lozenge and

will move the image along the scale.

The image shown in Fig. 3 is called the

compression image. A tension image,

not shown in Fig. 3, is formed by the fight

which falls first upon the lozenge. This

image would not be visible through the

eyepiece because it would lie as far to the

right of the fiduciary line as the compres-

sion image shown lies to the left.

As the lozenge is rotated to move the

compression image toward the fiduciary

line (toward 0 on the visible scale) both

the visible compression image and the

invisible tension image will approach the

fiduciary line. If the rotation is con-

tinued, the compression image will dis-

appear from view after passing the 0

scale line and the tension image will

appear and move up the scale. Since

the distance from the fiduciary line to

the 0 scale line is equivalent to 5 num-
bered divisions, neither image is visible

for a rotation of the lozenge correspond-

ing to 10 numbered divisions. If the

incident and reflected fight from the gage

are parallel, the image of the fiduciary

line hes on the line itself and is, there-

fore, masked from the field of view.

The scale of the reticule, which is

about i in. in length, is graduated into 25

numbered divisions, each of which is

subdivided into 5 divisions, making a

total of 125 divisions. Tenths of a

division may be read from the vernier.

By "splitting" a vernier division twenti-

eths of a division may be estimated.

Each numbered division corresponds to

0.001 radians rotation of the lozenge.

An image is obtainable from a gage

provided the angle between the incident

and reflected light lies within the range

0.005 to 0.030 radians.

For the gages shown in Fig. 1, having

0.2-in. lozenges, one numbered division

corresponds to a deformation of 2 X 10~'*

in., and one vernier division corresponds

to a deformation of 4 X 10~^in. During

calibration the autocollimator is read to

one-half vernier division, which corre-

sponds to a deformation of 2 X 10~^ in.

The Calibration Device

The device used to calibrate Tucker-

man strain gages at the National Bureau

of Standards is shown in Fig. 4. It con-



sists of a rigid frame to which one fixture

for supporting the strain gage is at-

tached, and a movable piece, supported

by two flexure plates, to which the other

fixture for supporting the gage is at-

tached. The movable fixture is moved

gear are such that no difficulty is experi-

enced in making adjustments to less than

one-millionth of an inch.

The change in length of the gage

length of the instrument being cah-

brated is measured bv means of an inter-

Fig. 4.—Interferometric Calibration Device for Calibrating Tuckerman Strain Gages.

relative to the frame by means of a screw

actuated by a worm gear. Provision is

made for attaching plates of different

materials to the fixed and movable

fixtures to permit the cahbration of gages

on different materials. The pitch of the

screw and the reduction of the worm

ference method originated by Fizeau*

and described by Tuckerman.^ Light

from a helium lamp is reflected from two
interferometer plates attached to the

frame and the movable piece of the cah-

L. Fizeau, Ann. Physik, Vol. 128, p. 564 (1866).



bration device, respectively. The inter-

ference bands are viewed through a

Pulfrich spectral system and the reading

consists of counting the bands which pass

the fiduciary mark (double cross hairs).

One band corresponds to a displacement

of the movable piece relative to the

frame of one-half wave length of the line

used, 0.00001156615 in.

Over the usable range of the calibra-

tion device, the distance between bands

remains relatively constant and rotation

of the bands with respect to the fiduciary

mark is negligible. These are positive

indications that the motion of the mov-
able piece is practically a pure trans-

lation.

The calibration device is usually used

in the position shown, with the surfaces

to which the gages are attached hori-

zontal. It may, however, be used satis-

factorily in other positions to determine

the calibration factors of gages in differ-

ent positions.

The gage shown on the cahbration

device is held in place by a weight of 1 lb.

supported equally by the two side bars

which project from the gage body. This

method is used for the routine calibra-

tion of gages. The cahbration device

functions satisfactorily with as much as

20 lb. apphed to the gage. Forces

greater than 1 lb. are appUed by means

of a lever and weights.

Behavior of the Gage

Linear Relationship:

The calibration results for one com-

plete run on a typical gage are given in

Table 1. The gage length of the gage

was being shortened during the run.

During the first five readings the tension

image was in view, between the fifth and

sixth readings the tension image disap-

peared from view and the compression

image appeared. During the last five

readings the compression image was in

view. In calculating the change in ob-

served autocolHmator reading, the 10.00

divisions corresponding to a change in

reading from 0.00 with the tension image
to 0.00 with the compression image
(twice the distance from the fiduciary

line to the 0 scale hne) were added to the

results calculated from the readings of

the compression image. The equation

of the least squares line calculated from

the results given in columns 1 and 3,

assuming that only the autocollimator

readings were subject to error, is given in

TABLE I.—CALIBRATION DATA FOR A TYPICAL
TUCKERMAN STRAIN GAGE.

Gage length 1 in., lozenge diagonal 0.2 in.

Number
of Bands"

Auto-
colli-

mator
Read-
ing,

divi-

sions"

Chan
Autoco

Rea(
divi

Ob-
served

ge In
limator
iing,

^ions

Calcu-
lated<=

Difference
Between

Observed and
Calculated
changes in

Autocollimator
Readings,
divisions

0 21.48 0 -0.011 0.011
50 18.58 2.90 2.897 0.003

ISO 12.78 8.70 8.712 -0.012
250 6.96 14.52 14.528 -0.008
350 1.12 20.36 20.343 0.017
550 0.48 31.96 31.973 -0.013
650 6.30 37.78 37.788 -0.008
750 12.12 43.60 43.604 -0.004
850 17.94 49.42 49.419 0.001
900 20.86 52.34 52.326 0.014

" One band equivalent to a change in length of
0.00001156615 in.

" One division corresponds to 0.001 radians rotation of
the lozenge, equivalent to strain of 0.0002 with a 0.2 in.

lozenge over a 1-in. gage length.
Calculated changes in autocollimator reading com-

puted from the least squares line:

Autocollimator reading = -0.0105 + 0.0581522 X no. of

bands

footnote c and the values calculated

from this equation are given in column 4.

The differences between the observed

and calculated autocolhmator readings,

given in column 5, represent the depar-

ture of the readings from a truly linear

relationship. The maximum difference

is 0.017 divisions, which is less than one

vernier division (0.02 division).

It is customary to take several sets of

readings such as those given in Table I

in calibrating a gage. Readings are

taken for both increasing and decreasing



gage lengths. For each run the calibra-

tion factor of the gage and autocollimator

is calculated by dividing the change in

length corresponding to one band,

0.00001156615 in., by the product of the

gage length and the slope of the least

squares line. The results of six runs on

the same gage are given in Table II.

The maximum percentage deviation

from the average factor is 0.08 per cent.

The maximum difference between ob-

served and calculated changes in auto-

collimator readings is 0.024 division.

TABLE II.—REPRODUCIBILITY OF RESULTS FOR
A TYPICAL TUCKERMAN STRAIN GAGE.
Gage length 1 in., lozenge diagonal 0.2 in.

Per- Maximum
cent- Difference

Devia- age Between
Cali- tion De- Observed

Gage
Length

bra- From via- and Cal-
Run tion Average tion culated

Fac- Calibra- From Changes
tor tion

Factor
Aver-
age
Fac-
tor

in Auto-
collimator
Readings,
divisions"

No. 1 . .

.

Lengthened 1.9884 -0.00025 -0.01 0.012
No. 2 . .

.

Shortened 1.9884 -0.00025 -0.01 0.016
No. 3. .

.

Lengthened 1.9889 0.00025 0.01 0.017
No. 4. .

.

Shortened 1.9902 0.00155 0.08 0.024
No. 5 , .

,

Lengthened 1.9886 -0.00005 0.00 0.018
No. 6 . . . Shortened 1.9874 -0.00125 -0.06 0.014

Average calibration factor = 1.98865

" Calculated changes in autocollimator readings com-
puted from equations for least squares lines for each run.
One vernier division is equal to 0.02 autocollimator divi-
sions which is equivalent to a strain of 0.000004 in. per
inch for a 0.2 in. lozenge over a 1-in. gage length.

For five of the six runs the maximum
difference between observed and calcu-

lated readings is less than one vernier

division (0.02 division).

Experience in calibrating a large num-
ber of gages indicates that the maximum
departure of the readings from linearity

when calibrated over this range seldom

exceeds 0.025 divisions. When the cali-

bration range is reduced to about 22

autocollimator divisions (one scale

length), the maximum departure from

linearity seldom exceeds 0.015 divisions.

The range of calibration used in deter-

mining the effects on the calibration

factor of variations in mounting force,

material, position, and temperature was

about 20 autocoUimator divisions (350

interference bands). For each run eight

autocoUimator readings Were taken cor-

responding to eight equally spaced set-

tings of the calibration device. The
calibration factor for each run was

computed from the slope of the least

squares line.

Effect of Seating of the Lozenge:

During the calibration of a Tuckerman
strain gage the lozenge may be turned

through an angle greater than the range

of calibration in an effort to seat it with-

out disturbing the alignment of the gage

on the calibration device. In attaching

the gage to a specimen or structure it is

difficult to seat the lozenge by this

method. To determine the variation

in calibration factor with the seating of

the lozenge, a gage having a gage length

of 1 in. and a 0.2-in. lozenge was cali-

brated on 9 different materials having

Vickers numbers ranging from about 10

to 800. The maximum difference be-

tween the calibration factor for the

initial rotation of the lozenge and the

caHbration factor for the twentieth rota-

tion of the lozenge was 0.05 per cent for

metals and 0.1 per cent for plastic

materials for a mounting force of 1 lb.

These values are very much less than the

variations of 1 to 5 per cent reported by
Vose- for the Huggenberger tensometer.

This is probably due, as was pointed out

by Tuckerman in his discussion of Vose's

paper, to the greater stiffness of the

lozenge and the greater included angle at

its edge.

Effect of Mounting Force:

The variation of the calibration factor

of a gage with mounting force was deter-
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mined by calibrating the gage on various

materials with mounting forces varying

from the weight of the gage (1 oz.) to 20

lb. The results for two materials,

celluloid and duralumin, are given in

Fig. 5. The deviation of the observed

factor from the average factor for a

number of materials having Vickers

numbers from about 10 to 800 for a

mounting force of 1 lb. is plotted as the

ordinate.

The shght increase in factor shown
for a mounting force of only the weight of

the gage over the factor for a mounting

force of 1 lb. may be attributed to shght

sUpping of the gage. More consistent

results were obtained with a mounting

force of 1 lb. than for any other force

used. For static tests there is no neces-

sity to use mounting forces in excess of

about 1 lb. It is unlikely, however, that

excesssive force would actually be used

c
u

^+1.1
u

0)

><

Symbol Material Rotation of Lozenae
° Celluloid First
• " Twentieth
^ Duralumin First

" Twentieth

—«^

—

. 1 i

H 1 i
i >

— jc
o
-t-

g
>

Q 1.0

0 5 10 15 20
Mounting Force, lb.

Fig. 5.—Variation of Calibration Factor with Mounting Force.

The maximum variation of calibration

factor with mounting force (0.6 per cent)

was obtained on celluloid. For celluloid

the calibration factor with mounting

forces greater than 4 lb. is less than the

factor for 1 lb. while for duralumin the

factor is greater than the factor for 1 lb.

In addition to the results shown in Fig.

5, tests were made on spring steel (Vick-

ers number 545) with both 1- and 2-in.

gage length gages having 0.2-inch loz-

enges. The maximum difference between

the factor for 1 lb. and the factor for 20

lb. was 0.25 per cent.

in testing materials such as celluloid

since so large an amount of creep is ob-

served after the apphcation of forces of

10 and 20 lb. that no reliable readings

can be obtained until sufficient time has

elapsed for the rate of creep to become

negUgible.

It is desirable that the mounting force

be appHed by means of low spring con-

stant springs so that the force will not

vary greatly during a test, since the

reading of the gage varies with the

mounting force because of deformation

of the gage body and knife-edge.
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Efect of Material:

The variation of the caHbration factor

with material of the specimen for a 1-lb.

mounting force is shown in Fig. 6. The
maximum deviation of an individual

factor from the average factor is less than

0.14 per cent for an organic plastic

material. The maximum deviation for

metallic specimens is 0.12 per cent. The
Vickers number of the Stellite of which

the lozenge is made is somewhat less

than 777.

Efect of Position:

The calibration factors of a typical

1-in. gage for five different positions are

given in Table III. In each position the

gage was attached to steel spindles

(Vickers number 187) with a spring force

of approximately 1 lb. The maximum
percentage deviation from the average is

0.06 per cent. This difference is not

believed to be significant since variations

as great as this are observed in repeated

calibrations of a given gage in the same
position.

Efect of Temperature:

A 1-in. gage was calibrated at con-

stant temperatures of 70 F. and 100 F. to

determine the variation of the calibra-

tion factor with temperature. Eight

a>

<
E
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c
o

l-IO

~ 'AIA

Sf/C3

//oys'

A 0
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100 200 300 400 500

•Vickers Number
600 700 800

Fig. 6.—Variation of Calibration Factor with the Material of the Specimen for a Mounting
Force of 1 lb.

TABLE III.—VARIATION OF CALIBRATION
FACTOR WITH POSITION OF GAGE.

Gage
Axis

Lozenge
Axis

Cali-
bra-
tion
Fac-
tor

Devia-
tion
from

Average
Cali-
bration
Factor

Per-
cent-
age
De-
via-
tion
from
Aver-
age
Fac-
tor

Horizon- Horizon- Gage above
tal tal spindles 1.9874 0.0001 0.01

Horizon- Horizon- Gage below
tal tal spindles 1.9884 0.0011 0.06

Horizon- Vertical
tal 1.9862 -0.0011 -0.06

Vertical Horizon- Lozenge up
tal 1.9877 0.0004 0.02

Vertical Horizon- Lozenge
tal down 1.9866 -C.0007 -0.04

1.9873

runs were taken at each temperature.

The average factor for 100 F. was 0.05

per cent greater than the average factor

for 70 F. This value is not beheved to

be significant.

Accuracy and Sensitivity:

Calibration results reported indicate

that the calibration factor for an individ-

ual run may differ from the average

calibration factor for a number of runs

by almost 0.1 per cent. These devia-

tions are probably due to variations in

the seating of the lozenge which result

in different effective lengths of the loz-

enge diagonal. Since the modulus of
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elasticity is inversely proportional to the

calibration factor used in computing the

indicated strain, variations as great as

0.1 per cent are to be expected in deter-

minations of the modulus of elasticity.

The results reported indicate that the

readings of the autocollimator are pro-

portional to the change in length of the

gage length of the gage to about one

vernier division (4 X 10~^ in.) for a range

of calibration of 0.010 in. For the 1-in.

gage length gage used in the tests re-

ported, for a range of calibration of 0.004

in., less than 3 per cent of more than 750

readings differed from the least squares

lines by more than | vernier division

(2 X 10-" in.). More than 60 per cent

of the readings differed by less than j
vernier division (1 X 10~^ in.). The
maximum variation was 1.4 vernier

divisions.

All the results reported were obtained

in a temperature-controlled room. For

variable temperatures the readings of the

autocollimator will change because of

unequal expansion of the specimen and

the body of the gage. Even if the co-

efficients of linear thermal expansion of

the specimen and gage bodies are equal,

in general the cross-sectional areas are

unequal, and there is a differential rate

of expansion or contraction which results

in a shift of reading due to temperature.

To avoid this source of error it is neces-

sary to wait until temperature equilib-

rium is estabUshed after the gages and
specimen are handled, and then to main-
tain the specimen and gages at a con-

stant temperature during tests. Un-
favorable temperature conditions may
introduce errors much greater than any
of the variations reported.

Conclusions

The readings of a Tuckerman strain

gage are proportional to the change in

length of the gage length to about 1

vernier division.

Mounting forces of 20 lb. produced
changes in calibration factor as great as

0.6 per cent. For non-vibrating tests

most satisfactory results were obtained

on all materials with a mounting force of

about 1 lb. This should be appHed with

low spring constant springs to minimize

changes in mounting forces during a test.

If a mounting force of about 1 lb. is

used, probably the most satisfactory

material for the spindles of the calibra-

tion device would be a metallic material

having a Vickers number in the neigh-

borhood of 150 to 200.

The position of the gage in space has

no significant effect on the calibration

factor.

For constant temperatures within the

range 70 to 100 F. the caUbration factor

is independent of temperature.

Authorized Reprint from the Copyrighted Proceedings of the

American Society for Testing Materials
Philadelphia, Pa.

Volume 44, 1944
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A Method for Measuring the

Instability of Resistance

Strain Gages at Elevated

Temperatures'"

R. L. BLOSSt
and

J. T. TRUMBOt
National Bureau of
Standards

Washington, D.C.

y The usefulness of resistance strain gages at elevated temperatures is frequently

limited by the instability of gage resistance with time. Methods and equipment that

have been developed to measure this effect are described.

INTRODUCTION

A FEW YEARS ago mechanical testing of structures was
revolutionized by the advent of the reliable, in-

expensive resistance strain gage. Instrumentation for

I
use with these gages has become very highly developed,

I

and it is not unusual for strains to be determined for

j
hundreds or even thousands of positions on a structure

" during a single test. Data may be automatically

recorded and reduced by high-speed computers.

In recent years the operational requirements for high-

performance aircraft, missiles, spacecraft, nuclear

reactors, and other items have placed the additional

demand of operation at elevated temperatures upon
structural components. Laboratory and field testing of

I

these structures under simulated and actual operating

! conditions require the use of strain gages capable of

I

giving reliable results under these conditions. Resis-

] tance-type strain gages have been called upon to meet
' these larger demands.

As the operating temperature level increases, the

problems associated with the use of these gages also

I

increase. One of the factors that may limit the usefulness

I

of a gage at elevated temperatures is the lack of stability

j

of its resistance with time even though the temperature

*Presented at the Annual Conference, Los Angeles, California,

I

September 11-15, 1961.

I

tSenior Member—ISA Washington Section.

iPhysicists, National Bureau of Standards, Washington, D.C.

and strain are not changed. Since the instrumentation
will interpret any uncompensated change of gage
resistance as strain, a knowledge of the resistance

instability is necessary so that appropriate corrections
can be made to the data if justified, the data derated if

necessary, and the use of unsuitable gages avoided.
The resistance instability, or drift, of the gages is

recognized to be a complex combination of effects that
will depend upon the material of the strain-sensitive

element, the adhesive used to attach the gage to the
specimen, the temperature to which the gage is exposed,
other environmental conditions, and the history of the
gage. Other factors not presently recognized may also

have considerable influence. Since the drift is dependent
upon so many factors, a theoretical prediction of its

value is not practical. It would also be very difficult, if

not impossible, for one testing facility to furnish enough
information to permit corrections to be made to data
obtained from gages used under all test conditions.
However, sufficient experimental information should
be made available to permit the selection of a gage type
most likely to give reliable results, and to minimize the
amount of testing that the user must do prior to gage
use. Of course, other gage characteristics would need to
be considered in selecting the proper type of gage.

A few publications _that include considerations of
some aspects of gage instability are listed in the biblio-

graphy.
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METHOD
The methods which have been used to determine the

resistance instability of the gages at elevated tempera-

tures involve bringing a gage installation to a pre-

determined temperature and maintaining it at this

temperature for an extended period of time while the

change of gage resistance, or apparent strain indicated

by the circuit, is measured. Differences in the methods

are in methods of heating, heating rates, "soaking" time

before readings are taken, time intervals between

readings, duration of tests, and instrumentation used to

obtain readings. It seemed that a nearly ideal method

would (a) use the heating method most commonly used

in tests where the gages are used, (b) provide as rapid a

temperature change as possible without significant

overshoot, (c) minimize the time after reaching tempera-

ture before readings are started, (d) provide continuous

recording of the change of gage resistance as a function

of time, (e) use instrumentation having sufficient

sensitivity, accuracy, and stability to provide the desired

information, and (f) continue for sufffcient time to

establish the trend of the gage behavior. An idealized

temperature-time program for such tests would be a

stairstep function.

After considering known user needs, experience that

had been gained at the National Bureau of Standards,

and information that was available from other investi-

gators, the current method was conceived. With this

method, a small metal test strip and its attached gage

are heated with radiant heaters at a rate of about 10 F

per second. A record of the change of gage resistance

with time is started one minute after the test temperature

is reached and continues for at least thirty minutes.

Changes of gage resistance are indicated by the output

voltage of a bridge circuit as recorded on a recorder

having a maximum sensitivity of 0.5 mv/in.

In an actual test, a small test strip with a gage

installed in the normal manner is suspended within the

furnace so as to be free of restraints. The gage is con-

nected as one arm of a bridge circuit with the input

terminals connected to a constant voltage power supply

and the output to one axis of the recorder. The input

voltage and recorder sensitivity are adjusted to appro-

priate values and the recorder chart marked in terms of

relative change of gage resistance. Power is then

supplied to the heaters. The actual temperature and time

values used would depend upon the characteristics of

the gage being tested and the base material upon which

it is mounted. This information would normally be

obtained from the manufacturer's literature, known
properties of materials, and preliminary tests. Figure 1

shows part of an actual temperature program to which

a stainless steel test strip was subjected.

The circuit used for determining the change of gage

resistance is the familiar bridge circuit shown in Figure 2,

where Rg represents the gage being tested, Rb and Rc

are fixed resistors, R„ is a resistor that can be adjusted

to balance the bridge circuit, £, is the input voltage, and

Eo is the output voltage signal from the bridge circuit.

One method of using this circuit to measure the

resistance of Rg is to adjust Ra until Eo = 0. The value

1000

9eo
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i 860

E
" 860

840
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0 10 20 30 40 50 60 TO 80 90 100
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Figure I. Test strip temperature during a portion of a simu-

lated test.

of Rf, is then computed from the usual relationship

required for bridge balance. This method is capable of

sufficient sensitivity and accuracy but it is not well

adapted to continuous recording of the change of gage

resistance. There is, however, a convenient relationship

between the output voltage, £o, of an unbalanced bridge

circuit and the difference between the gage resistance

and the resistance value required to balance the circuit.

For simplification, justified by actual operating con-

ditions, the assumptions are made that (a) Rg = Ra,

(b) Rb = Rc, (c) lo < h or h, and (d) instantaneous gage

resistance = Rg + r, where r is the difference between

the gage resistance and the resistance value required to

balance the circuit.

If the circuit is adjusted to satisfy assumptions (a) and

(b) when balanced and if assumption (c) is valid, the

potential difference across the gage is

2Rg + r

and the potential difference across is . :>- ..

E

Figure 2. Circuit for measuring change of gage resistance.
,



The output voltage Eg then is given by

rIRa
Eo = Vg - Vb = El

L4 + lr\Rg
(3)

This equation may be written in terms of apparent strain

by noting that r\Rg = Afe, where K is the gage factor of

the gage and e is apparent strain. This substitution gives

(4)

Therefore it is seen that, by using a high-impedance

recorder to satisfy assumption (c), the change of gage

resistance can be conveniently determined by recording

the output voltage of the circuit as a function of the

independent variable, in this case time. Assumption (c)

is justified since the recorder used requires 7 x 10~*'

ampere for full scale deflection and the gage current is

of the order of 2 x lO"'- ampere.

In order to find the relative change of gage resistance

from measured output voltages, equation (3) is re-

arranged into

^Eo

2Eo
(5)

From this form of the equation it can readily be seen

that the accuracy of the measurement depends upon the

accuracy with which output voltage, Eo, is measured,

the accuracy with which the input voltage, is known,
and the validity of assumptions (a), (b), and (c). How-
ever, no absolute measurements have to be made if one
of the arms of the bridge circuit, preferably Rc, can be

varied in accurately known increments. If the arms of

the bridge are of nearly the same value, the output

voltage produced by a change of Rc will be the same as

would be produced by the same percentage change of

Rg. The system can therefore be calibrated just prior to

use by changing Rc in known increments and noting

the recorder deflection. The resulting accuracy is then

dependent upon the stability and sensitivity of the

recording instrument, the ability to hold the input

voltage constant, and the accuracy of the calibrating

arm, Rc. Such a system with overall errors not exceed-

ing \% of the full scale of the recorder is practical.

EQUIPMENT
The equipment that has been developed and assembled

for conducting these tests is shown schematically in

Figure 3. A suitable test strip with a gage installed

on it is suspended in the furnace so as to be free of

restraints. A compensating lead wire configuration is

used to connect the gage into its electrical circuit. Two
thermocouples attached to the test strip are used to

control and monitor the temperature. Commercial
units are used for temperature control, power supply
to the gage circuit, recording, and temperature monitor-
ing. The input voltage is kept constant by comparing it.

Voltoge

monitoring

circuit

Electricol connections

Thermocouples

Test 3tnp
ond
goge

Bridge

circuit
resistors

Recorder

Temperofure Temperature
monitoring

circuit
progrommer

Time bose

generotor

Figure 3. Method of measuring strain gage instability.

by means of a voltage divider circuit, to the potential of

a mercury cell. Any power supply change is indicated by

a deflection of the galvanometer and appropriate

adjustment of the input voltage is made. The time base

generator is a voltage divider circuit made from a

precision potentiometer, stable resistors, and a mercury

cell. The potentiometer shaft is driven by a synchronous

motor and gear chain, and the resulting varying voltage

between the potentiometer terminals is connected to the

recorder. Power to the heating units is supplied from a

commercial temperature controller that varies the

voltage to the heaters in accordance with the difference

between a thermocouple voltage and a signal generated

within the controller. The power voltage is varied by

adjusting the firing angle of thyratron power tubes. This

unit provides a fast acting and sensitive system of

control, capable of heating a stainless steel test strip

1 X 6 X 0.050 in., painted with a heat-resisting black

paint to provide a high, uniform emissivity, at rates of at

least IO°F per second to temperatures between 600° and

1500°F with an overshoot not exceeding 5°F. After

initial stabilization, a temperature constant to within

+ 2 F can be held for extended periods of time. The
input voltage power supply is a well regulated and

filtered unit having a voltage range of 5 to 12 v deter-

mined by the position of a ten-turn potentiometer. The
temperature-monitoring unit is a standard thermocouple

potentiometer with an electronic null indicator as a

galvanometer. Recording is by means of an X- Y
recorder having sensitivities of 0.5 mv/in. to 50 v/in. on
each axis and the ability to record accurately at rates

as great as 2 in. /sec.

The construction and use of the furnace are shown in

Figures 4 and 5. Radiant heaters, each having a rating

of 1000 w at 240 v, are used because their fast response

and low thermal inertia permit the use of fairly high

heating rates without a large temperature overshoot.

Eight of these heaters are mounted on a 4-in.-diameter

circle and are contained within a cylindrical reflector

of polished aluminum 8 in. in diameter and 10 in. long.

The reflector has a wall thickness of \ in. The heater

and reflector are held in position by holes and grooves

in cement-asbestos board. Additional pieces of cement-

asbestos board are used to prevent contact with the

electrical terminals of the heaters. Threaded rods and
spacers are used to assemble the pieces. In order to



prevent the aluminum cylinder from overheating, air

is blown onto the surface through small holes in the

inner surface of rings of copper tubing that encircle the

cylinder. The rings are connected into a larger-diameter

chamber in order to provide equal air distribution over

the length of the cylinder. The distribution chamber is

connected to a compressed air supply. This furnace unit

has a low thermal inertia, thus permitting a rapid

heating rate without excessive temperature overshoot.

The ability of the air flow over the aluminum cylinder

to keep the reflector at a safe operating temperature is

shown in Figure 6. During a test period of one hour,

a test strip was brought to 1500'F at 10°F per second

and held at that temperature for the remainder of the

test. The temperature of the aluminum cylinder, as

measured by a thermocouple imbedded in the cylinder

wall, did not exceed 330'^ during this time. Care was

taken to avoid direct impingement of an air stream upon
the thermocouple.

RESULTS OF TESTS

The type of information obtained is shown in Figure 7,

which gives the results obtained from one gage. It is not

implied that these results are typical of any gage type

for it is possible that the behavior of a gage would vary

considerably depending upon the gage history, the test

conditions to which it is subjected, and other factors.

However, it is interesting to note the variation of the

magnitude of drifts at various temperatures; the possibi-

lity of positive and negative drifts; the effect of history

on the gage instability; and that, in at least this case, the

drift during the second test series at 900°F was greater

than during the first series even though the gage had
been at 1000", \ \00\ and 1200T for 30 minutes each

during the first test series. The irregularities in the

recorded curves are caused by temperature fluctuations

of about ±2°F. The magnitude of drift shown by this

gage could have contributed errors as great as

3500 /iin./in. during a 30-minute test, assuming a gage

factor of 2, if the possible behavior of the gage were not

known.

CONCLUDING REMARKS
When resistance strain gages are to be used at elevated

temperatures, their characteristics must be examined

closely to preclude the possibility of very large errors.

The instability of gage resistance with time is one of the

characteristics that may become very important. The

Time, minures

Figure 5. Radiant heating furnace. Figure 7. Instability of one gage at elevated temperatures.
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amount of resistance drift to be expected from a gage

can be estimated from tests carried out using an easily

constructed furnace and standard commercial instru-

ments. The equipment that has been described might

also be used to subject other small objects to well-

defined temperature programs.
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Four Methods of

Determining

Temperature

Sensitivity of

Strain Gages at

High

Temperatures

Reprinted from ISA Journal

C. H. Melton

R. L. Bloss

National Bureau of Standards

Washington, D.C.

Test results compare four techniques

for determining temperature sensitivity

of bonded resistance strain gages at

temperatures to 1,000 deg F.

Theory

For a straii. gage bonded to an unrestrained base

material, the relative change of resistance due to a

temperature change^ is

(^R/R)r = AT [fa„ - aJK + c„] (1)

where
AR = change in gage resistance

R =r initial gage resistance at room temperature or

at a reference temperature
AT = temperature change
aij = temperature coefficient of expansion of base

material

a,, = temperature coefficient of expansion of gage
sensing element

K = gage factor of the gage element, and
c» = temperature coefficient of resistance of gage

element
The gage factor is defined as

K (aR/R)i,

AL/L
(2)

where
AR =r change in gage resistance,

R = initial gage resistance when the base mate-
rial is unrestrained or at a reference strain,

Subscript L indicates the change is due to a change
of length, and

aL/L — unit change of length to which the gage is

subjected.

Generally the combined effects in Eq. 1 are m.eas-

ured over a small temperature increment or while

changing the temperature of a given base material

to which a gage is bonded.
It must also be recognized that the gage resistance

will change, or appear to change, due to effects that

are not shown in Eq. 1. Probably the two most sig-

nificant effects are drift (a change of resistance that

will occur with time at a constant temperature) and
the leakage resistance between the gage and the

test strip.

Measurements of drift are made by holding a gage
installation at a constant temperature and measuring
the change of gage resistance as a function of time.



Fig. I . Radiant heating furnace.

However, drift is undoubtedly present even under
transient heating conditions at high rates. Under
such conditions, the total relative change of gage
resistance would be given as

aR/R = (AR/R)r + (\R/R)[, (3)

where the subscripts T and D indicate that the

changes are due to temperature change and drift re-

spectively. If the drift rate is known, it is possible to

apply a correction to the observed data in order to

obtain a better value of temperature sensitivity. If

the total relative change of gage resistance is re-

corded as a function of temperature, the drift term
of Eq. 3 would be given by

{aR/R)d = P/H (4)

where

(3 =: drift rate, and
H = heating rate.

The leakage resistance would appear as a distribu-
tive shunt resistance across the gage. It is quite pos-
sible that it would not be uniformly distributed along
the gage element. If this leakage resistance remains
high, e.g. greater than ten megohms, the effect is

small and can be ignored. Since the value and dis-

tribution of the leakage resistance are not usually
known, data correction is not generally possible.

However, this effect should be recognized as pos-
sibly contributing to erratic or erroneous data.

Another possible source of error in temperature
sensitivity determinations using d-c instrumentation
is an uncompensated thermal emf generated within
the gage circuit. Junctions of dissimilar materials
should be avoided if possible, especially within the

high temperature region. Care should also be taken

during the gage installation and hook up to have
junctions in pairs and in close proximity so that an
emf generated at one junction will be compensated
for by an equal emf from ihe other junction.

Equipment

The furnace, described previously- and shown in

Fig. 1, consists of eight quartz tube radiant heaters

enclosed by a reflecting cylinder of aluminum and
asbestos-cement plates. The aluminum cylinder is

cooled by air forced onto it from small holes in the

surrounding tubing. Electric power to the furnace is

supplied by a voltage-proportioning temperature
controller. Voltage to the heaters is varied to adjust

the temperature of the test strip to match an inter-

nally generated signal. The test strip temperature is

measured with a thermocouple. The internal signal

may be chosen to increase linearly with time. Heat-
ing rates from zero (constant temperature) to greater

than 100 deg F per second are available. Because of

fast response of the controller and low thermal in-

ertia of the gage strip and furnace, the temperature
of the gage strip can be changed at 10 deg F per
second to a selected temperature with no significant

overshoot and then held constant, usually within
±0.5 deg F for several mmutes.
Two types of instrurhentation were used. Dia-

grams of these are shown in Figs. 2 and 3. In Fig.

2 the gage and three stable resistors form a Wheat-
stone bridge circuit that is connected to a constant-
voltage d-c power supply. The output terminals of

the bridge circuit are connected to the Y-axis of an
X-Y recorder. The X-axis of the recorder is con-
nected to a thermocouple that is spotwelded to the
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Fig. 3. Instrumentation for the simultaneous equations

and graph methods.

test strip. The entire resistance measuring system
can be calibrated readily by varying the resistor

opposite the gage in Icnown increments.
In Fig. 3, gage response is measured by a strain

indicator and the temperature of the gage strip by
a thermocouple and potentiometer. This temperature
may be changed a given small amount by placing a

small bias voltage in series with another thermo-
couple which is connected to the temperature con-
troller. This bias voltage was obtained from a mer-
cury cell and voltage divider circuit.

Test Methods

For identification purposes, the four methods that

were compared are referred to as the fast slope,

slow slope, siviultaneous equations, and graph meth-
ods.

Equipment for the fast slope method'- is shown
in Fig. 2. The temperature controller is set to heat
the gage strip at 10 deg F per second. As the strip

is heated, the X-Y recorder makes a graph of the
relative change of gage resistance as a function of

the test strip temperature. Then, for any tempera-
ture selected, the temperature sensitivity is found
by determining the slope of a line drawn tangent to

the curve at that temperature.
The slow slope method also uses the equipment

shown in Fig. 2 and employs the same procedure as

the fast slope method except that the test strip is

heated at a rate of 0.4 deg F per sec. This slower

heating rate was chosen because it is called for in the

specifications of the Aerospace Industries Association

of America, Inc. (NAS 942).^ Although there are

some differences between the slow slope method and
the test procedure and equipment outlined in NAS
942, it is believed that the results obtained by the

two methods should be comparable.

For the simultaneous equations method'' the equip-

ment is shown in Fig. 3. The temperature of the

gage strip is increased at the rate of 10 deg F per

sec until the test temperature is reached. After this

temperature is reached, a period of 5 minutes is

allowed for the temperature to be stabilized within

1 deg F of the desired temperature as indicated by
the thermocouple potentiometer, for the thermal
gradients to minimize, and for the drift rate to be-

come more nearly constant. At the end of this period,

readings are taken simultaneously from the strain

indicator and the potentiometer. The bias voltage is

immediately introduced into the controller thermo-
couple circuit causing the temperature to decrease

about 5 deg F. At this lower temperature readings

are again taken one minute after the first readings.

The bias voltage is removed, the temperature rises

to the initial value, and readings are again taken
two minutes after the initial readings. This procedure
is repeated for each of the other temperatures for

which a determination of temperature sensitivity is

to be made. After the testing, the data taken at each
test temperature is used to form simultaneous equa-
tions,

aATi -I- (:iAt| = AS,

aAT., + |3At„ = AS,

(5)

(6)

where
a = temperature sensitivity of the gage and test strip

combination,

AT, and AT,, = the temperature changes between
readings 1 and 2 and readings 2 and
3 respectively,

I"!
=r drift rate (assumed to be constant over the time

and temperature intervals involved).

At, and At, — time intervals of one minute each,

corresponding to the temperature

changes, and
aS, and AS._, = changes in indicated strain at the

gage corresponding to the tempera-
ture changes and time intervals.

The temperature sensitivity, a, is determined by
eliminating the drift rate, b, from the equations.

Instrumentation for the graph method is the same
as that shown in Fig. 3. The temperature of the

gage strip is increased at the rate of 10 deg F per

sec until the test temperature is reached. After this

temperature is reached, one minute is allowed for the

temperature to be stabilized to within 1 deg F of

the desired temperature and for temperature gra-

dients to minimize. Five sets of strain and tempera-
ture readings are taken one minute apart. After the

last set of readings is taken, the temperature is de-

creased about 10 deg F by placing the bias voltage

into the temperature controller thermocouple circuit.

Starting one minute after the last set of readings

is taken, another group of five sets of strain and
temperature readings are taken at one minute in-

tervals. The temperature is then raised to approxi-
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Table I — Testing Schedule*

6 8 lO 12 14- 16

Time, minutes

Fig. 4 Typical graph method results at 800 deg F.

Test cyde number

Tpct Ripthflfl
1 Co I IIIC IIIUU Udgc 1 Udgc L, G3{[G 4

Fast Slope 1,2.3.7,7a** 6,10 5,9 4,8

Slow Slope 4,8 1,2,3,7 6,10 5,9

Simultaneous

Equations 5,9 4,8 1,2,3,7 6,10

Graph 6,10 5,9 4,8 1,2,3,7

'The temperature sensitivities at aii test temperatures were determined
during a test cycle.

**No power to tlie gage circuit during tills test cycle.

mately the first value by removing the bias voltage.

Starting one minute after the last set of readings,

another group of five sets is taken. This procedure
is repeated for each of the other temperatures for

which a determination of temperature sensitivity is

to be made. After the testing, the strain and tem-
perature data are graphed against time for each test

temperature region. Figure 4 shows a typical graph
of test results. Smooth curves are fitted to the plotted

points. The curves are extrapolated so that they over-
lap on the time scale. At the mid-points of the time
intervals during which the temperature was chang-
ing, vertical lines are constructed to intersect the
strain and temperature curves as shown in Fig. 4. The
temperature sensitivity is the ratio of the magni-
tudes of the line segments "a" to "b" or the ratio

of "c" to "d." The average value of these two ratios

is reported.

Testing and Results

For comparing the methods of measuring tempera-
ture sensitivity, four Nichrome V foil gages weic
bonded with a ceramic cement to small test strips of

type 302 stainless steel. These gages were of the
same type and lot number and were installed in the

ji Table li — Temperature Sensitivity Values

Temperature sensitivity, microhms/ohm deg F

400° F 600° F 800° F 1000° F

V9S c/>3 t/i3O
v>3OoU Wl

e
a> v> 01 u. 09 c/i

TO e S B 3 3
CO o 3 3

C9 o

Test cycle

No.

Fast Slope Slow Slope Simii!
Equat

.c

ca
Fast Slope Slow Slope

Simul Equat
a,
CO

CS
Fast Slope Slow Slope

Simul Equat

CS
Fast Slope Slow Slope

Simul Equat

JE

1 59.9 57.6 58.2 57.6 59.7 59.0 65.4 57.2 76.0 138.3 56.5 50.7 187.8 135.9 -19.6 27.5~

2 47.9 44.1 42.2 42.5 47.7 42.6 41.3 41.3 46.2 46.7 40.7 39.3 65.3 -18.7 —12.2 14.4

3 46.3 44.1 44.7 43.2 46.3 43.5 39.6 41.2 45.0 47.9 40.7 39.8 53.8 0.0 -10.7 0.4

4 43.4 52.4 44.2 42.7 41.7 49.4 43.1 41.1 41.4 49.0 40.0 41.2 34.8 -8.2 -7.7 6.9

5 44.1 44.3 44.8 43.2 42.1 41.9 42.6 42.1 41.4 44.0 t 40.8 36.7 -31.9 -4.5 10.5

6 44.3 44.7 45.4 42.7 42.4 42.4 43.2 40.7 41.2 45.5 42.0 39.0 33.9 -43.7 -9.7 -0.9
7 44.3 44.3 47.8 43.4 41.7 42.1 43.8 41.8 42.4 44.5 41.0 40.6 37.9 -35.5 -6.9 11.9

8 44.7 44.3* 44.7 44.8 42.6 41.9* 41.9 41.3 42.1 45.0* 39.4 40.8 35.5 -37.5* -10.5 -3.2
9 46.5 45.0 46.1* 44.0 43.1 43.8 44.9* 42.4 42.9 46.4 40.3* 40.5 36.5 —13.2 —8.6* 3.3

10 45.6 44.5 45.4 44.4* 42.4 44.0 42.8 42.5* 42.4 46.7 40.0 41.1* 37.2 -41.5 -4.3 16.3*

Average

(cycles 2-10)

Standard

45.2 45.3 45.0 43.4 43.3 43.5 42.6 41.8 42.8 46.2 40.5 40.3 41.3 -25.6 -8.3 6.6

deviation**

(cycles 2-10)

1.44 2.68 1.50 0.81 2.15 2.35 1.52 0.62 1.72 1.62 0.79 0.79 10.81 15.89 2.75 7.07

'The gage from which these values were obtained received an extra cycle at the Fast Slope heating rate between the scheduled cycles 7 and 8.

r 1 -11/

!
2(Xl — X)2

''^

** , = ' = 1

'

° L n — 1 _
tReading missing
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Table III — Drift Rates Computed from Simultaneous

Equations Method Data

Fig. 5. Typical gage response at two heating rates.

Test cycle

No.

Drift rate, microhms/ohm ° minute

400° F 600° F Rnfl° r 1000° F

] n J 22.8 729.4

2 1 n 3.8 65.8 111

3 A n 8.2 75.6 1 cl.b

4 1 n 2.2 82.8 D/.u

5 A 0 2.0 't/.O

g 1 no.u 1.6 73.6

7 —3.2 3.2 82.2 —11.0

8 4.0 2.6 75.6 41.4

9 0.0 0.2 77.4 36.6

10 3.0 7.4 71.6 59.6

same way on the same day by the same person. This
number of gages was chosen so that each test method
could start with an untested gage. The testing sched-
ule is shown in Table 1. By using this schedule, the
first three test cycles of a gage were carried out us-

ing the same test method and each gage was tested

at least twice by each of the methods. Using four

gages permitted each method to be used for each
test cycle 1 through 10. The exceptions were with
gage 1. This gage was heated to 1000 deg F at 10 deg
F per sec (jast slope method) between cycles 7 and 8.

There was no voltage to the gage circuit during this

time. This heating cycle is noted in Table I as cycle

7a. During test cycle 5 (simultaneous equations

method), a reading was missed at 800 deg F and a

temperature sensitivity value could not be obtained.

The results of the tests are shown in Table II.

Temperature sensitivity values are expressed as the
change of resistance in parts-per-million' per deg F.

The values obtained for the first test cycles are con-
siderably different from values obtained from sub-
sequent tests. Therefore, an average value for each
method for cycles 2 through 10 and the standard
deviation of these nine values were computed. These
values are shown in Table II.

Discussion

Table II shows that the maximum differences be-
tween average temperature sensitivity values found
by the various methods are less than five per cent
at 400 deg and 600 deg F after the first test cycle.

The first cycle values at these temperatures are also

in similar agreement except the simultaneous equa-
tions method at 600 deg F which is about twelve
per cent above the other values. At 800 deg F the
first cycle values vary widely, but subsequent values
are in agreement except the slow slope method which
gives a value about eight per cent higher than the
average of the other values. At 1000 deg F the
values differ widely for the various methods and
even between test cycles for the same method. The
most consistent data at this temperature were ob-
tained for test cycles 4 through 10 with the fast

slope method. The average of these seven values is

36.1 with a standard deviation of 1.41. This standard
deviation compares favorably with values obtained
at the lower temperatures. It is also interesting to

note that, excluding the first cycle, two of the meth-
ods gave positive values and two methods gave
negative values.

The differences between temperature sensitivity

values obtained by the different methods and varia-
tions between cycles for one method might be due
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to several factors. The most probable of these are:

1. A temperature sensitivity that is varying rapidly
with temperature, and

2. A drift rate that varies over a wide range.

At 1000 deg F it is quite possible that both of

these conditions exist.

Figure 5 shows representative curves obtained dur-
ing tests using the fast slope and slow slope methods.
The change of slope of the curve for the slow slope

method indicates that the temperature sensitivity

changes from positive to negative just below 1000
deg F. The curve for the fast slope method does not
show this change. Since the gage element is com-
pletely covered with cement, the insulating and ther-

mal emission properties of the cement in conjunc-
tion with the different heating rates used could cause
the gage elements to be at considerably different

temperatures for the same test strip temperature. It

is also quite possible, under radiant heating condi-

tions, that in neither case is the gage element at the

same temperature as the test strip. Since the tem-
perature sensitivity depends upon the temperature
of both the gage and the test strip (Eq. 1), errors

due to a temperature differential are possible.

The curve, Fig. 5, for the slow slope method might
also represent the conditions for the simultaneous
equations and the graph methods. The temperature
sensitivity values for these two methods were de-
termined as the slope of a chord over a temperature
increment of 5 deg and 10 deg F, respectively. It is

possible that considerably different values, even dif-

fering in sign, could be obtained near the knee of

the curve depending upon the temperature increment
used.

Drift rate values, computed from the data for the
simultaneous equations method, are shown in Table
III. The high drift rate at 800 deg F and the erratic

values obtained at 1000 deg F could affect the tem-
perature sensitivity values. The simultaneous equa-
tions and graph methods are designed to eliminate

this effect by algebraic and graphical means respec-
tively. The values obtained by the slope methods
may be corrected for drift as shown in Eq. 4 if

the drift rate is known. Using the average of the

drift rate values of Table III for cycles 2 through 10

to apply corrections to data of the fast slope and
slow slope methods at 800 deg F average tempera-
ture sensitivity values of 42.7 and 43.1 respectively

are obtained. If these corrected values are accepted,

the maximum difference between average values for

all methods at 800 deg F is less than seven per cent.

The maximum difference with the uncorrected val-

ues is nearly fifteen per cent. The erratic drift
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Table IV — Estimated Time for Determining Temperature

Sensitivity Values for One Gage at Ten Tempera-

tures up to 1000 F during Five Heating Cycles

o 4 6 8 lO 12

Time, minutes
16

Fig. 6. Graph method results at 1000 deg F showing

variable gage response with time and temperature.

rates shown in Table III for 1000 deg F are indicative

of the problems that might be encountered. Large
variations of drift rate with time and with small
temperature changes are also possible as shown in

Fig. 6.

Any test made using d-c instrumentation is sub-
ject to error due to thermal emf. To avoid such
errors care had been taken to use ribbon and wire
leads of the same material as the gage element. Suc-
cess in avoiding any uncompensated emf was veri-

fied by making a test by the fast slope method with
no input voltage to the gage circuit. There was no
output signal from the bridge circuit detected dur-
ing this test. Temperature differences that would
cause an uncompensated thermal emf would be most
likely to occur in this test method. It was therefore

assumed that the error due to thermal emf was
negligible during any test.

Although not technical in nature, an important
consideration in any test program is the number of

man-hours required. It should be recognized that

this may vary considerably depending upon the per-
sonnel involved, the familiarity with a particular'

test method, and even the policies of the organiza-
tion doing the work. To provide some comparison
of the methods, Table IV has been compiled from
information gathered during the comparison tests.

The time for laboratory work includes installing the
test strip in the holder, connecting gage leads, pre-
paring necessary data sheets, actual test time, and
cooling between test cycles. The time required to

install the gages on test specimens is not included.
Two people were used during the actual test and
cooling periods. The time allowed for data reduction
includes calculations by a desk calculating machine
and plotting necessary graphs to obtain numerical
values of temperature sensitivity. As indicated by
the title of the table, the times shown are based on

T6St method lahnr^tnrv Data

work reduction Total

man-hours man-hours man-hours

Fast Slope 10 5 15
Slow Slope 15 5 20
Simulataneous Equations 20 5 25
Graph 35 30 65

five test cycles for one gage with ten temperature
sensitivity values determined for each cycle.

Conclusions

The results of the comparison tests show that the

four methods give values of temperature sensitivity

that are in reasonable agreement when the gage re-

sistance is a nearly linear function of temperature
and the drift rate is low. Under these conditions the

method to be used might be determined by the

availability of equipment, familiarity with the

method, economics, or other non-technical factors.

The "slope" methods are also attractive because they

provide a complete record of the gage resistance as

a function of temperature while the simultaneous

equations and graph methods give temperature sensi-

tivity values at selected temperatures only. However,
the uncertainty in the experimental results, as indi-

cated by the standard deviation, is slightly greater

for the "slope" methods.
When a high, constant drift rate is present, the

simultaneous equations and qraph methods, which
correct for drift, give values that are in close agree-

ment. Values obtained by the fast slope method.

which should be quite insensitive to drift, agree

fairly well with these values. However, values ob-

tained by the slow slope method are significantly

different unless the data are corrected for the drift.

At temperatures where a variable drift rate and
temperature sensitivity are present, the best method
would be the one most nearly simulating the con-

ditions of anticipated use. Since the "right" method
is the one that predicts what the gage will do under
field conditions, it would be presumptuous to say

that any of the methods described are "right."
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Micrometer U-Tube Manometers for

Medium-Vacuum Measurements

Allan M. Thomas and James L. Cross

National Bureau oj Standards, Washington, D. C.

(Received 28 July 1966)

A family of U-tube manometers, suitable for use as standard instruments, has been designed

and constructed at the National Bureau of Standards to cover the range of pressures from

100 to 1 X 10"- Torr. In these instruments the levels of the two liquid surfaces are measured

bj' adjusting micrometers with conical points ground on the ends of the spindles. One
hundred-millimeter and 50-mm range mercury manometers, with spindles approaching the

liquid surface from above, are used for differential or absolute pressure measurements up to

100 Torr. Pressures less than 3.5 Torr are measured with oil manometers, in which the

micrometer spindles approach the surfaces from below. Measurements made with the mercury

manometer have an uncertainty of about 4 X 10'^ Torr plus 8 parts in 10^ of the reading.

Measurements made with the oil manometer have an uncertainty of about 4 X 10"* Torr

plus 1 part in 10* of the reading.

I. Introduction

There is a need for more accurate pressure measure-

ments in the medium and high vacuum ranges. To fill

this need, instruments are required which can be cali-

brated directly in terms of basic quantities, and which

are more suitable than the McLeod gauge over its

range. Efforts have been made in our laboratory to

extend the useful range of U-tube manometers for

this purpose.

The instruments described in this paper were de-

signed for the medium vacuum range. Micrometer-

driven index points are employed for the measurement

of the liquid column heights. Mercury is used for the

range 0.1 to 100 Torr while sihcone oil (DC704) serves

for pressures below 3.5 Torr. Measurements made with

the mercury manometers have an uncertainty in the

order of 4 x 10'' Torr plus 8 parts in 10= of the read-

ing. Measurements made with the oil manometer have

an uncertainty in the order of 4 X 10"* Torr plus 1

part in 10* of the reading.

These instruments are used to measure differences

of pressure, and in the application to vacuum meas-

urements the reference pressure is small compared to

the pressure being measured. Some restriction is nec-

essary in the use of the oil manometer because subse-

quent reduction in pressure after use in the differential

mode at high pressures can lead to excessive outgass-

ing. Dissolved gas is not a problem with water as the

fluid, but the high vapor pressure limits its use to

differential measurements at pressures well above 24

Torr. The advantage of the water manometer, when

applicable, is that the value of the density is so ac-

curately known.

The U-tube type instrument was chosen in prefer-

ence to the fixed-cistern type of manometer, i.e., one in

which the height of only one liquid surface is meas-

ured, because of lower attainable accuracy with the

fixed-cistern instrument. The zero point of a fixed-

cistern manometer is affected by the volume of the

liquid, the volumes of the liquid menisci, the amount

of liquid sticking on the walls as the column is low-

ered, and the temperature of the manometer. The

zero point of the fixed-cistern type is also pressure-

dependent because of the change in volume, with

change in pressure, of gas trapped beneath the surface

in scratches, crevices, and comers. These sources of

error are greatly reduced or do not exist in the U-tube

instrument (one in which the height of
,
both liquid

surfaces is measured).

The principles upon which the design of these in-

struments is based are not new. Index points and mi-

crometers have been used many times in the last 200

years for locating and measuring the heights of liquid

surfaces.^' ' However, we feel that the potential per-

formance of this type of instrument has not been fully

realized, and we have attempted to obtain improved

performance by careful design, by adherence to basic

principles of manometry, and by improved measure-

ments through a detailed study of the uncertainties

involved.

II. Design Factors

For high accuracy, those factors which are particu-

larly relevant are capillarity fluctuations, uncertainties

in the measurement of the column lengths, sine errors

1 C. f Muendel, Z. Phvsik. Chem. (Frankfurt) 85,- 4.35

(191.3).
= M. H. Stillman, Bur. Stds. Sci. Paper. 10, 371 (1914).
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associated with changes in level, and uncertainties in

the liquid density.

A. Capillarity

Fluctuation in capillary depression, or rise, due to

variations in surface tension of the liquid-gas interface

and variations in contact angle of the liquid-gas inter-

face with the tube wall are made small by using tubes

of large diameter.

B. Column Length

The position of the liquid surface is detected by the

formation of a dimple caused by the contact of the

index point with the surface. The detection is facili-

tated by placing a card with a sharply defined bound-

ary between light and dark areas so that the boundary

image distorts when the dimple is formed. The setting

of an index point on a mercury surface is reproducible

to better than 0.001 mm^. Such precision can be re-

tained with oil and water as the fluids if the index

point is made to approach the liquid-gas interface

from below, as in the hook gauge, and the dimple is

viewed from below.

C. Leveling

Deviation of the micrometer axes from the vertical

introduces a second order (cosine) error in the meas-

urement of column height. Error in this vertical

length measurement will be neghgible if moderate care

is taken to insure that the micrometer axes are ver-

tical.

Of more concern is the uncertainty introduced by a

change in the level of the instrument in the plane of

the micrometer axes during time of measurement, i.e.,

between the times of the "zero" and "pressure" set-

tings. This introduces a sine error independent of

manometer reading and equal to the product of the

distance between the micrometer axes and the sine of

the angle corresponding to the change in level.

The effect is reduced by keeping the distance be-

tween micrometer axes small and by precise level

control.

D. Liquid Density

The fluid densities are affected to varying degrees

by pressure, temperature, and the amount of dissolved

gases. The value of the density and its dependence

upon these factors is well known for both water and

mercury. This was not the case for the oil, and such

factors had, therefore, to be determined.

To determine density differences in the oil due to

differences in the amount of absorbed gases the twin

pycnometer method was used.^ The method consists of

filling two similar pycnometers with fluids of two dif-

ferent densities, weighing, switching the fluids, and

then weighing again. The difference in density can

then be calculated to a high degree of accuracy.

Figure 2. Mercury manometer showing four pressure connec-

tions from rear of top plate and a dimple formed on the

mercury surface.

FiQDRB 1. Schematic of 2-in. micrometer manometer.

3 E. R. Smith and M. Wojciechowski, The Difjerenlial

Method of Measuring Differences in Density by Means of
Twin Pycnometers. Committee of Physico-Chemical Data, In-

ternational Union of Chemistry.
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FiGtmB 3. Oil manometer with index points approaching the
liquid surface from below.

III. Description

A schematic of the mercury manometer is given in

Fig. 1. Photographs of the mercury manometer and the

oil manometer are given in Figs. 2 and 3, respectively.

In each version, large-diameter (l^A in.) pre-

cision-bore glass tubes are clamped between rigid

stainless steel end plates and sealed with flat Teflon

gaskets. Liquid connection between the tubes is pro-

vided by holes drilled in the bottom plate. Vacuum
ports are provided in the top plate.

Micrometer-driven index points are mounted in the

top plate of the mercury manometer and in the bot-

tom plate of the oil (and water) manometer. Index

points, ground on the ends of the micrometer spindles,

have a radius of approximately 0.01 mm.
A sensitive level is mounted on the front of that end

plate which bears the micrometers. A smaller, less sen-

sitive level is mounted on the base plate perpendicular

to the first level. A horizontal hole extending through

the length of the lower end plate serves as a ther-

mometer well with good thermal connection to the

fluid. Viton 0-rings seal the micrometer spindles,

which are carefully polished to produce acceptable

moving seals.

IV. Error Analysis

The uncertainties associated with these instruments

are summarized in Table I. Micrometer calibration is

assumed. Note, that the uncertainties independent

of reading for the three fluids are proportional to the

fluid densities except for capillarity and density errors.

A. Capillarity

With the numerical solutions of Blaisdell,* appro-

priate values for fluid density and surface tension, and

contact angle (angle between the liquid surface and

the wall) of 0°, the resulting capillarity corresponds

to 5 X IQ-* Torr for mercury, 5 X 10"^ Torr for oil,

and 1.2 x 10"' Torr for water. Densities used are 13.5

g/cc for mercury, 1.06 for oil, and 0.997 for water.

Surface tension values are 460 dyn/cm for mercury,

38 for oil, and 72 for water.

Since oil and water wet clean glass, it seems unlikely

that the difference in the capillary rise in the two

tubes would exceed 20% of the capillarity itself, giving

an estimate of maximum error of 1 x 10"^ Torr for

oil and ^2 X 10'* Torr for water.

The capillarity of mercury is much more variable,

but by avoiding readings when the meniscus is nearly

flat, the difference in capillary depression in the two

tubes will probably be less than 3 X 10"* Torr.

Table I. Summary of analysis of errors.

I. Errors not proportional to reading

(Estimated bounds of error)

1. Level change
2. Capillarity

3. Setting and reading
4. Density
5. Micrometer temperature

Total theoretical (E E^)i

Observed 3 S. D.

II. Errors proportional to reading

1. Density
2. Micrometer temperature

Total estimated

III. Total of I and II for full scale

Oil Water

Error (E) in microns of mercury
0.06
0.01
0.16 /
-©t32- (J-V y
0.20

-9-41- ci- -J I

0.3

0.05
0.2
0.15
0.15
0.19

0.35

Mercury

0.74
0.3
2.0
1.5
2.6

3.7

Error in parts per 10 000 of the reading

4^A?^ 0.5
0.2 0.2

0.7

Error in microns of mercury

0.83 0.60

0.4
0.2

0.6

6.7

* B. E. Blaisdell, J. Math. Phys. 19, 217 (1940).
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B. Column Length

1. Micrometer Setting and Reading

The micrometers used have a vernier reading di-

rectly to 0.0001 in. (0.00254 mm). After some experi-

ence in detection of the dimple formed by contact of

the index point with the surface of the liquid, the

surface-height readings by different observers can be

reproduced to less than half a vernier division. Our

experience indicates that an upper limit of uncertainty

for careful setting and reading for two calibrated

micrometers of the type used can be taken as about

0.002 mm.

2. Temperature Effects on Micrometers

Uncertainties exist because of temperature differences

in the micrometer parts and in temperature drift during

the time of measurements, particularly due to manipu-

lation. To determine the magnitude of uncertainty,

assume that the mounting level shown in Fig. 4 remains

constant. The length of the barrel is Lb as shown. The
length of spindle below the top of the barrel is at

the time of the first setting and (Lg + Lu) after re-

setting to a new height.

The distance from the mounting level to the point

after the first setting is: D' = Ls — Lg. Correcting for

temperature variations from the calibration tempera-

ture to to the actual temperatures tg and with tem-

perature coefficients as and for the spindle and

barrel, respectively, gives

D' = L^[l + asit's - to}] - L°n[l + asii'B - to)].

The zero superscripts indicate that the given lengths

are true at temperature to. After resetting the microm-

eter to a new height, the distance D, corrected for

new temperatures tg and , is

D" = (L^s + L2)[l + asit's' - to)]

- -f asit's' - to)].

The difference in micrometer readings (R" — R') is

MOUNTING LEVEL -

.J

Figure 4, Sche-
matic of one mi-
crometer.

Ls

L^. Since the temperature of the components is close

to the manometer temperature t„, let 8t = t's
— i„.

Also, setting fj — I's = St^, and — I'b = St^, the

difference in height of the point at the two settings is

h = D" - D' = iR" - R'){\ -f asit^ - to)]

+ iR" - R')as 5t + iL°sas 5ts - L^a^ 51^).

The last two terms represent uncertainties due to the

temperature uncertainties 8t, 8ts, and Sts-

Measurements made on the parts of the micrometers

during manipulation showed temperature increases in

the barrel of as much as J°C and in the spindle of as

much as 1|°C. The temperature increase can be ex-

pressed as a variation about an average so that, in the

difference between two readings, the average drops out.

Normally, several zero readings are taken and averaged

so that variations are effectively eliminated in the zero

reading.

The temperature increases, dts and 8is, may there-

fore be expressed as temperature variations of ±0.25 °C

and ±0.75 °C, respectively. The barrel length is ~75
mm and the spindle length to the middle of the microm-

eter range is ~125 mm. The estimated uncertainty of

the length measurement from two micrometers, based

on an expansion coefficient of 11.5 X 10"V°C, is 2

parts in 10^ of the reading plus 2.0 X 10"^ mm.

C. Leveling

The distance between micrometer axes is 47.6 mm.
The level parallel to the plane of the axes has a sensi-

tivity of 16 sec of arc/div. As the manometers can be

leveled to within one-fifth of a division, the sine error

is not greater than 47.6 sin (0.2 X 16), or 0.00074 mm.

D. Density

The densities of mercury and water are well-docu-

mented. Measurements of the density of DC 704 in

our laboratory gave a value of 1.0010 g/cc for oil at

25 °C saturated with air at 1 atm.

1. Compressibility

This is a negligible effect as the compressibility of

oil* and water are about 50 ppm for a pressure change

of 1 atm, and that of mercury* is ~4 ppm.

2. Temperature

The pressure balance at the liquid-connecting port

of the two manometer tubes, as shown in Fig. 1, is

simply

Pa + VaP.g = Pb + yt,Pi,9,

where p, y, and p are the pressure, column height, and

5 ASME Research Publication, Pressure-Viscosity Report
(1953).

'5 W. G. Brombacher et al., Mercury Barometers and Manom-
eters, NBS Monograph 8 (1960).



density for the particular limb. The density varies

with temperature as

p = p./[l + m{t - O],

where p,, ^ are reference values, and m is the volume

expansion coefficient. Thus,

(p„ - v^)/prg = fW[i + mit^ - U)]\

- \yj{l + m{,U - t,)\\.

The factors are readily separated by referencing column

heights to the average value (essentially the heights

at zero differential pressure) and temperatures to the

thermometer value (manometer temperature, /„); i.e.,

let

y. = y - h/2 y, = y + h/2

L = t„+ 8t, i, = t„+ 5/6,

where h is the pressure head. Then, to first-order ap-

proximation,

(Pa - Pb)/Prg = h ~ Am(/„ - /,) + ymidta - 81^)

- (hm/2)(8L + St,).

The second term is a correction. The third is an un-

certainty independent of reading while the fourth

represents an uncertainty proportional to the reading.

The length of the columns at zero pressure dif-

ferential is about 40 mm. The expansion coefficient

for mercury is 182 X 10"V°C and, for water, 250 X
10"V°C. The value for DC 704 was determined in our

laboratory and is 70 X 10~''/°C. Temperature varia-

tions of the liquid in each tube from the manometer

temperature reached 0.2 °C in a room with temperature

fluctuations of several degrees. The resulting micer-

tainties are sho\\Ti in Table I.

3. Gas Absorption

Measurement of the density difference between de-

gassed oil and oil saturated with air at 1 atm, using the

twin pycnometer method,^ showed that for DC 704

and 705 the differences were less than 1 part in 10"

of the density.

v. Observation of Zero Reproducibility

To determine the performance of a U-tube type

manometer, the most significant test is the agreement

of observations taken at zero pressure difference. In

such a test the observations are affected by all random

effects which are not proportional to the pressure.

In the present case, repeated zero readings for the

oil manometer, extending over a period of weeks,

resulted in a standard deviation of approximately

1 X 10"" Torr for more than 30 readings. The value of

three standard deviations (3a-) is about the same as

the estimated 4.1 X 10~" Torr given in Table I. A
check of the standard deviation of zero readings for

the mercury manometer resulted in a similar fair agree-

ment with the estimated error.

VI. Remarks

The practical potentiality of this type of manometer

is believed to be somewhat better than reported here.

The uncertainties associated with the micrometer meas-

urements can certainly be decreased. The technique

of pressure reversal, i.e., applying the unknown pres-

sure first to one leg and then to the other, can effec-

tively reduce the level error, not the least of those to

be considered.

Based on the foregoing analysis of errors we believe

that the uncertainty associated with the oil manometer

can be reduced to about 1 X 10"" Torr plus about 5

parts in lO"* of the pressiu-e being measured.

\
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Calibration to High Precision in the Medium

Vacuum Range with Stable Environments

and Micromanometer*

Stanley Ruthberg
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Ultrastable vacuum environments are combined with a micrometer-point contact manometer

to obtain a calibration uncertainty of 12 X 10'* Torr + 6 parts in l(f of the reading for the

range 1 X 10"* Torr to several Torr. The stable pressures are generated with a dynamic

vacuum system and a servo control loop which employs cascaded error signals from a capaci-

tance-diaphragm gauge to obtain pressure stabilities of better than ±1 part in ICP at 1 Torr.

Precise evaluation of systems and procedures is given. Operational factors that affect accuracy

were studied, for example, sorption in the manometer fluid, pressure distribution in the test

chamber, time constants of the micromanometer, and thermal response of the control loop.

introduction

Absolute pressure measurements of increased accuracy

are needed in the medium vacuum range for calibra-

tion activities and for direct application to a number of

scientific problems. Furthermore, such improvement

can also lead to increased measurements confidence

at yet lower pressures. These measurement techniques

would serve as a base against which to compare other

reference instruments, such as the McLeod gauge,

which are intended for use in a lower pressure range,

and could be applied to the upstream stages of the

various pressure dividers used for calibration at even

lower pressures.

The attainment of high accuracy requires the com-

bination of a suitable reference standard along with a

vacuum environment so stable as to cause little deg-

radation in performance. Calibration activities would

further be facilitated by a relatively rapid and re-

producible generation of test point pressures.

The first requirement for an "absolute" reference

instrument was met with one of a family of U-tube

micrometer-point contact manometers previously evol-

ved at this laboratory for the purpose. Analysis of in-

strument design and experimental observation of zero

point behavior established that a measurement un-

certainty of less than 5 X Ify* Torr^ plus 1.6 parts in

10* of the reading should be obtainable with silicone

pump fluid as the manometric medium. It was pre-

dicted that a limiting uncertainty would be about 1 x
10^ Torr plus 5 parts in 10° of the reading.^ However,

the use of the micromanometer as a reference stan-

* Contribution of the National Bureau of Standards, not
subject to copyright.

1 1 Torr = 1.33322 millibar = 133.322 newtons/m^.
2 A. M. Thomas and J. L. Cross, J. Vac. Sci. Terhnol. 4, 1

(1967).

dard required thorough evaluation of and appropriate

compensation for those operational factors which

could degrade over-all measurement accuracy. Ex-

amples are sorption effects in the manometer fluid,

time constants due to oil drainage on the U-tube walls,

mechanical stability, and the effects of temperature

variations.

Ultrastable pressures, the second requirement, were

generated by a dynamic vacuum system and an elec-

trical servo-control loop with cascaded error signals

from a capacitance-diaphragm gauge. Stabilities were

obtained of better than ± 1 part in 10^ at 1 Torr.

Given values of pressure were generated at will and

reproducible to within the measurements uncertainty.

The overall calibration uncertainty obtained (three

standard deviations) was about 1.2 X 10~* Torr plus

6 parts in 10^ of the reading from 1 X 10"* Torr to

several Torr. This accomplishment is not so much
dependent on the actual equipment that is used as on a

careful evaluation of the factors involved and the

development of operational procedures, which are

appropriate to any laboratory. Systems, vacuum and

electronic, were essentially assembled from commer-

cially available components, and the micromanometer

is of relatively simple construction.^

The following text describes and gives precise eval-

uation of the systems, procedures, and factors involved

in generating such stable, reproducible pressures and

for obtaining so small a measurement uncertainty. The

dynamic systems and control loop for generating the

stable environments are presented in Sec. I. Procedures

for further reducing the uncertainty with the micro-

meter manometer toward that of the predicted level

3 \. M. Thomas and J. L. Cross, NBS Tech. Note 420 (1967).
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Figure 1. Schematic
for pressure regula-

tion with a servo loop
and dynamically oper-
ated vacuum system.

PUMPS

are detailed in Sec. II. Operational factors affecting

accuracy are covered in Sec. III.

I. Generation of Stable Pressures

A. Operational Concepts

It is a familiar procedure to regulate the pressure

in a vacuum chamber by use of a servo-controlled

valve. With an arrangement as in Fig. 1 the pressure

control unit accepts an electrical output signal from a

suitable vacuum gauge T attached to the chamber,

compares this signal against a reference voltage, and

amplifies the difference signal to actuate a motor-

driven valve y in a correcting mode to reduce the

difference signal to zero. In practice, both the gain

and the frequency response of the controller must be

adjusted for optimal effect, which obviously is a func-

tion of the integrated characteristics of both the elec-

tronic and vacuum elements of the control loop. That

is, as a feedback problem, control depends upon the

sensitivity, stability, and frequency response of the

vacuum gauge, upon the stability of the reference vol-

tage, on the servo amplifier and motor drive char-

acteristics, on the conductance vs. position dependency

of the leak valve, on the gas supply pressure and its

stability, on the time constants of the vacuum mani-

fold, and on the behavior of the pumping array. There-

fore, increased pressure stability depends upon upgrad-

ing the performance of the controls, upon reduction of

base pressure fluctuations, and upon achieving favor-

able time constants.

Commercially available pressure controllers have

maximum sensitivities of approximately one part in

1000 of full-scale with an actual control capability of

somewhat less than this. Pressure stabilities of about

1% are normally obtained. Our procedure for increased

control capability is to insert an extra differential

stage between the commercial pressure controller

(Figs. 1, 2) and the stable pressure transducer T. In

principle, this stage takes the output signal from the

transducer and compares it against a very stable refer-

ence voltage. The difference signal so obtained is

amplified and then applied to the pressure controller.

Thus, this affects a cascading of error signals which

shifts the burden of stability and sensitivity from the

pressure controller to the transducer and differential

stage. In practice, the stable transducer and differen-

tial stage are available as incorporated into certain

commercially supplied capacitance-diaphragm gauges.

Extreme pressure stability is now achieved through

the sensitivity of the transducer in conjunction with

stable gas pressures of suitable magnitudes upstream

Figure 2. Operational vacuum system cir-

cuit diagram with pressure generator in de-
tail. Reference system was essentially identi-

cal to test system.



to the leak valve, clean vacuum systems, the throttling

of the vacuum pumps to appropriate speeds, the selec-

tion of servo characteristics for proper gain-time con-

stants, and close temperature control.

B. Vacuum Systems

1. General Circuit Description

Two vacuum systems are needed, one for the ref-

erence vacuum and a second for the pressure generator.

The two used here were identical except for the

features added to the pressure generator for increased

stabilization. Figure 2 is the vacuum circuit diagram

for the overall systems with the pressure generator

shown in detail.* The features that are additional to

the basic circuit are the servo-operated leak valve

and the stable gas source. This source comprises cham-

ber R, mechanical pump, leak valve LV, and gauges

L and TC. As erratic behavior of the vacuum system

had to be minimized, clean and stable manifold wall

conditions were necessary. Bakeout was not used, but

the materials, components, and operating procedures

used conformed to those common to ultrahigh vacuum

practice. All fixtures in the high vacuum region were

stainless steel except for the manometer glassware.

The joints were inert gas fusion welded, or flanged

and metal gasketed with aluminum foil seals. ^ The

valves were bellows sealed. The only elastomers pres-

ent were in the valve disks, in the manometer, and in

the capacitance-diaphragm gauge head. The pump
fluid was the same as the manometer fluid, DC 704

silicone oil, and the bafi9es over the diffusion pumps

were mechanically refrigerated to —25° C. Pumping

speeds at the chambers were estimated as about 30

liters/sec. Ultimate chamber pressures with the mano-

U]

[J

Figure 3. Schematic of cylindrical test chamber geometry with

internal baffle for low pressure symmetry. A—baffle, B—test

port, C—gas inlet, D—pump lead.

*AVS Standard (tentative) 7.1-1966. (See, J. Vac. Sci.

Technol. 4, 139 (1967).

»S. Ruthberg and J. E. Creedon, Rev. Sci. Instr. 26, 1208

(1955).

meter and capacitance-diaphragm gauge connected

were routinely < 2 X ICh' Torr.

2. Vacuum Chamber

In order to minimize pressure gradients within the

test chamber, the gas inlet and outlet (Fig. 2) were

placed below the chamber so that the net gas exchange

in the test chamber was essentially zero at steady state.

As the inlet line was asymmetrical about the chamber

axis, an internal bafl3e was further incorporated to

insure a symmetrical pressure distribution at the ports

for conditions of long molecular mean free path. The
chamber geometry and the baffle location used here

are given in the sketch of Fig. 3. The cylindrical

baffle is of such a length and location as to optically

block the ports from the inlet line.

3. Pump Stability

Since the servo loop becomes very sensitive and

limited in response time at these precisions, it becomes

necessary to minimize abrupt pressure fluctuations in

the test chamber. Diffusion pumps are a source of

such disturbance. But, this effect is readily attenuated

by adjusting the throughput by use of the throttling

valve between the chamber and the pump to lower the

pump pressure. Adjustment is made until the fluctua-

tion of base pressure over the pump and, hence, that

reflected into the chamber is within the control band

of the servo, and small compared to the manometer
uncertainty. The servo-controlled leak valve auto-

matically repositions to hold pressure constant. How-
ever, its position, hence response, is a factor in control

characteristics, and the pump speed determines al-

lowable throughput.

The pumps used here were of standard metal, frac-

tionating design with a rated speed of greater than

150 liters/sec. Observation of base pressure showed

fluctuations of up to 8% of the operating pressure.

Pressures as indicated at the ionization gauge between

the baffle (Fig. 2) and the test chamber of 4 X 10-*

Torr were found adequate for chamber pressure of

> 1 X IQr^ Torr and ranged downward to 6 x lO"''

Torr for chamber pressure of 1 X 10"* Torr. Through-

puts ranged from the order of 1 x 10"^ Torr liters/sec.

at the low pressure to 1 x 10"^ Torr liters/sec at the

high end.

4. Gas Supply

The gas supply can also be a source of pressure

fluctuations. In addition, the pressure of the gas supply

is a parameter that affects the time constants of the

servo loop. Thus, a quiescent gas supply was obtained

with an isolating reservoir R adjusted to the desired

pressure.

In our operation, the reservoir R of 4-liter volume



was initially roughed to lO"^ Torr and filled to the

desired pressure ; between 50 Torr and 1 atm. The leak

valve LV was then set to allow a small flow of gas into

R which was just sufiBcient to maintain the pressure

to within a few Torr.

Use of such a quiescent gas supply of chosen pres-

sure gave a 30-fold improvement in stability over the

use of a gas bottle with a normal pressure reducer.

C. Control Function

1. Control Gauge

The procedure requires a gauge (D, Fig. 2) whose

sensitivity is greater than that of the micrometer-point

contact manometer in the range of operation. Linearity

of response is not essential, only that the pressure

response be 1-to-l and continuous throughout the

range. Hysteresis and repeatability are not basic fac-

tors in this operation, but stability is. Commercially

available capacitance-diaphragm gauges are capable

of obtaining a smaller minimum detectable signal and

evidence greater sensitivity than the micrometer-point

contact manometer. These gauges can also be equipped

to operate in a balanced or differential mode with an

adjustable reference value and with various ranges of

differential signal amplification.

The characteristic response of such an instrument

equipped for 1 Torr full range is shown in Fig. 4 as

compared against both an ionization gauge and the

micrometer-point contact manometer. The data for

pressures greater than 1 x 10"^ Torr represent the

control mode; that is, these data were obtained with

pressures stabilized by the described procedures and

with the apparatus under discussion.

2. Pressure Controller

The automatic pressure controller comprised a con-

trol unit and a servo motor-driven ultrahigh vacuum

valve. Maximum sensitivity was 0.2% of full scale.

Reference, gain, and damping functions were incor-

porated. An input range selector was also provided in

the form of an attenuator.

3. Servo Loop Operation

Initially the servo-controlled leak valve is closed

and the chamber pumped to low pressure (Fig. 2) . The

reservoir R is filled and leak valve LV is adjusted.

The fine valve FV between the chamber and the pump
is set and the main valve closed. The reference value

for the desired pressure is set on the capacitance-

diaphragm gauge and a large differential scale is se-

lected. The reference value on the controller is set to

zero. The motor drive is actuated, controller gain is

activated, and the pressure allowed to stabilize. A
smaller range differential scale is then selected and

10'' TORR

CAPACITANCE MANOMETER

Figure 4. Gauge characteristic for the capacitance-diaphragm
instrument used in the servo loop. Three independent runs
are indicated with the micromanometer as reference.

the pressure allowed to restabilize. However, one can-

not simply continue to increase the initial amplifica-

tion by proceeding to smaller and smaller differential

scales for corresponding improvement in stability, for

such cascading technique is soon limited in application

by the gain-time constant characteristics of the con-

trol loop itself, i.e., pressure gauge—pressure control

unit—servo-driven leak valve—^vacuum manifold-
gas inlet supply—pumping speed.

In practice, the gain and damping functions of the

pressure controller are optimized for minimum pres-

sure excursion for any given input signal. A variable

attenuator is also used at the input to the controller

to modify the difference signal from the pressure

gauge for further adjustment of gain-time constants

and sensitivity. This function can be performed by the

input range selector of the controller itself. If the gauge

sensitivity is then increased by stepping to smaller dif-

ferential scale, the gain-damping settings on the con-

troller will have to be changed accordingly. Usually

controller gain is reduced and damping increased until

with successive steps regulation is lost. Greater sensi-

tivity then depends upon change in the time constants

and further reduction in system noise. In the present

case noise reduction was achieved with stabilized gas

supply, throttled pumps, clean systems, and use of

constant voltage sources for the electronics. Time
constants were modified by the pressure in the gas

supply reservoir and by pumping speeds.

We found that our most stable and best control

conditions were obtained for a less than critically

damped system, i.e., with the loop gain almost large

enough to hold the system in a steady oscillatory state.

Once locked in, the pressures can be held constant

for extended periods. Such a situation is evidenced in

Fig. 5 which shows initial lock-in and response of
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Figure 5. Servo control characteristic: Initial lock-ia and re-

sponse to a large temperature pulse at an operating pressure

of 1 Torr.

indicated pressure to a large ambient temperature

change. As indicated, pressure fluctuation was about

1.5 X lO"' Torr peak-to-peak at a pressure of 1 Torr.

Stabilities of 2.6 x 10"" Torr peak-to-peak have been

obtained.

Determination of the control settings for given

chamber pressures is a time consuming, painstaking

operation. Once these are determined, however, the

very same pressures and stabilities can be quickly re-

established. It is easier to find and repeat the control

settings if the orderly procedure is used of starting

at the lowest pressure and working upward, since

the gain-time constant factors vary progressively with

pressure.

4. Zero Drift and Temperature Coefficient

The pressure in the chamber is automatically ad-

justed by the servo control loop to obtain a constant

electrical output from the pressure gauge. The true

pressure can deviate from the electrical indication of

the pressure gauge because of gauge drift and because

of thermal transpiration resulting from the rise in

operating temperature of the gauge head. Ambient

temperature effects on the capacitance-diaphragm

gauge head were examined by use of a thermal en-

closure with forced air circulation in which tempera-

ture could be held constant to within 0.1 °C.

Transient drift, as evidenced in the change of gauge

zero, was evaluated with the vacuum chamber at sys-

tem ultimate pressure and servo control inoperative.

When the enclosure was held at a constant tempera-
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Figure 6. Zero drift of the controlling capacitance-diaphragm
gauge with change in ambient temperature.
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Figure 7. Change in controlled operating pressure due to

change in temperature on the control gauge head for various

pressure control settings, a measure of temperature coefficient.

ture equal to average room ambient and with the room

ambient temperature variation of not more than ±

0.5°C, zero drift was found to be < 3 x ia-« Torr for

8-h periods. Slow temperature changes within the en-

closure, however, caused initial zero shift in the same

direction as the temperature change followed by some

recovery. This behavior is indicated in Fig. 6. A nega-

tive temperature excursion roughly trapezoidal in pro-

file with a range of about 7°C and of a 3-h duration

caused variation of the indicated pressure of ~' 5.4 X

10-= Torr peak-to-peak or a zero drift of 0.8 X 10"^

Torr/°C.

The temperature coefficient was determined with

the control loop in a stabilized mode of operation. A
given temperature was established in the enclosure,

and a sequence of stable pressures was generated. Each

was measured with the micrometer-point contact man-

ometer. This procedure was repeated for a number of

temperatures above and below the normal operating

ambient temperature (-^ 23° C) with the identical

servo control settings used for each pressure sequence.

The resultant data, including the effect of gauge re-

peatability, are indicated in Fig. 7 where, for the pur-

pose of display, the pressure differences are referenced

to the pressures measured at AT = 2.9°C. The meas-

ured operational temperature coefficient (per degree

Celsius) amounts to — 2.5 parts in 10^ of the pressure

at the higher pressures, becomes zero at 0.1 Torr,

and appears to be reversed in sign at 0.04 Torr.

The temperature coefficient found here, due to

closer coupling in the thermal enclosure, is somewhat

larger than would be obtained with normal ambient

variations. The behavior shown in Fig. 8 indicates a

factor of 0.8; therefore, the temperature coefficient

for operational environment is -^'2 parts in 10V°C at

higher system pressures. It is also clear from Fig.

8 and from Fig. 11 that temperature fluctuations of

short duration receive greater attenuation than those

of long duration and are thence of less concern.

Stability requirements of the order of 1 part in 10'

at 1 Torr thus set a limit on the variation in average

ambient temperature of < 0.1 °C at the transducer,

with appropriate relaxation in requirement for lower
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Figure 8. Thermal response of the housing of the control gauge
head and of an end plate of the micrometer-point contact
manometer for a square temperature wave. Housing operated
~ 2°C above ambient under normal conditions.

pressures. Comparison of data for slightly different

ambient temperatures can be done by incorporating

corrections derived from the temperature coefficients.

Presumably, the negative slope of the 0.04 Torr

charact-eristic in Fig. 7 is due to thermal transpiration.

As the pressure decreases, the magnitude of the in-

strument's temperature effect diminishes and that of

transpiration increases to a maximum value in the

molecular flow range of P1/P2 = (a/b) (Ti/Tz)'^,

where a and b are related to the transition probabili-

ties of the vacuum lines connecting gauge and man-
ometer to the chamber, and Pi and P2 are the values at

the gauge and micromanometer.^ The two effects are in

the opposite sense. The transpiration effect between the

micromanometer at ambient temperature and the gauge

head increases with the head temperature; thus, the

system pressure will adjust to lower values at the mi-

cromanometer as the gauge head gets warmer, since the

controlled pressure at the head is essentially constant.

Specifically, in terms of the data of Fig. 7 for an

estimated internal temperature of the head of 30°C
for normal conditions, a AT of 6°C from -3 to -f3°C
in the head leads to values of {Ti/T^) % for Tz at 23°C
of 1.0067 and 1.0168 resulting in a 1% change of appar-

ent pressure. While the instrumental temperature effect

would be a -t- 6 X 10-= Torr at 0.04 Torr for the 6°C
change, a maximum transpiration effect would be —4
X 10-* Torr. Therefore, the net effect should be a

shift of not greater than ~ —3 X 10"* Torr with

actual value determined by proximity to the transi-

tion region of pressures. The observed change in pres-

sure of 1.5 X 10^ Torr was just within the pre-

cision of our manometer.

D. Thermometry

Measurement of relative temperatures and tempera-

ture variations at various parts of the equipment and
of the atmospheric air were obtained with sensitive

thermocouple procedures. Thermocouple junctions

« T. Edmonds and J. P. Hobson, J. Vac. Sci. Technol. 2, 182
(1965).

hB7

were inserted into small aluminum disks, which were

then clamped to a given part or suspended in the

ambient air. All thermocouple leads were connected

to a master thermocouple switch bearing a common
reference junction at the ice point. Thermocouple

output was compared against a stable millivolt source

to generate a difference signal which was amplified

by a dc microvoltmeter and recorded with a strip chart

recorder for a sensitivity of '~'0.01°C. Initial calibra-

tion of relative response was determined by clamping

all units within a small area on an end plate of the

micromanometer when exposed to ambient air.

Precision mercury thermometers calibrated to 0.1°

C were used to measure the ambient atmosphere and

manometer temperatures.

II. Uncertainties in Micrometer Manometer
Measurements

A. Description and Mounting of the Micromanometer

The micrometer point contact manometer is a U-

tube instrument of large bore (1^ in.) in which the

fluid surfaces are located from below by micrometer-

driven index points. Sensitive levels are mounted to

monitor sine and cosine errors. The manometer tem-

perature is determined with a precision thermometer
set into a lower end plate and closely coupled to the

DC 704 fluid. Complete description is given in Ref . 2.

The arrangement used in these studies to allow for

various interconnections of the micromanometer, ca-

pacitance-diaphragm gauge and vacuum systems is

given schematically in Fig. 9. The setting of valves for

normal operation is shown. It was possible to reverse

each gauge or to interconnect them in order to evaluate

performance as discussed below. The instrument was

mounted on a solid pier with mechanical isolation from

the vacuum systems obtained by the use of long metal

bellows in each connection. The vacuum systems and

the mechanical pumps were each in turn set on vibra-

tion dampeners. Actual setup is shown in the photo-

graph of Fig. 10.

The relationship of the pressure to the measured

manometric height and to the various uncertainties is

as derived from Ref. 2 and used here:

Figure 9. Manometer manifold. Arrangement of valves and
lines for the control gauge and micromanometer. Valve set-

tings correspond to normal operation.

.UO6



Table I. Summary of analysis of errors.

Figure 10. Mounting and details of the micrometer-point con-
tact manometer.

Pa -

+ //(m/2) (5/, -f bh) + rjm{bt, - 5/,). (1)

For which

H = \{R," ~ R,") - (/?/ - Ri')][l + «.(/„ - /„)]

+ m," - R,") - (/?/ - R/)]a. 5t

+ 2[L:a. bt, - L^a^ bh], (2)

where:

P., P,

til, , til

pressures over each arm of manom-
eter, Torr;

micrometer readings for high and
low column levels;

R/, R/ = zero point readings;

Pr, — reference density and temperature

for fluid (1.0610 g/cm', 25°C);

TO, a,, = expansion coefficients for fluid, mi-

crometer spindles and barrels (70 X
10-V°C, 11.5 X 10-V°C, respec-

tively);

L°, Lp" = spindle and barrel lengths;

t„ = manometer temperature, °C;

to = reference temperature for microme-

ter calibration (20°C);

y = average length of columns;

St^, 5<6, 5t,, btg = uncertainties in temperature of

manometer columns and micrometer

parts and,

1^38.

I. Errors not proportional Previous Present
to reading: error (E) in

(Estimated bounds millitorr

of error)

(1) Level change 0.06 0.03
(z; Oapmanty 0.01 0.01
yo ) bettmg anu U . ID

reading

(4) Density 0.44 0.06
(5) Micrometer 0.20 0.02

temperature
(6) Pressure 0.01

stability

Total theoretical 0.51 0.12

Observed 3 S. D. 0.3 0.07 to

II. Errors proportional
to reading:

Error in parts per 10 000 of

the reading

(1) Density
(2) Micrometer

temperature
(3) Manometer

temperature

Total of I and II

for 1 Torr

1.4
0.2

0.4
0

0.2

1.6 0.6

6.7 X 10-^ 1.8 X 10-'

5t — difference in temperature between

micrometer spindles and manometer.

These uncertainties as previously evaluated- and the

present improved values are listed in Table I.

B. Leveling

Any change in the level of the instrument in the plane

of the micrometer axes that occurs between measure-

ments of the liquid surfaces introduces a sine error.

This is independent of manometer reading and equals

the product of the distance between the axes and the

sine of the angle of change.

The valving arrangement indicated in Fig. 9 allowed

testing of pressure reversal as a possible procedure

to reduce leveling errors. Its application depends upon

retention of identical levels during the reversal; where-

as, implementation requires operation of valves, pump
down, and reestablishment of the identical test pres-

sure in that arm which was the reference arm pre-

viously. This proved to be somewhat awkward in prac-

tice.

Rather than using that procedure, uncertainty was

reduced by increased mechanical stability and by

greater precision in the use of the level. Optical magni-

fication of the level's scale and bubble along with the

positioning of one end of the bubble at a fiducial

mark allowed sensing to 0.1 scale divisions. The
mechanical stability was such that the bubble re-

mained in this position for long periods. Its position

was monitored and occasional level adjustment made



to hold the identical position. Any qhange in level

thus corresponded to less than 0.1 divisions of the level

scale or to less than 3 X 10"^ Torr, which is | the pre-

vious estimate of uncertainty.

C. Micrometer Setting and Reading

A dimple is formed in the liquid surface on contact

with an index point. It is observed by the distortion

of a geometrical pattern, reflected in the liquid sur-

face as viewed from below with a magnifying lens.

The micrometer is adjusted for minimum detectable

dimple with final micrometer motion always in the

same direction. The micrometers used for the present

effort had verniers reading directly to 0.0001 in.

(0.00254 mm) . With experience and the aid of optical

magnification, it was found possible to read these to

i ± of a vernier division by comparing the index

marks bounding an interval on the vernier scale to

their counterparts on the thimble scale; that is, it is

possible to distinguish fractions of a vernier division

of 0.2 from 0.4 from 0.6, etc. Thus, we believe our

uncertainty for reading of the micrometers was ±0.1
vernier divisions or ± 1 x 10"^ in.

The estimated uncertainty for setting and reading

is derived' in the following way: Experience shows

that detection of the surface can be accomplished at

least as precisely as the micrometers can be read. We,
therefore, choose the uncertainty for setting and read-

ing of a single surface as twice that of a reading and,

thence, quadruple for both surfaces, as a conservative

estimate. We consider this value, 4 X 10"^ in., as a

minimum uncertainty. At the other extreme, many
observations have indicated a maximum spread in a

series of fixed surface readings to be 6 X 10~^ in. or

± 3 X 10~' in.; therefore, for two surfaces we choose

a variation of ± 6 x 10~^ in. as a maximum value,

where these data include setting, reading, short term

leveling and temperature effects. The estimated un-

j

certainty for setting and reading is then taken as the

i mean value of 5 X 10"^ in. (1.27itim) which is equiva-

I

lent to ~ 1 X 10-^ Torr.

j

D. Temperature Effects on IVlicrometers

ij
Three uncertainties are evidenced in Eq. (2) as aris-

.
ing from micrometer use. One is in the average mi-

S crometer temperature (im), and two are due to dif-

j ferences in the temperatures of the micrometer com-

I
ponents caused primarily by manipulation. Of the

I
latter, the major contribution is independent of read-

II ing. These uncertainties were reduced and determined

by the following.

Thermocouples were firmly taped to the parts of a

micrometer while in position in the m^anometer end

plate. Temperatures were monitored with the sensitive

procedures given in LD. The micrometer tempera-

tures were recorded initially with ambient temperature

under close regulation. Sufficient insulation was then

placed over the thimble, as can be seen in Fig. 10,

until no change in temperature was indicated upon

long time manipulation. Any change in temperature

was < 0.05°C. A cork layer ^ in. thick over the sides

and end of the thimble was necessary.

Thermal uncertainties proportional to the reading

are by the second term of Eq. (2) < 1 part in 10^.

With spindle length of 125 mm and barrel length of 75

mm, the fixed uncertainty by the last term of Eq. (2)

with St's of ~ 0.05°C is equivalent to 2 X 10-^ Torr.

Consideration of local errors in the micrometer

screws was not included, since the uncertainties arising

are a function of the particular micrometer calibration

itself and do not bear on the present investigation.

Such micrometer uncertainties would be added for

absolute measurement.

E. Density and Column Length

The magnitude of the effect of temperature variations

on the density of the oil columns makes the measure-

ment and control of temperature critical. Each tenth

degree of uncertainty in the last two terms of Eq. (1)

leads to an uncertainty of 2.2 x 10^* Torr plus 0.7

parts in 10* of the reading for 40-mm-length oil col-

umns. From the first term of Eq. (1) each tenth de-

gree of error in the manometer temperature causes an

error of 0.7 parts in 10* of the reading. The difficulty is

not so much with short time ambient fluctuations as

Figs. 8 and 11 show, for these higher frequencies are

attenuated in the manometer itself. The problem is

with low frequency cycling and drift where the man-
ometer temperature responds closely to such varia-

tions.

Ambient temperature was regulated to remain

within a bandwidth of <y^°C. The variation in aver-

age temperature was <± 0.1 °C as shown in Fig. 12.

The manometer thermometer (tm) could be read with a

precision of ± 0.02°C for a resultant uncertainty in

pressure, then, of <2 parts in 10^ of the reading. With

0 10 20 iO 40 50 60

TIME (MINUTES)

Figure 11. Thermal response of a micrometer-point contact

manometer end plate to a periodic temperature variation of

short period.
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Figure 12. Typical ambient temp>erature profile under con-
trolled conditions.

ambient temperature constant, it is found that oper-

ator presence causes a shift in manometer temperature

of several tenths of a degree Celsius.

An evaluation was made of the deviation in tempera-

ture of the oil columns from that of the manometer
block due to slow ambient temperature variations. The
change in length of the oil columns was compared with

the change in temperature of the manometer block,

where the change in the sum of the lengths is a sensitive

measure of the change in their average temperature

independent of level changes. As the change in length

is itself a measure, the uncertainty of setting and
reading of the micrometers is taken as the minimum
value stated in IIC. This is ± 2 x 10"= in. for each
surface or ± 4 X !(>-= in. for the sum of the two surface

heights. Hence, the change between two observations

of total column length has a maximum uncertainty of

± 8 X 10"^ in., which corresponds to a maximum
uncertainty for change in column temperature of

0.04°C for a total length of 80 mm. The change in the

manometer block temperature is determined from the

change in position of the thermometer column, which

gives the same uncertainty as a single reading or ±
0.02°C.

Data for equivalent column temperature changes

are shown in Fig. 13 for two zero points and for 1

Torr chamber pressure. These zero point data show an

initial temperature rise on appearance of the operator

0.3 -

0 2 -

<
0.3 -

0.2-

0 I
-

I

iooooo

O.

ooo

O •BLOCK

O 'TOTAL COLUMN

EACH COLUMN

P = 1 TOBR

10 20 30 40 50 60 70

TIME (MINUTES)

Figure 13. Temperature drift of the manometer oil columns
from that of the manometer end plate and from each other.
The equivalent temperature change is given for each oil

column in the first zero run and for the total column length
in the last two runs. The regions marked (a) indicate behavior
resulting from blurping at a micrometer O-ring seal.

of ~' 0.3°C. Column temperatures deviated 0.1 °C
from the block temperature but remained within

0.03°C of each other. The data at 1 Torr represent

behavior after long operator presence for a manometer
drift of ~ 0.08°C and a column deviation from the

block of < 0.06°C. The uncertainty in comparison of

the block and column temperatures has a maximum
value of 0.06°C or a probable value (two standard

deviations) of ^ 0.03°C in consideration of the con-

sistency of the data. Similarly, column temperatures

can be compared to within 0.08°C max or to within

a probable value of slightly greater than 0.03°C. A
reasonable value for Sta = Bt^ is then 0.1°G for the

initial rise and half this thereafter. All in all, a reason-

able value for Sta — Ut for the stabilized case is

0.03°C. These values introduce an uncertainty of

about four parts in 10° of the reading plus about 6 X
10"^ torr after stabilization.

F. Drainage and Capillarity

After extended operation, droplets of manometer

fluid collect along the glass walls above the oil sur-

faces. With change in pressure, individual columns

can initially gain or lose fluid. Subsequent stabilization

in column heights is a function of drainage and trans-

fer of liquid between the columns. These effects were

examined by measuring the pressure and observing the

sum of the column lengths as a function of time after

level changes. An interval of about 5 min is required

for pressure restabilization after a small pressure

change. Larger pressure changes require longer times.

After such delays no significant effect has been ob-

served.

No change was made in estimates on capillarity.

G. Observed Reproducibility

Statistical information has been derived for the

operation of the micrometer manometer at stabilized

pressures over the range to 1 Torr. Resultant data for

two separate runs involving 25 determinations at each

pressure are given in Fig. 14 and Table II. Figure 14

shows the histogram, position of average value, and 6

standard deviation range for each pressure point. Table

II lists the pressure, average value, and 3 standard

deviation value corresponding to each histogram. Zero

points are listed in original form as the difference in

indicated column heights in inches. Equivalent 3 S.D.

in Torr is approximately twice the value in inches

[as derived from Eqs. (1) and (2)].

III. Factors Affecting Accuracy

A. Sorption and Leakage

A potential major source of distrust in the use of the

;

oil manometer is the effect of gas sorption by the fluid.

Leakage through the seals is also a factor. In our mode !
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Figure 14. Observed reproducibility. Histograms, average

values, and expected distribution (6 S.D.) for 25 determina-

tions at each stabilized pressure. Expected range (6 S.D.) is

indicated by horizontal lines above the histograms, average

value by arrow through center of range.

of operation the net effect would be a pressure gradient

in connecting tubulation due to gas flow. This can be

diminished by use of relatively high conductance

tubulation.

The leakage and sorption effects were measured

in situ by cycling the manometer between 0 and 1

Torr. After long exposure of the manometer to ultimate

pressures, the test arm was isolated by closing the con-

necting valve and the manometer pressure measured

over a period of time. Next, with the chamber at 1

Torr the test arm was briefly reconnected, then re-

isolated, and the pressure again measured over a period

of time. Finally, after remaining at 1 Torr for over an

hour the test arm was again reconnected to and isolated

from the vacuum chamber at blank-off pressure and the

pressure measured in time. Behavior is indicated in

Fig. 15. The data for the runs at ultimate pressure and

at 1 Torr show initial perturbations due to pressure

bursts from operation of the connecting stopcock, but

the concern here is with gross effects. The upper, linear

portions of the curves indicate a typical leak rate for

this instrument of 4 x 10"^ Torr-liters/sec, where

the volume of the test arm and associated lines is

150 cm.^ The absorption and leakage rates balanced

out in the early part of the 1 Torr characteristic to give

an upper value for absorption rate of 2 X IQr'' Torr-

liters/sec for the first 20 min. The largest effect is for

the combined outgassing and leakage on return to zero

pressure. The initial net gas increase is 1 X 10^

Torr-liters/sec for an initial outgassing rate of ^ 7

X 10"^ and an average outgassing of —' 2 X 10^^ over

the first 20 min.

With connecting line conductance of about 1 liter

/sec our worst effect is thus a pressure difference be-

tween the manometer and the chamber of '~' 1 X 10~*

Torr. Operation in the direction of increasing pressures

reduces this.

B. Chamber Temperature and Thermal Transpiration

For the arrangement as in Fig. 1 and in the molecular

flow range of pressure, differences in temperatures

between the control gauge, manometer, and chamber
will give rise to thermal transpiration effects of the

form mentioned earlier (I.C.4). However, in control

or comparison modes, only the temperature at the

gauge and manometer are of consequence. If these were

static procedures in the viscous flow region, the cham-
ber temperature would indeed affect the pressures

at the gauges as dependent upon the ratio of volumes

and temperatures, but for dynamic control operation

the system pressure is determined only by the con-

dition at the control gauge and the time constants of

the system. That is, as long as the temperature at the

control gauge remains within a range compatible with

its temperature sensitivity and as long as throughput

is large enough to effect control, the pressure in the

system should remain constant in the viscous flow

range independent of the chamber and micrometer

manometer temperatures.

Experimentally, a heat exchanger was clamped to

the test chamber and thermal insulation appropriately

applied. Temperature regulated fluid was passed

through the exchanger to hold the chamber walls

at a given temperature difference compared to am-

Table II. Observed reproducibiUty for 25 determinations at each stabilized pressure.

No. 1 2 3 4 5 6 7 8

Pressure 0 1.6 X IQ-" 1 X IQ-^ 1 X IQ-^ 0 1 X 10-= 1 X IQ-i 1
range
(Torr) Rk'-Ri' Rh'-Ri'

Average
in. -0.00810 -0.00803

Torr ... 0.00016 .00105 .01049 ••• 0.01024 0.10380 1.04102

3 S. D.
in. 0.5 X 10-* 0.5 X 10"^

Torr 1.0X10-" 0.9 X lO"" 1.0 XlO"" 0.8X10-" 1.0 X 10-" 1.1X10-" 0.7 X 10-" 1.8X10-'
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Figure 15. Change in pressure of the sealed-off test arm of
the micrometer due to sorption and leakage. A measure of

the outgassing, pumping, and leakage effects.

bient. Ambient temperature was held within a band-

width of <%°C. A sequence of pressures was gen-

erated with the test chamber at -1-4.4°C and at

-4.2°C with respect to ambient (~23°C) with the

identical control settings for both sequences. The data

are listed in columns 1-3 of Table III. We see that

there is no distinguishable difference, that both sets

of data fall within the expected distributions asso-

ciated with the listed uncertainty.

C. Line Effects

The valving and vacuum line arrangement (Fig. 9)

allowed the control gauge and micromanometer to be

connected directly to each other to share a common
vacuum line to the chamber, rather than to utilize

separate lines and ports. This provided an alternate

procedure for examination of the net effects of pressure

gradients in the lines due to gas flow, variation in pres-

sure within the test chamber between two adjacent

ports, and thermal transpiration. It did, however, affect

the servo loop operation and gave some deterioration in

stability.

Several runs were first made with each instrument

independently coupled to the test chamber. Then two

runs were made with the instruments on the common
line. Each run consisted of 5-10 measurements for zero

point determination and a sequence of pressures of

5 per decade from 1 x 10~* to 1 Torr. Each run used

the identical pressure settings on the control loop.

Ambient temperatures were held constant for each

run with all run temperatures within a %°C band.

Small corrections were applied to bring data to a com-

mon temperature base ± 0.1 °C as derived from the

temperature coefficients.

Columns 4-8 of Table III list the data for the runs

with individual lines along with the average values and

maximum differences from average. Columns 9-12 are

the corresponding data for use of common line along

with combined values and differences from the previous

average.

No significant deviations were found.

D. Pressure Distribution in the Test Chamber

With the capacitance-diaphragm gauge independ-

ently connected to the test chamber, the micrometer

manometer connection was moved to other chamber

ports, one at 180° and one at 120° from initial posi-

tion. In each case an identical run was made as de-

scribed in the previous Sec. III. C. Resultant data are

listed in columns 13-16 of Table III for each run along

with differences from the average values of column 7,

which averages represent the initial position. Again no

significant deviations were indicated.

Tat)leTTr. Repeated pressure sequences, torr.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

He a ted Chamber Separate connections - Ambient Common Connection Different Ports

-4.2° a Run 1 2 3 Av Max Ditf Run 1 2 Combined Devia- 180° Devia- 120° Devia-

tion tion tion

7-11 7-13 7-15

0.00013 .00014 + 00001 .00015 .00009 .00006 00010 00005 .00022 .00013 .00017 00007 .00015 00005 .00013 -.00003

.00023 .00020 00003 .00027 .00021 .00013 00020 00007 .00044 .00027 .00035 00015 .00019 + 00001 .0002 3 -.00003

.00031 .00030 00001 .00029 .00029 .00029 00029 0 .00048 .00019 .00033 00004 .00025 + 00004 .00029 0 0

.00041 .0004 3 + 00002 .00037 .00047 .00035 00040 00007 .00054 .00035 .00044 00004 .00043 00003 .00035 +.00005

.00057 .00065 + 00008 .00061 .0005 3 .00057 00057 00004 .00078 .00053 .00070 00013 .00067 00010 .00059 -.00002

.00098 .00095 00003 .00106 .00114 .00105 00108 00006 .00119 .00100 .00109 00001 .00105 + 00003 .00101 +.00007

.00160 .00162 + 00002 .00156 .00178 .00182 00172 00015 .00159 .00182 .00175 00003 .00170 + 00002 .00162 +.00010

.00253 .00242 00011 .00271 .00279 .0025 7 00269 00012 .00260 .00259 .00260 + 00009 .00269 0 0 .00271 -.00002

.00406 .00410 + 00004 .00422 .00428 .00406 00412 00016 .00419 .00408 .00412 0 0 .00428 00016 .00414 -.00002

.00612 .00611 00001 .00642 .00654 .00628 00641 00013 .00643 .00528 .00635 + 00007 .00630 + 00011 .00634 +.00007

.01034 .01031 00003 .01047 .01070 .01039 01052 00018 .01054 .01045 .01049 + 00003 .01057 00005 .01053 -.00001

.01651 .01654 00003 .01687 .01697 .01592 01692 00005 .01693 .01721 .01707 00015 .01682 + 00010 .01681 +.00011

.02599 .02594 00005 .02628 .02640 .02624 02631 00009 .02633 .02526 .02629 +. 00003 .02640 00009 .02639 -.00008

.04167 .04158 00009 .04213 .04225 .04223 04220 00007 .04208 .04199 .04204 +. 00016 .04209 + 00011 .04206 +.00014

.06265 .06242 00023 .06310 .06324 .05312 06312 00009 .06306 .06316 .06311 + 00004 .06317 00002 .06318 -.00003

.10410 .10389 00021 .10464 .10467 .10465 10465 00003 .10456 .10465 .10461 +. 00004 .10471 00006 .10460 +.00005

.16658 .16641 00017 . 16758 .16758 .16746 16754 00008 .16756 .16774 .16770 00016 .16760 00006 .15749 +.00005

.25973 .25969 00004 .26154 .26146 .25130 25143 00013 .26144 .26144 00001 .26150 00007 .26140 +.00003

.41512 .41505 00007 .41764 .41774 .41757 41765 .00009 .41764 .41754 +. 00001 .41755 + 00010 .41757 +.00008

.62272 .62259 00013 .62643 .62650 .52637 62643 00007 .62636 .62636 + 00007 .52660 00017 .62627 +.00016

1.04130 1.04108 00022 1.04732 1.04731 1.04724 1 04729 .00005 1.04703 1.04703 +. 00025 1.04725 + 00004 1 .04713 +.00016
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IV. Concluding Remarks

A major factor in the precision of vacuum measure-

ments is, of course, the stability of the environment

itself. Instrumentation and procedures have been pre-

sented here to provide measurements and calibration

accuracies of 1.2 X lO"* Torr plus 6 parts in 10^ of the

reading, from 1 X 10~* Torr to several Torr. However,

the procedures for highly stable pressure generation are

straightforward and applicable to lower pressures where

other gauges can be used, such as the ionization gauge,

provided null balance, differential readout, and stable

reference voltages are used.

The uncertainty with the micromanometer is now

limited by the setting and reading of the fluid surfaces.

At present the reading uncertainty is probably the

larger of the two effects. This could presumably be

reduced somewhat further to bring calibration un-

certainties of < 1 X lO-* Torr.
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hr.'dor liiivinn ;i drivinn coil, :i velocily-s<'n.sinK coil, iind h niouiiling 1.;d)l<'. The liieorv

lakes :u-<-oiiid. of lt<'xil)ilil y in l lie c.-dibrutor slru(diire jitid in the coils, electric coupling !)<-

Iween diirerenl parts of the same coil and bet ween jiarls of one coil and parts of the oilier,

and llexibility in t he Tnaxnet. st ruct ure. The t heory shows what, measurements ar<' re(|uired

in usin;; a linear elec(.ro(lynanu(r calibral.or foi' the absolute calil)rat ion of vibration pi(-kups.

A description is niv<'n of the mechanical arran^!;emenl and elecl.rii; circuitry used a(. the

National Mureaii of Standards in calibraliiiK calibiat.ors by the I'eciprocril.y method. A
ty|)ical veloc)1y-sensinK-<"oil calibration ciu've is presented showing the elTect, of i)ickup ma.ss

on (lie calii)rat ion facloi'. Typical examples of meastu'ement. of calibration factor and me-
chanical impediuice of pickups are also i)resen(.ed.

I'raclicai limitations of (lie reciprocity method due to nonlinearit.y I'esultin;/; from lack

of ( ifilil lie.s.s of meciiaiiical joints, resonance elTects, amplit ude e(rec(s, etc., are discussed.

1. Introduction

Ati curly ii|)|)licat ioii of iJic i-ccijx'ocil y iiudliod lo (Jic iiiciisiii-ciiiciilof iiiccliiiiiical (Hiiuili-

lics was lJiu( l)V \{. \\. Cook |1] ' in 1!>40. lie a.])j)Ii('(l tJic iiiclJiod (o (Jic al)soliil(' calihiiil ion

of iuici()j)Ji()ii('s. 'IMiis WHS followed in li)4.S wilJi j)a,])('is hy II. M. Ticnl. |2] and A. London |;i],

wJio sJiowcd Jiow iJic i('cij)rocil.y iiudJiod could l)c used for (Jic ahsoliilc calihral ion of vihralion

J)icki(j)s. Tile rccij)i-oci(y luclJiod was aj)j)licd (o (Jic ciililxat ion of elect rodynamic t lunsdnccrs

ill H)4S l)y S. J^. 'rji()ni])soii |4] and (o iJie calilxiU ion of ])iezoelect ric accclcromelcis in ll)r)2 hy
M. Harrison, A. (). Sykes, and P. (J. Marcollc IT)].

(\)iiiiuere.ially availahlc ca[il)ra(()rs for v!l)ra.(ioii ])ickiips Jiave a in<)iin(in<; (able (Jial. is

connecd'd l)y a relatively ri<;id iidcriial slrticdirc (o a driving; coil and (o a velocity-seiisin<; coil.

Tills internal sdticliirc is sii])j)or(('d from iJie frame i)y fic.xtirc^ s|)i in>;s or <iiii(le wires. JoJin ('.

(^amm, formerly of NBS, in l!)r),S showed iiow (Jie reciprocity luctJiod conld lie a])])!ied (o (Jh-

caJihration of (Jie veloci(y-seiisinj!; coil of sncJi a calii)ra(()i' in coiinec(ion wi(Ji work for liie

Odice of Naval Researcli. In l!)r)r) (Jie iiiilJiors of (Jie j)reseiit re])or(, in connec(ion wilJi work
for iJie Diamond Ordnance Fii/e LaJ)ora(()ries, e.xtciided (Pimm's iJieory (o (ake ucconnl of

])ickn]) muss and lle\il)ili(y in (Jie internal s(i-iic(tire for (Jie frecniendy occiirrin<; case wJiore tJie

driviiif^ coil, sensin<; coil, and monn(iiie: (able ai'c niecJianically joined at a ])oin(.

TJie ])resen( rej)or( <!;ives a hroader hasis for (Jie a])])]ica( ion of (Jie recij)roci(y mediod (<>

(Jie cidihralion of (Jie veloci(y-sensin<i; coil of calil)ra(()rs, hy consideriti}; l)o(Ji (Jie in(('rnal

striicliire and (Jie ma<i;iie( to he lle.xihle and hy (akin<i; account, of elecl i-ic-coiij)lin<^ ed'ects.

I( also sJiows how (he calihra(()r, once i(s velocily-seiisine: coil has been calihrated hy (Jie reci-

])roci(y mediod, can he used (o de(ermine iJie calihiid ion J'actor and (o measure^ (Jie mechanical

im])(>(lance of vihralion ])ickii])s.

2. Reciprocity Theory for Flexible Vibration-Pickup Calibrators

fn (Jie a])j)endix (Jie <;enei-al recij)roci(y (Jieory iov a calihra((>r is ])resenle(l. This (Jieorv

is a])])lical)le lo a calihrator oj)era(in<; in any fre(|iiency or am])li(iide ranj^e in which it ctui he

c-oiisidered U) he a linear system. NeitJier (Jie internal s(i-ncliire nor the mtij^net- s(fiictiire

need h(> considered ri<ri(l. TJie (Jieory is a])])Jicahle, h)r exam])le, not only at low fre(niencies

and at frecjiiencies near certain resonances, htil also at fi-e((iiencies al)Ove u.xial resonance wJiere

' Kiciiro.^: in liruckris iiiiiimlc Ihc lilcrutiirc rcfcrciiccs iit, I In- crnl of (lii.s |i;i|»'r.

i+97-227



(Jic, <liivin;j coil and irioiiriliiij; lublc move in opjx^sil.c dirccliods. 'V\u' llM^ory is also aj)|)1ic.al)1(>,

wJicni iJicrc is ('[(^clric. (•(»uj)rni^ licl.wct^n didVn'iil pails of (Jic sainc roil and bclwiM^n parts of

one <-oil and j)ai'l.s of Ijic oIJkm-.

'I'Jir j)osil,ivc Ictininids of iJic diivinj; and scnsinj^ coils arc dcsif^nalcd as lli(»sc Jiavijif?

])osilivc vol(.a<^<^s wJicii IJk^ nioiiiil.in;^ lahic is rnoviti}^ inward. ( )on vcrsf^ly, positive curn^Jit

in (Jic coils jirodiiccs oiil ward V(^locil.y al. Ilic iiioiinlin}; lablc.

WJicn IJm^ calibralor is cncrtji/cd wilJi ciirnMil. in iJic drivinj^ coil at. any particular ivc-

(jiiciicy, (Jic. calihration fa<*(,()r, A', is dciincd as (Jic ratio of tJic volt.a<jc in volts in (Jic vcloci(.y-

scnsiii"; coil (,o (Jk^ vcilocity in incJics jxw second at tJie surface, of tJic nioiintiiif^ (.al)l(\ l(. is

sJiown in (Jic aj)j)cndi.\ tJiat.

P'=a\-hV, (1)

wJicrc )',, is tJic jiickiip iiiccjiani«'al iiiijjcdancc (Ih-scc/in
. ), and all tjic syinl)ols r(ij)res(^nl

conij)lc\ iiiimhers in tJic luanncr <-oniinonly used for iiltcriiat in^-ciirrcn(. el(rc(.rical ( lieory.

'I'Jic calil)ra((»r coiis(an(s, a, and h, arc (lc(.crmine(l hy (Jic followiiif^ (wo c\j)crinicrit.s and com-

])u(a( ioiial j)roc(^diire.

/'Jx/>r/im<'nl I: TJie <'(|nij)iiicn(, is sJiown in (ij^iin^ I (a). A(.(,acJi wci{;Ji(.s ((» (Ji(Mriouri( inj<

(able and iiK^asiirc for ciicJi w(M;f|i(. iiir (ransfcr adin i(.(.ancc in a.inj)crcs j)cr vol(, (r, l)(^(.ween (Jk;

driviii}^ and scnsin<^ coils:

(2)

/f/ ciirrciH. in driviiif^ coil.

PJ;1- vol(,a;^(^ ^cn(Ma(.ed in op(^n-c.ir(Mii(,e.d sensinji coil. fl(, is pcrrnissibhr to l(^av(^ a vol(-

ni(^(.cr p(^riinui<Mi( ly (•onnec.(,cd to tJic S(Wisin<; coil, if tliis is done, tJie oj)(^n-»;ir(tuit

(condition is obtained wJien no otJicr connection is inad*^ t,o (Jk^ scnsinfj coil.)

I'^xperiinnd 2: The ('(juijxnent. is sJiown in (i^iini 1 (b). ( -oiij)l<ui second vibration (^xcil.er

to tJic calibrat.or beinj; calibra(.(^d a(, Llie nioiintinf? tables, and nu^asun* (iie ru(,io, II, of o|)eii-

circiii(.ed volt.a,<jcs j^cMK^rat.ed in tJui sensing and driviiif^ coils:

R=Kii^:':. (3)

( 'ompufatlonal /'roccilurc: DetenniiK! the ordinate int(^r(^(ij)t, J, and tlie slojxi, Q, of the

function W/{G—(f'o) when ])lott,e<l af^ainst th(^ wei^dit., W, attacJu^d to tlu; inonntinf? tabhi in

e.xjx'rifiu^nt 1, wJieni is (Jk^ valine of 0 whvn W=U. (Constants a and b in (1) ant tiicn

j^ivcn by

tt=0.0l71lv!yWA', b= (]AmOy/n/ijwJ), (4)

wJiere « is tJie frcfjiK^ncy in radians jx^r second, and / is tJic unit irnaj^inary vf^ctor.

]t is sliown in tJu; aj)j)efi(lix tJiat tJie. vibration-j)ic.kiij) calibrator calibratcfd })y tJie n^ci-

proeity inetJiod can b(( used to deUirmine tJi(^ inccJianicral irnjx^danc.e, Yj„ of a pickup by meas-

uriiifij tJi(i admittance!, O^, v([ (2), witJi (Jk^ j)ickiip attacJied to tii(! /nountirif? tabl(!, and tl»c

admittance!, 0,„ wJien notJiiiif? is attaciiod to tJic tabli!, by use of Uk; n^lationsliip

To carry out the calibration of a pickup the followiiif^ procedure is used: Tlie driving <;oil

of tlic calibrator is energized at th(! desired frecpiency and thc! value of Yp is d<!t(!rmin(!(l. TJie
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Figure 1. Measurement of conslants of vibration-pickup calibrator.

(a) Weights, H', are attached to mounting table of calibrator, C, in experiment 1. (b) External vibration exciter, E. is required to provide
sinusoidal motion to calibrator, C, in experiment 2.

calibrator is then driven at the desired amplitude as indicated by the voltage, Eg, in the sensing

coil, and then the velocity is given by
v=E^/F, (6)

where 7^ is obtained by substituting Yp in eq (1). The output of the pickup corresponding to

this excitation is then measured. Ordinarily the term bVp in eq (1) for F is negligibly small,

except at frequencies high enough to cause relative displacements between the mounting table

and the sensing coil. "WTiere it is known that bYp is negligibly small, the determination of Yp

may be omitted from the calibration procedure.
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3. Measurement of Constants

3. 1 . Accuracy of Weights

The weights attached to the table in carrying out experiment 1 at the Bureau are shown
at W in figure 1 (a). The weights increase in 0.1-Ib steps from 0 to 1 lb. They vary less than

0.1 percent from their rated values. Their attachment surface has a stud that engages the

mounting table and a contacting ring, }i in. wide, which provides a connection of high rigidity,

A film of oil is wiped on this ring before engagement to eliminate air in the contact surface.

3.2. Accuracy of Frequency Measurements

The frequency was measured with a calibrated electronic frequency meter. The indicated

audio oscillator frequency did not differ from the measured frequency by more than 0.2 percent.

3.3. Measurement of Transfer Admittance

The circuit shown in figure 2 (a) is used to measure the transfer admittance. With the

switch in the "up" position, the values of r and rj are adjusted until the voltage drops lEy^l

across terminals 1 and 2, and |£'i3| across terminals 1 and 3, are equal as measured on a high-

impedance voltmeter. The magnitude of G is then given by

\G\-
rr2

(7)

The accuracy of \G\ determined in this manner depends only on the accuracy of the circuit

elements and the repeatability of the voltmeter reading, but not on the accuracy of the volt-

meter. Values of the resistances are chosen to load the amplifier suitably. Typical values for

this calibrator are ra, equal to 10 ohms, and r+r,, approximately 1,000 times greater than r2.

Voltage |£'23| across terminals 2 and 3 is then read from the voltmeter. The switch is

lowered to the "down" position. The value of Vi is adjusted until \Ei^\ equals |£'i3|, and voltages

|£',3| and lE^s] are read on the voltmeter. The phase angle, <(>o, of the transfer admittance, G,

is the phase angle of /f with respect to E^. Because the currents in r, rj, and ^2 are in phase with

If, phase angle <t>G can be determined from a construction of a polygon of voltages as

!>O=C0S"
\ 2\EU) (8)

A suitable value of r2 is used so that r,wlO"® is greater than 100; then the approximate value of

DRIVER COIL

Id + IMF

DRIVER COIL

r

(a)

(b)

VELOCITY
SENSING
COIL

VELOCITY
SENSING
COIL

Figure 2. Circuits used in the measurement of constants

of vibration-pickiip calibrator.

(ii) Measurement of transfer admittance, (b) Measurement of voltage
ratio.
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4>a can be determined from

approx=90°-cos-i (l-^ (9)

The use of both eq (8) and (9) determines the magnitude and quadrant for <l>o. It happens,

though, except near certain resonances, that <j>a is near ±90°. Small errors in \E^3\ or \Ei3\

result in large changes in the angle

when <j>o is near —90°. Difficulty in measuring the small value of |£'43| results in error when

0c is near 90°. Therefore, eq (8) is used to determine the magnitude of <l>o and (9) its quadrant.

3.4. Measurement of Voltage Ratio

The circuit shown in figure 2(b) is used to measure the ratio of the open-circuit voltages of

the driving and sensing coils when the calibrator being calibrated is driven by an external vibration

exciter. With the switch in the "up" position and with ri set at 10,000 ohms, resistor r is

adjusted until the voltages across terminals 1 and 2 and terminals 1 and 3 are equal. The
magnitude of the voltage ratio, R, is then given by

(In the case of a calibrator for which 10,000 ohms is not effectively an infinite impedance across

the driving coil, Vi in figure 2(b) should be increased to an adequate value and eq (10) corre-

spondingly modified.)

To determine the phase angle of R, \Ei3\ and |£'23| are measured. The switch is then

put in the "down" position, ri is adjusted until \Eu\ equals {Enl, and |£'43| is measured. Then
from a construction of a polygon of voltages

(11)

(12)

It happens that 4>r is near either 0° or 180°. Equation (11) is insensitive for these angles,

either because |£'23| is very small for <}>it near 0° or because the cosine is insensitive to small

changes in |£'23| near 180°. Therefore, eq (12) is used to determine the magnitude of and
eq (11) only its quadrant.

4. Typical Results

4.1. Calibration of Sensing Coil

Results obtained iTi the calibration of the sensing coil of a typical calibrator having a

nominal 50-lb driving-force rating are now presented. All. measurements were made after

thermal equilibrium was approached. The positive tei-minals of the driving and sensing coils

were determined as those havhig positive voltage when the mounting table had inward velocity.

Positive velocity is then outward.

First, the transfer admittance, G, experiment 1, was measured for a sequence of weights,

W, on the mounting table at each frequency for which a calibration was desired. Typical

results at frequencies of 900 and 5,000 cps are presented in figure 3. In figure 4 are the cor-

respondhig plots of [\'/{G—Go) against W. The data were fitted by a weighted least-squares

procedure for a straight line. The weighting as determined })v u consideration of the expected

error in l/iG-G,) was 1, 2, 3, .... 10 for l'r=0.1, 0.2, 0.3, . . ., 1.0 lb. Intercepts J and

, *«=<=--(^-|iii> .

0«=cos-'(l-i-^j)-cos-H|i?i).
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Figure 3. Variation of transfer admittance, G, with weight, W, on the mounting table for a typical vibration

pickup calibrator at frequencies of (a) 900 cps and (6) 5,000 cps.

(o) W, POUNDS (b)

Figure 4. Plot of Wj{G—G^ as a function of W for a typical vibration pickup calibrator at frequencies of

(a) 900 cps and (6) 5,000 cps.

slopes Q, determined by this procedure, are at 900 cps ^7=0. 1089/— 94.2° lb-ohm, and Q=
0.00767/11.8° ohm, and at 5,000 cps, J=0.01094/-77.4° lb-ohm, and ^= 0.00765/100.4° ohm.

The voltage ratio, R, when driven by an external vibration exciter, experiment 2, was then

determined as j?=0. 1090/— 2.6° at 900 cps and i?=0.2495/— 2.0° at 5,000 cps. Next the

constants a and b in eq (4) were computed. Substituting their values in eq (1) gave calibration

factors of the sensing coil with a pickup of mechanical impedance Yj, on the mounting table,
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Figure 5. Variation of calibration factor of

velocity-sensing coil with frequency and pick-

up weight for a typical vibration pickup cal-

ibrator.

0=nib, x = !.^ lb, # = ilb.

f.CtCLES/SECOID

at 900 cps, i^=0.1402/-3.4° +0.000674/12.6° Yj> v-sec/in., and at 5,000 cps, F=0.1584y5.5°+
0.001360/93.1° Yp v-sec/in.

In figure 5 are shown the magnitude and phase angle of the cahbration factor of the

velocity-sensing coil of this typical vibration-pickup calibrator as a function of frequency for

pickups having a mechanical impedance Yp corresponding to weights W of 0, 0.5, and 1.0

lb {Yp=juW/38Q). It is evident that, for this particular vibration-pickup calibrator, the cali-

bration factor of the velocity-sensing coil is nearly independent of frequency and pickup

weight up to 900 cps. The curve for 1 lb is dotted in the vicinity of 2,700 cps because the plot

similar to that shown in figure 4 was not linear beyond 0.5 lb. The source of this nonlinearity

could not be localized. This nonlinearit}' has not been found in other calibrators of the same
make and model number calibrated at the same frequency.

4.2. Calibration of a Variable-Resistance-Type Accelerometer and a Piezoelectric-Type

Accelerometer

Results obtained in the calibration of a variable-resistance-type accelerometer and piezo-

electric-type accelerometer are now presented. In these calibrations the circuit shown in

figiire 2 (a) was used with the pickup terminals designated 6 and 7, in place of velocity-sensing-

coil terminals 1 and 3. The method given in section 3.3 was then used for the measurement
of Gp, the value of G with the pickup attached to the mounting table.

For the piezoelectric pickup, the value of Gp obtained at 900 cps was Gp=IflEo=
28.51/91.8° mhos, and at 5,000 cps, 6^^=37.

9

/43.6° mhos. With terminal 6 grounded and

terminal 7 replacing terminal 3, the same procedure gave, at 900 cps, Io/Ep=lQ.35/2.5° mhos,

and at 5,000 cps, /^/E'p=3.201/— 44.6° mhos, where Ep is the output voltage of the pickup.

From eq (5), the mechanical impedance, Yp, of the pickup was computed b}^ using, at 900

cps, go=26.81/92.0° mhos, and at 5,000 cps, (?a=16.51/18.1° mhos, and the values of J and Q
obtained in section 4.1. This gave, at 900 cps, yp=2. 71 2/83.3° Ib-sec/in. and at 5,000 cps,

Fp= 18.23/70.5° Ib-sec/in. Using these values of Fp in eq (1), the velocity sensing-coil cali-

bration factors at 900 cps and 5,000 cps, respectively, are F=0. 1399/— 2.7° v-sec/in. and F=
0.1357/9.2° v-sec/in. The pickup acceleration calibration factor, Fp, is

JJ^Fg
(I^/Ep)jc.

^'"^^

where Fg/{jw) is the acceleration calibration factor of the sensing coil. . Using this equation,

at 900 cps, Fp=0.0166/— 3.4° v/g, and at 5,000 cps, i^p= 0.0197/6.5° v/g. Figure 6 shows the

complete calibration of the piezoelectric-type accelerometer.

The calibration of the variable-resistance-t3rpe accelerometer, which was performed in a

similar manner, is shown in figure 7. To compute the results on the variable-resistance
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f.CYCLES/SECONO

Figure 6. Calibration of piezoelectric-type accelerometer at a nominal acceleration level of 2 g.

(a) f, CYCL

Figure 7. Calibration of variable-resistance-type

-180 ' 1 1 1 —I

—

200 400 600 800
/SECOND (b)

ccelerometer at a nominal acceleration level of 2 a.

pickup at frequencies otlier than those at which the vibration-pickup calibrator was calibrated,

it was necessary to interpolate suitably for a, 6, R, and Q, and compute J from eq 4. This

interpolation was only used at frequencies below 900 cps. la this frequency range, such

interpolation results in no appreciable error for this calibrator when the resonant frequencies

of the flexures are avoided. The frequencies used for the pickup calibration were not those

at wliich flexure resonance was present.

5. Effects of Calibrator Construction on Accuracy

Inaccuracy in the reciprocity method, exclusive of electrical measurements, arises primar-

ily from deviations from true linearity in the calibrator performance. Tlie more important

forms of nonHnearity are discussed below.
I
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5.1. Resonance Effects

Resonance accentuates inaccuracy due to nonlinearity because relatively small changes

in the calibrator constants, which are caused by very small changes in the structure of the

calibrator and small changes in the excitmg frequency, can cause large changes in the amplitude

of vibration. Even when such changes do not occur, the large amplitudes associated with reso-

nance may exceed the linear range. The resonance of the driving coil relative to the velocity-

sensing coil reduces the accuracy of the reciprocity calibration over a small frequency range

because is very small and therefore difficult to measure, and because the large amplitude

of the driver coil may exceed its linear range. Operation of the calibrator near resonance

frequencies should therefore be avoided. Some common resonance conditions in their usual

order of appearance with increasing frequency follow:

a. Resonance of mounting table and coils as a rigid body on the guiding flexures.

b. Local resonance in the flexures.

c. Transverse vibration of the shaft connecting mounting table and driving coil.

d. Longitudinal resonance of shaft connecting mounting table and driving coil.

e. Local resonance in table or coils.

5.2. Transverse Motion

Transverse motion from any source invalidates the reciprocity method, which requires the

mounting table to have uniaxial motion. Transverse motion occurs at the resonance frequencies

of the flexures and at the transverse resonance frequencies of the shaft on which the moving parts

are mounted. At resonance, the amplitude will vary substantially for small changes in fre-

quency and the resonance may occur at a frequency that is a harmonic of the driving frequency.

Flexures can be detuned by attaching small weights to them.

5.3. Tightness of Mechanical Joints

The tightness of the mechanical joints in a calibrator will have little effect on its perform-

ance at low frequencies, where the moving assembly of mounting table and coils acts as a "rigid

body." At frequencies approaching those for internal resonance in the assembly, looseness

in the joints can affect behavior by, for example, changing the structural stiffness or by intro-

ducing coulomb friction. At very high frequencies, joints normally thought to be tight may be

a source of erratic behavior, which is difficult to eliminate as tightness will ordinarily vary with

temperature and time. Coating all joints with oil improves their rigidity.

5.4. Amplitude Effects

The nonuniformity of the magnetic fields surrounding the coils is a primary source of

nonlinearity. This effect tends to be greatest at low frequencies, where the displacement ampli-

tude is large for a given acceleration. At high frequencies, the displacement amplitude is

relatively small, and this effect is negligible. The change in equilibrium position of the moving
assembly of a calibrator, when its orientation is changed, may cause a change in calibration

factor due to change in the effective field strength.

The structure of a calibrator will ordinarily experience small deformations in its linear range

at permissible current intensities. At resonance, the deformations are larger. Little is known
about the linearity of structural damping for a structure as complicated as a calibrator; how-

ever, so long as the damping is small, its possible lack of linearity would affect only the resonant

response.

5.5. Temperature Effects

Changes in temperature cause moderate changes in elastic constants and in the tightness

of joints, and in this way can affect the calibrator performance near resonance. Changes in

temperature may also affect the field flux density, and thus the electrical characteristics of the

driving coil, but shoidd not ordinarily affect the calibration factor of the velocity-sensing coil.
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5.6. Purity of Electric-Power Sources

If the magDets are excited by direct current containing an alternating-current ripple, this

ripple may appear in the velocity output of the calibrator owing to currents included in the

driving coil by transformer action from the field. Such a disturbance can readily be detected

by exciting the field and observing the velocity of the mounting table with the driving coil

short-circuited.

Any harmonic content in the power supply to the driving coil will excite the calibrator at

the harmonic frequencies, as well as at the primary frequency. The techniques described in

this paper are applicable only for excitation at a single frequency.

6. Conclusions

It is concluded that the reciprocity methods described can be used for the accurate cali-

bration of vibration pickups and calibrators having linear response. The accuracy is limited

primarily by the accuracy of electrical measurement, by deviations from true linearity in con-

struction, and by impurities in power supplies to the field and driving coils. The frequency

range is limited theoretically only to frequencies for which the mechanical impedance of the

weights attached to the mounting table can be computed. Ordinarily this limits the range

to that at which the weights act as though they were rigid bodies. Practically^, the calibrator

used as an example in this report is most suited for use at frequencies of 900 cps and below,

where its calibration factor is not affected by the mechanical impedance of most vibration

pickups that would be attached to its mounting table. The calibrator is suited for use above

900 cps, however, with some loss in precision primarily due to the electromechanical properties

of the calibrator being less constant with respect to field-coil temperature than they are at

lower frequencies. The upper acceleration range of most calibrators, when resonance is

avoided, is below 50 g. This would be the limit for calibrating by the reciprocity method.

7. Appendix. General Reciprocity Theory

7. 1 . Reciprocity for Electric Circuit

If a complicated electric circuit is considered to be made up of a number of meshes, the

almost trivial fact that the common impedance between meshes i and k, for example, is the

same as that between ^ and -i is the basis for the proof of the reciprocity theorem. This proof

is elegantly presented by Guillemin on page 152 of reference [6]. Guillemin states on page 276

that the reciprocity theorem can be proved for both transient and steady-state performance.

This means, for example, that if we impress a voltage in mesh 5 of a given network and measure

the current, say in mesh 2, and then place the voltage in mesh 2 instead of in mesh 5 and meas-

ure the current in mesh 5, we will find the current exactly the same in the two cases, both

in magnitude and phase.

7.2. Reciprocity for Mechanical System

If a complicated mechanical system can be replaced by an equivalent system having

discrete mass-points joined by springs and dashpots, the fact that the spring and dashpot

connecting points i and k is the same as that connecting points k and i makes possible a proof

of the reciprocity theorem for mechanical systems completely analogous with that for electric

circuits. (Reference [7] gives a proof of this theorem for conservative systems.) In other

words, this reciprocity theorem states, for example, that if we impress a force on point 5 of a

given system and measure the velocity, say at point 2, we will find the same velocity in mag-
nitude and phase when we place the force at point 2 instead of at point 5 and measure the

velocity at point 5. It should be mentioned that it is possible to have a mechanical system

consisting of discrete elements that is not reciprocal, for example, if it contains gyroscopic
i

elements.
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7.3. Reciprocity for Combined System

In developing the reciprocity theorem for the combined electric-mechanical system of a

calibrator, we will use matrix notation. This will permit us to consider the coils as flexible

bodies and take account of electric coupling between coils, as well as deformation in the field

and movable structure. The notation and theorems given by Frazer, Duncan, and Collar [8]

will be used.

Currents and voltages in the velocity-sensing coil will be indicated by S and in the driving

coil by D. We will consider the coils subdivided into a sufficient number of segments so each

moves as a rigid body and number them consecutively in the two coUs. The subscript o will

indicate terminal values. Complex notation used in alternating-current electrical theory will

be used throughout. AU symbols represent vector quantities, unless otherwise noted. An
English system of units (inches, pounds, and seconds) will be used.

Current If at the terminals of the sensing coil is given by

where

£'^^= voltage at terminals of coU S.

£'f= voltage at terminals of coil D.

impedance at terminals of coil S.

3^'°= transfer impedance from terminals of coil iS* to terminals of coil D.

(Al)

1
"I

where is the transfer impedance from segment n to the termi-

nals of coil S.

{E] = En is the voltage generated in segment n.

A similar expression can be written for /f . Both of these expressions can be expressed as

{Io\ = \Zo\{Eo]\\z\{E], (Ala)

where

l2o

; {Eo}=\
E?.

~
1

~ss

1

"

1 1

~DD

"
1 1

2 ,,2

1
"

1 1

''02

1
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where

The current in any segment is given by

{I} = [z]'{Eo]+[Z\{E},

/r

[I]— . ' /„ is the current in segment n,

(A2)

[Z]=
Z2\ Zi2 22n

J_ J_ 1

, Znn is the transfer impedance from segment m to segment n,

[2]'= transpose of [2].

Velocity Vo at the mounting table, taken positive outward is given by

Fo

00

(A3)

where

i^o=the force at the mounting table.

Foo=tlie mechanical impedance at the mounting table.

Li= 2.249X10~^, a conversion factor.

[Jc]=

1

yo2

0 0

0 0

0 0 BJ,i

_ 0 0 0

1 ~] where yon is the transfer mechanical impedance from the

yonA mounting table to segment n.

0

0

0
.

, where 5„ is the flux density, and Z„ is the length for

segment n.
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In eq (A3), the product LiB„l„In gives the force, in pounds, at segment n when /„ is the current,

in amperes. The velocity of the various segments is given by

[v}=[yYF.+LAm]{I]: (A4)

where

{v} = v„ is the velocity of segment n.

[i/]'= transpose of [y].

[Y]=

J_ 1 1

"

yn 2/12 ym

1 1 1

2/21 2/22 y-.n

1 1 1

-yml 2/m2 ymn—

, y-mn is the transfer mechanical impedance from segment m to

segment n.

The corresponding velocity' in the magnetic field at the various segments is given by

{v^]=U[Y''][k]{I]-\-[y''yFo, (A4a)

where

{^}: , is the velocity of the magnetic field at segment n.

1 1

i/l2

1
"

j/ln

1

2/21

1

2/22

1

y¥n

1 ]_

M
m2.2/^1

y"" ymn—

, ymn is the transfer mechanical impedance from the location of

segment m to that of segment n in the magnetic field.
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yo2

, y'^n is the transfer mechanical impedance from the mounting table to the

magnetic structure opposite segment n.

The voltage generated in each segment is

{E} = -L,[k]{v}+L,[k]{v''] (A5)

where Z2= 2.540X 10~^ a conversion factor. In eq (A5), —L2Bnl„(i\—v^) is the electromotive

force generated in segment n, in volts, when the relative velocity between segment n and the

magnetic field, in inches per second, is iv„—v^). Substituting (A2) into (A4) and (A4a),

and substituting the results into (A5) gives

where

Letting

where

{E} = -FMk][y-y''y-UL,[K\[zY{Eo}-L,L,[K\[Z]{E},

[K]= [k][Y][k]-mYn[k].

[V-']= [l]+L,U[K\[Z],

(A6)

(A7)

(A8)

[1] =

1 0 0

0 1 0

0 0 1

1

, the unit matrix,

.0 0 0..
[F~']= inverse of [F].

{E} = -F,LAV][k]ly-y''Y-WV][K][zY{E„}.

Substituting (A9) into (Ala),

{h} = [Zo]{Eo}-FM2][V][k][y-y^Y-LrLAz][V][K][2Y{Eo}.

Substituting (A9) in (A2) and the result in (A3) gives

z;„=|^-iiZ2F„[2/-2/^][A:][Z][F][^][2/-j/^]'+ii[2/-2/^][A:][F]'[2]'{^:«},

using

[VY= [1]-UL,[Z][V][K\.

(A9)

(AlO)

(All)

(A12)
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The proof of eq (Al2) is obtained as follows: By using (A8),

[1]-UL,[Z][V][K]==[K-'K[K\-L,L,[K\[Z][V][K\)

= [K-']i[K]+ (l-[V-'])[V][K]) (A13)

= [K-^]IV][K].

Also, premultiplying both sides of (A8) by [K~^],

[K-'][V-n=[K-^+WZ]. (A14)

As [K] is symmetric, [K~^] is symmetric. As [Z] is also symmetric, [/iL~'](F~'] is S3mimetric.

Its inverse [FJIiTI is therefore also symmetric. The transpose of a symmetric matrix is itself or

[V][K\= [mV]'=[K\[V]'. (A15)

Substitutmg (A15) in (Al3) gives (Al2).

The current in the velocity-sensing coil is always zero,

/f=[10]{/J=0. (A16)

Substituting (A 10) into (A 16) and solving for gives

^J!:24f[2l[F][/:][2/-t/^]'-£?(fi-XxZ23ff[2^][F][2i:][^^]')

l-L,L22ro[z'][V][K][z'y
^^''^

The current in the driving coil is

/?= [0 1] {/<,}. (A18)

Substituting (Al7) into (AlO) and the result into (AlS) gives

(.as
=^lz'][V][k][y-y"]'-[zniV][k][y-y'']'

+ L,L22^''[2^[y][if][2^qz°][F][fc][y-y«]'-L,L22^''M[F][/i:][2°]'M[Fp][y-2/"]')

^° ^ l-L,L2zinz']lV][K][z']'
'

(1 ,as ,ss ,ss

^L\L\z'J\z'\ {V\ \m{z'Y\z°\-\z^\{z'\W\{K\\z'>X^

l-LiL2z'Jlz'][V][K][z']'
(Al?)

Substituting (Al7) into (All) gives

(~^-L^L2[y-y'']lk][Z][Vl[k][y-y'']'~L,L,^[z'][V][K][z'Y

+ LlLlz'Jlz'][V][K][z']'[y-y''][k][Z][V][k][y-y"Y

+ L^L2Z'J [z'][V][k][y-y"Y[z'][V][k][y-y''Y)

~ ~ l-L,Uz'^[z^][V][KW
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The coefficient of L^Fo in equation (Al9) equals the coefficient of —LiEf in (A20). Equa-
tions (Al9) and (A20) are subjected first to the condition Vo=0 and then to the condition =0.
Ehminating Ef in (Al9), when Vo=0, and Fg in (A20), when /?=0, we obtain

TJb =-T^ . (A21)

This is the reciprocity relation that exists in the combined electromechanical system.

Equations (A20), (Al9), and (Al7) can be written for brevity as

Vo^CFo-VAUE'', (A22)

I'^=-AUFo+BUE^ (A23)

Et=HFo+NL,Ef, (A24)

wliere the constants A, B, C, H, and N depend only on the calibrator construction.

In eq (1) a relationship is given for the calibration factor, defined as F=Efli-o, as a function

of the mechanical impedance, Yp, of the object on the mounting table. We will determine this

equation in terms of the,calibrator constants A, B, C, H, and N of eq (A22) to (A24). If the

force, Fo, is only the reaction to driving a mechanical impedance F at a velocity- Vo,

Vo=-Fo/Y. (A25)

Substituting (A25) in (A22) and solving for Fo,

AT
^o=-Ef^^^- (A26)

Substituting (A26) into (A24) and (A25) and forming the ratio Eflvg,

We see that N/A in eq (A27) is a in eq (1) and {NC/A)—H in eq (A27) is 6 in eq (1) when Y is

a=N/A, b= {NC/A)-H. (A28)

In experiment 1, section 2, the transfer admittance G=Io/Eo is determined for a series of

weights, W, attached to the mounting table. Substituting (A26) into (A23) and (A24) and

forming the ratio G,

^_I±__BMBC±M^ .

^~Ef~N+iNC-AH)Y' ^ '

In experiment 1, Fis the mechanical impedance jwTF/^, where M'is the weight on the mounting

table, o) the frequency in radians per second, and g the acceleration of gravity, 386 in./sec^.

Making this substitution in (A29) and forming WI{G—Go), where Go is the value of G when
F=0, we find

W 386 , N'C-AHN
G-Go jio A'NL2+ABH^AWL2+ABH W. (A30)
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We see that the intercept J and slope Q found in determining W{G—G^ experimentally are

^_386 A^^

> A^NU^ABU ^^^^^

N^C-AHN
^~AmU+ABH ^^'^'^^

In experiment 2, section 2, the voltage ratio, R=Eo/Ef, is determined when 7? is zero.

Eliminating Fg between (A23) and (A24) and setting /?=0, we see that

R=Ef/Ef=^^^''^^^^'^'. (A33)

Equation (4) is obtained when eq (A31) through (A33) are substituted into (A28) and Li

and L2 have the values given previously.

From eq (A29), Gg—B/N, when Y is zero, that is. Go is the value of G when nothing is

attached to the mounting table of the calibrator. If Gp is the value of eq (A29) when Y= Yp,

where Yp is the mechanical impedance of a pickup to be determined, we find that

Y = mGp-Gg)
{A'L2N+AHB)-(N'C-AHN)iGp-Ga) ^^^^

The substitution of eq (A31) and (A32) into (A34) gives eq (5) for determining the mechanical

impedance of a pickup attached to the mounting table of the calibrator.

We are indebted to L. R. Sweetman for guidance in setting up the laboratory equipment,

and to Richard Harwell, Jr., for the careful machining of the masses and the various fixtures

used. Ruth WooUey performed the least-squares calculations and Carol Waldron prepared

the figures.
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Modulated Photoelectric Measurement of Vibration
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This paper describes an improvement in the method of setting vibration amplitudes for calibrating

vibration pickups by the disappearance of an interferometric fringe pattern. In the usual method, one

plate of an interferometer is stationary, the other vibrates with the pickup, and the fringe pattern disappears

at zeros of the Bessel function 7oC(47r|)/X], where J is the amplitude of vibration and X is the wavelength of

light used. In the improved method, the fringes are observed by a photomultiplier, the previously stationary

plate is vibrated at a modulating frequency much lower than the calibrating frequency applied to the

pickup, and the signal from the photomultiplier, filtered at the modulating frequency, has minima at the

zeros of 7oC(45rf)/X]. Observation of the nulls on a meter allows faster calibration with greater precision

and less observer fatigue.

I. INTRODUCTION

THE method of setting amplitudes by the use of

visually observed fringe disappearance has long

been used for the precise calibration of vibration

pickups. In this method, a Newton's rings pattern is

formed between the two nearly parallel plates of a

Fizeau interferometer and visually observed through

a microscope. The upper plate of the interferometer is

fixed while the lower plate is firmly attached to the

vibrating shake table holding the accelerometer to be

calibrated. Due to the integrating action of the eye,

the fringe pattern disappears at a set of discrete ampli-

tudes located at the nulls of the function /o(47r^/X),

where 7o is the zero-order Bessel function, ^ is the vi-

bration amplitude, and X the wavelength of light used

to illuminate the interferometer. > The first null of this

function corresponds to an amplitude of 1045 A at any
frequency, using the 5461 A green mercury line.

Though the method basically enjoys that precision

associated with optical measurements, the visual de-

termination of the disappearance introduces consider-

able subjective uncertainties. The present method is an
extension of work previously reported^ and eliminates

these subjective errors by displaying the null electrically.

Fringe disappearance measurements with shakers

whose shake tables are supported compliantly (in

particular, with electromagnetic shakers) have been

unsatisfactory because of jitter of the fringe pattern.

Visually this makes it difficult to determine e.xactly

when disappearance occurs with resulting large errors

and observer fatigue. The modulated-frequency photo-

metric interferometer described here is not an integrat-

ing device, however, and functions reliably with both

compliant and stiff vibration exciters.

In the current method, one of the plates of a Fizeau

interferometer is attached to the vibrating surface and
the other plate is held by a support that may be vibrated

independently from the shaker. The accelerometer and

* Present Address: Carnegie Institute of Technology, Pitts-
burgh, Pennsylvania.

' D. H. Smith, Proc. Phys. Soc. (London) 57, 534 (1945).
2 V. A. Schmidt, S. Edelman, E. R. Smith, and E. Jones,

J. Acoust. Soc. Am. 33, 748 (1961).

lower interferometer plate are vibrated at the driving

frequency / with amplitude ^ by the shaker. The upper

plate is driven at the modulating frequency /i with a

constant amplitude of about 800 A. Good null detec-

tion requires that /^5/i. A photomultiplier looks at

the center spot of the Newton's rings pattern formed by

the interferometer. The photocurrent is amplified and

sent through a narrow bandpass filter tuned to the

modulating frequency /i. The filtered photocurrent is

found to have the functional dependence /o(47r^/X).

A vacuum-tube voltmeter is used to determine the

nulls of the function and thus to determine the ampli-

tude of vibration in terms of the wavelength of light

used to illuminate the interferometer.

II. THEORY OF OPERATION

In a Fizeau interferometer normal illumination is

allowed to fall on two nearly parallel plates of clean,

uncoated glass. The reflected beams from the two adja-

cent surfaces are very nearly equally bright and combine

to form an interference fringe pattern. Consider the

effect of allowing a small portion of the fringe pattern

to fall on a photomultiplier. The photocurrent is given by

I= A + Bcoikh, k= lTfl\ (1)

where h is the optical path difference between the two

interfering rays and X is the wavelength of the incident

light. This path difference is twice the separation d, of

the two surfaces plus the difference in phase change at

reflection from the two surfaces.

If, now, the lower plate is vibrated with angular

frequency co and amplitude ^, and the upper plate is

vibrated with angular frequency coi and amplitude |i,

(f= ^/o+ ? cosa)<+ ^1 coswiZ, (2)

and the optical path difference is given by

5 = 5o+2(^ coswZ-f ^1 coswiO,

5o=2<io+|X,

where §X is due to a phase reversal at only one of the

surfaces. The photocurrent then takes the form

I^A^B cosyt[5o+2(? cosw/-|-fi coswi/)]. (4)

(3)



With algebraic manipulation, this may be rewritten in

the form

I= A-\- B{cosk5o[^cos{2k^ cosw/) cos(2^^i coswi/)

— sin (2^^ cosw/) sin(2^^i coswiO]

— sin^6o[sin(2^^ cosut) cos(2^^i coscoi/)

+cos(2^^ cosut) sin(2^^i coscoi/)]}. (5)

We now make use of the Fourier expansion of the two

terms^ in Bessel functions

cos(2/t^cosw/) = 7o(2/^^)-2/2(2/t^) cos2w/H
, (6)

sin (2^^ cosa)/) = 2/i(2^^) cosw/— 2/3(2^^) cos3w/+ •
• •,

in order to rewrite Eq. (4) in the form

I=A+B cos/^6o{[/o(2/t^)-2J,(2/fe^) cos2w/H ]

XlJo{2Hi)-2J2{2k^i) cos2coi/+ • ]

-[27i(2^0 cosw/- 2/3(2^^) cos3co/H ]

X[_2Ji{2k^i coscoi/- 2/3(2)^^1) cos3toi/H )]}

-B sin;fe5o{[27i(2yfet) co?.u:i-2Jii2k^) cos3co/H ]

XlJoi2k^i)-2Jii2k^i) cos2«i/+- • •]

+ lJo{2k^)-2J2i2H) cos2a)/+- • •]

X[27i(2/fe^i) cosu:it-2J^i2k^i) cos3u)l^^ ]}. (7)

If the photocurrent is now sent through a bandpass

filter tuned to angular frequency wi, terms whose time

dependent part is anything other than coscoj/ alone will

drop out, leaving only

I=\2B smk5oJi{2ki:)Joi2k^)
|
coswi/.

The absolute value of the coefficient is used since the

light intensity is never negative. We now see that the

motions of the two interferometer plates are nicely

separated. The sin^^o and /i(2^^i) terms will be held

constant at their maximum values by adjusting the

mean mirror separation and the amplitude of the upper

plate, respectively. The dependence of the output on

the amplitude of the shaker is then simply [/o(47r^/X)|

as shown in Fig. (1).

Even though several of the cross terms in Eq. (7)

may happen to have Fourier components very close to

Fig. 1. Dependence of filtered photomultiplier output on vibra-

tion amplitude of shake table. Measurements are made at the
zeros of the curve.

^ H. B. Dwight, Tables of Integrals and other Mathematical Data
(The Macmillan Company, New York, 1951), p. 184.

coi, it is easily shown that these terms also drop out pro-

vided the condition is met that w^Sooi. Cross terms of

the form coswtoi^ cosw^, where n is an integer, will pass

the filter only if tiwi—u^usi. The cosmjiil term, however,

carries with it the coefficient Jn(2k^i) in each case. In

practice, ^1 will be adjusted to bring 7i(2^^i) in Eq. (8)

to its first maximum. For this value of ^1, the coefficients

Jn{2k^\) will all be negligibly small for m^5. This re-

lationship between the Bessel functions of different

orders is beautifully illustrated in Fig. 67 of Jahnke

and Emde.^

It has been shown'^ that the effect of allowing the

phototube to see a finite and hence nonuniform portion

of the fringe pattern alters Eq. (8) only by a constant.

As a result, we may allow the photomultiplier to examine

a large portion of the center spot of the Newton's

rings pattern, making the signal-to-noise ratio as large

as possible.

PHOTOMULTIPLIER

^FIELD APERTURE

COLLIMATINC APERTURE

INTERFEROMETER
PLATES

0 0
CRO VTVM

ACCELEROMETER

2,000V
DC

J nr

D-i—(OSC|

I
COUNTERl

Fig. 2. Block diagram of modulated-frequency calibrator.

III. INSTRUMENTATION AND OPERATION

Figure 2 shows the essential details of the modulated-

frequency interferometer. A small, plane, unsilvered

mirror is attached to the shake table immediately beside

the accelerometer to be calibrated. The upper plate, a

0.012 diopter plano-convex lens, is mounted just above

the plane mirror. The support for this lens was found to

have structural resonances between 100 and 200 cps.

In order to induce the low modulating frequency of

vibration in the upper plate, a small loudspeaker rests

on the lens support and is driven at one of the structural

resonances.

Light falling on the interferometer plates is collimated

by a standard microscope vertical illuminator and a

coUimating pinhole inside the microscope barrel. As

previously reported,'* collimation is critical and devia-

tions from normally incident illumination were held

to less than 0.7° in this apparatus. A field aperture is

placed at the focal plane of the fringe pattern so that

* E. Jahnke and F. Emde, Tables of Functions (Dover Publica-

tions, Inc., New York, 1951), p. 126.



the photomultiplier will see only the center spot of the

Newton's rings pattern. The photomultiplier signal is

amplified and sent through a narrow bandpass filter

tuned to the modulating frequency of the upper plate

before being measured by a vacuum-tube voltmeter.

In operation, the shaker is first left at rest and the

modulating frequency is induced in the upper plate by
the loudspeaker. The amplitude of the modulating vi-

bration is adjusted to bring the metered output to its

first maximum, corresponding to the first maximum of

J\{^Tr^i/^)- The mean mirror separation is then adjusted

to further maximize the output, corresponding to a

maximum of sin^So. These two terms are now left con-

stant, though the mean mirror separation may have to

be readjusted periodically because of mechanical drift.

Control of the mean mirror separation was achieved for

the case of piezoelectric stack shakers by superimposing

a dc bias on the ac driving signal to the shaker (see

Fig. 2). Electromagnetic shakers were mounted on top

of a low, squat piezoelectric shaker that was fed by an
adjustable dc signal only.

RANGE OF VISUAL
DISAPPEARANCE

1050

VIBRATION AMPLITUDE

Fig. 3. Modulated-frequency and visual calibration sensitivities.

The shaker on which the accelerometer is mounted is

now driven to first disappearance amplitude, at which
time the filtered photocurrent drops to a very distinct

null, the first zero of 7o(47r^/X) in Eq. (8). If the mercury
green line is being used as the standard, the amplitude

of vibration ^ has the value 1045 A. The output of the

accelerometer can now be measured, constituting one
calibration point. As with the visual method, calibration

may be carried out at higher orders of disappearance

as well.

Using a GE H 100-A4 mercury vapor lamp in a water-

cooled jacket, a signal-to-noise ratio of the filtered

photocurrent in excess of 50 db was not difificult to

obtain.

IV. CONCLUSIONS

A comparison of the sensitivities of the visual disap-

pearance and modulated photometric methods is given

in Fig. 3. The shape of the filtered photocurrent curve

demonstrates the sharpness of the null, while the area

between the dashed lines indicates the range over which

>
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O • MODULATED FREQUENCY
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Fig. 4. Pickup calibration by modulated-frequency and visual

methods. Calibration of small piezoelectric accelerometer NBS
Z-54. Two separate piezoelectric shakers were used for this

calibration. The frequency range shown does not reflect the range
of the modulated-frequency interferometer but rather covers
only the range where uniaxial motion was obtainable with the
particular shakers employed. Circles show measurements taken
with the modulated interferometer; triangles show points taken
usmg visual fringe disappearance.

visual fringe disappearance is complete under the best

conditions. The human eye cannot distinguish any
change in contrast within this region.

Figure 4 shows the results of a calibration of a small

vibration pickup using both visual disappearance and
the modulated-frequency interferometer. In general

the points for the modulated-frequency interferometer

represent fewer measurements than the visual points;

this was due to the smaller spread of photometric data.

The agreement is within the known precision of the

visual method. In general, the total range of scatter in

the modulated-frequency photometric data was on the

order of 0.7%. The accuracy of calibration, however,

depends primarily on the absence of relative motion be-

tween the lower interferometer plate and the accelerom-

eter. Only if perfectly uniaxial (piston-like) motion is

maintained can the accuracy of this method be fully

exploited. With existing piezoelectric shakers, the ef-

fects of transverse vibration on the calibration can be

held to ±2% with careful monitoring. The data in

Fig. 3 reflect this situation.

Since the modulated-frequency interferometer does

not duplicate the integrating effect of the human eye,

several undesirable features of the visual disappearance

method are eliminated. Very compliant shakers tend to

introduce a considerable amount of jitter into the fringe

pattern due to building-borne vibrations or acoustic
|

pickup. This jitter tends to wash out the visually ob-

served null and generally precludes satisfactory calibra-

tion by the visual fringe disappearance method. It is

interesting to note that the null obtained with the modu-
j

lated-frequency interferometer is as complete with a

jittery signal as with a clean one, and only slightly

more difficult to locate provided the jitter is not so large

as to bring about a disappearance itself. If necessary,

then, this method may be used in a noisy environment

where even the use of a vibration isolation system is not

sufficient to allow use of the visual method.

With the elimination of visual observation and the
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need for taking many measurements to ensure reproduci-

bility, observer fatigue is greatly reduced.

With the present apparatus, a modulating frequency

of 100 cps was obtainable, allowing a range of calibra-

tion from 500 cps to about 30 kc, beyond which suf-

ficient uniaxial motion for disappearance is difficult to

obtain.

An attempt was made to extend the lower frequency

limit by reversing the roles of the two interferometer

plates, driving the top plate at a higher modulating

frequency /i and driving the shaker at a very low fre-

quency / such that with the filter tuned to /i.

This was unsuccessful due to the presence in Eq. (8)

of a coso)/ cosoiJi/ term, whose sum and difference com-

ponents were too close to the modulating frequency /i

to be rejected by the filter. It was concluded that with

the present apparatus the modulating frequency must
always meet the requirement />5/i for the method to

be reliable.

The loudspeaker drive for the upper plate is ad-

mittedly crude, and the inclusion of a means for directly

driving it from a controlled source should make much
lower frequencies accessable to the instrument.
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Calibration of Vibration Pickups at Large Amplitudes

E. Jones, S. Edelman, and K. S. Sizemore
National Bureau of Standards, Washington, D. C.

(Received July 18, 1961)

Axial resonances of long rods and tubes were used to generate motion for accurate calibration of vibra-

tion pickups over the frequency range from below 1 to above 20 kc at acceleration levels up to 12 000g.

The resonators were driven by an electromagnetic shaker at low frecjuencies and by a piezoelectric ceramic

stack shaker at high frequencies. Vibration amplitude was measured optically by means of a microscope

using stroboscopic light and by means of the interference fringe disappearance technique. Adequate overlap

between the two methods was achieved by going up to the 60th disappearance of the fringes. A simple,

direct measurement of the phase angle between the pickup signal and the motion is described. Construction

details of a small, light pickup which is unaffected by the high acceleration levels are given.

INTRODUCTION

A PROGRAM of vibration pickup calibration at

high levels of sinusoidal acceleration arose from

a need to determine if the pickup sensitivity is linear

over a large range of amplitude and the extent to which

a pickup can undergo sustained large acceleration forces

without structural damage or change of sensitivity.

Pickups which are unaffected by large accelerations

are suitable for studies of mechanical fatigue and

failure, studies of the vibrations of high speed rotating

machinery and of projectiles, accelerated life and en-

vironmental tests, and studies of the effectiveness of

vibration isolators and mounts. Their use for measure-

ments in which the effects of sinusoidal excitation are

compared with the effects of shock are more informa-

tive if the phase lag between the mechanical vibration

and the output signal from the pickup is known. One
measurement of phase lag is reported here to show how
it can be made, but phase information was not required

for our calibrations.

VIBRATION GENERATORS

The accelerations for most of the tests in the paper

were generated by piezoelectric ceramic shakers con-

structed in our laboratory. Each consists of a driver

element cemented between a heavy base of brass or

steel and a top, usually steel, or sometimes aluminum.

The driving element is a number of lead-zirconium-

titanate discs cemented together with a conducting

epoxy resin which acts both as cement and electrode.

The behavior and construction details of these shakers

will be described in a later paper.

Motion for a few of the lower frequencies was gen-

erated by a modification of an electromagnetic shaker

which was described in a previous paper.^

A major factor limiting the accuracy of pickup cali-

bration is the problem of generating uniaxial, undis-

torted sinusoidal motion. Much of the unwanted noise,

distortion, and transverse motion of the shake table

can be minimized through the insertion of a mechanical

filter between the shaker and the pickup it drives.

' S. Edelman, E. Jones, and E. R. Smith, J. Acoust. Soc. E. R.

Am. 27, 728-734 (1955).

In most of the calibrations for this study such a filter

was formed by a slender rod or tube driven at one of

its longitudinal resonances. The amphfication of the

motion by the resonant rod allowed a given amplitude

to be reached with a reduction in the noise and dis-

tortion generated by the shaker and associated driving

circuits. The amplification derived from the mechanical

resonant system also reduced the brute force required

from the power amplifiers.

A brief survey of possible resonant system types led

to our selection of tubes and rods in longitudinal reso-

nance for use in these studies. Although usable results

have been reported,^'^ our study showed that with any

type of bending system it is difficult to generate large

vibration amplitudes precisely along any preferred axis

except at low frequencies. Modes above the funda-

mental are useless because, unlike longitudinal sys-

tems, bending systems have twisting and rotating

effects difficult to control that increase with mode order.

The problem of off-axis motion is less severe with

longitudinal systems."""^ First, the bending modes in

the frequency range of any longitudinal resonance,

fundamental included, of a slender rod are of high

order and attenuated. Second, there is seldom coinci-

dence between the two mode types either with respect

to frequency or node location. Therefore, a small trans-

verse damping constraint at a longitudinal node usually

suffices to eliminate transverse motion with little effect

on longitudinal motion.

The shorter rods and tubes were usually attached

upright to a solidly supported ceramic shaker and

2 F. G. Tyzzer and H, C. Hardy, J. .^coust. Soc. Am. 22, 454

(1950) .

^ T. A. Perls and C. W. Kissinger, "High range accelerometer

calibrations," Natl. Bureau Standards Rept. No. 3299, June,

1954.

*W. P. Mason and R. F. Wick, J. Acoust. Soc. Am. 23, 209

(1951) .

^ R. O. Belsheim, "Delayed yield time effect in mild steel under

oscillatory axial loads," NRL Rept. 4312, March 22, 1954.

« J. N. Brennan, J. Acoust. Soc. Am. 25, 610 (1953).
'
J. S. Nisbet, J. N. Brennan, and H. I. Tarpley, J. Acoust. Soc.

Am. 32, 71 (1960).
' Ivan E. Walenta and Benjamin V. Connor, "A sinusoidal

vibrator for generating high acceleration of high frequencies,"

Technical Report No. 32-13, Jet Propulsion Laboratory, Cali-

fornia Institute of Technology, January, 15, 1960.
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vie\ve<l in verticaS vibration. Considerable care was

required to suspeiul the rather flexible, longer units

so that the rod was held wUh its axis imchanging and

with longitudinal motion unhampered. Oirr cluiice was

to orient shaker and rod horizontaily, the shaker

resting on a iixed support. About jnidway of the rod a

rigid upright support, held a horizon lal beani over ihe rod

free to pivot about a luirizojUal axis (\orrnal to the rod.

At each end oi the horizon t,a] beam two smaller beams
were attached, each also free to pivot about a horiKontal

axis norma! to the rod. Frorn the four ends of the

smaller beams flexible cords dropped to support, the

rod. This method provided equaily distributed suppors.

to four points along the rod. Attachment of tl^e cords

to points which were as near as possible to longitudinal

nodes and transverse antinodes served further to con-

strain transverse motion. One of the smaller beams can

be seen in upper left of Fig, 1.

Important considerations in choosing rods and t.ubes

for resonators are uniformity of cross section and lack

of curvature. In order to calibrate over a wide fre-

c{-.tency range a set of resonators is T\ecessary, although

it is not required to have a separate resonant element

for each test frequer.cy, .A given resonator can be used

at many of its liigher order harmonics. Tubes have

lower resonant frequencies than rods of the same length

and mechanical load and are used at the lower fre-

quencies where space becomes important.

The rods were selected from hex alumijVvim alloy

stock either | or | in. in diameter, one end machined

for attachment to a sliaker and the other machined

flat for pickup attachnienf . The tubes were constructed

from sections of stock aluminum alloy tubing 1 in,

o.d,, y2 ifi- ^"^'^^^ thickness having a shaker adapter on

one erjd, and a pickup adapter with area enough to

mount a small mirror for interferometric measurements

next to the pickup on the other. The adapters were

about 1 in. long cut from 1 in. hex aluminum and

cemented to the squared-oti tube with epoxy cement.

Fic. 1. Stroboscopic microscope tneaaurejiierjt on
hotixontaily supported resonator.

Ftg, 2. Si!?ailta!)eoiis i-uerferometric atxi stroj;io.«co[)lc

tneaisuremerits oir verticaS reaonaujr.

A number of tubes and rods were prepared wii.h differ-

e!it lengths to constitute a set of resonators for cali-

brating at many points over a wide frequency range.

The power amplifiers used to drive the shakers are

standard heavy duty hi-fs arnf)lifiers. Since these ampli-

fiers are desigtied to power low isnpedance loads, we
use audio output transformers as step-up transformers

to drive piezoelectric shakers. The shakers are essen-

tially capacitors and become low impedance loads at

• the higher frequencies. Inductors of a value to present

the amplifier an electrically tuned circuit at a given

frequency are connected in parallel across tlie shaker

terminals. In addition to permitting maximum driving

voltage for a parucular frequen.cy, tuning serves to

filter out distortion in the driving signal.

PICKUP ATTACHMENT

For high acceleraiion-ievel calibration considerable

care is required in attaching test pickups. Failure to

seal the pickup base firmly against the driving surface

can result in chatter or loosening of the pickup under

sustained vibration. Some pickups have screw mounting

studs large enougli for adequate torquing. Pickups with

flat bottoms can be cemented to tlie driving surface.

This seems to provide the best attachment.

PROCEDURE

In all our calibrations the sinusoidal acceleration

level was determined by measuring the displacement

ampiitiide of vibration. The frequency of vibration was

determined from Lissajou comparisons with NBS
standard frequencies or by electronic frequency coun-

ters. Acceleration amplitudes were computed frorn fre-

quency and displacement.
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Table I. Phase angle between pickup CB-1
signal and displacement.

-SPRAYED COAT
CONDUCTING

EPOxr

»44 WIRE

y-CABLE SHIELD
^ EMBEDDCO IN
' ' EPOXY

Fig. 3. Construction of pickup designed to withstand
high acceleration levels.

Most displacement measurements were made by
means of a microscope, with a micrometer eyepiece

viewing a spot on the base of the pickup under strobo-

scopic illumination as it vibrated at constant ampHtude.

A description of this method, shown in Fig. 1, has been

published.^ For large vibration displacements the

method of measuring motion directly with a microscope

is well suited for the accurate determination of ampli-

tudes. Also, it serves the equally useful function of

determining precisely the direction of shaker motion.

With a distortion check of the output waveform this

method affords a complete description of large amplitude

sinusoidal vibration.

The interference-fringe-disappearance method was

used to measure the smaller displacements. A descrip-

tion of this method has also been given.' An overlap

between the two calibration methods was secured by
making an interferometer calibration past the 40th

disappearance which corresponds to a displacement

that the microscope method can measure accurately.

To keep the setup physically small enough for inter-

ferometer use at a frequency low enough to measure

displacements corresponding to Ig, a tube resonator

was used. The interferometer microscope was focused

on the fringe pattern formed above the small mirror

cemented to the surface carrying the test pickup. The
direct view strobe microscope was focused to measure

the motion of a spot on the base of the pickup. Figure

2 shows how a simultaneous calibration was made. On
a few occasions interferometric calibrations have been

made up to the 60th disappearance. Due to the tedi-

ousness of calibrating at large orders of disappearance,

the simultaneous check on sensitivity was not made at

all frequencies after it was found that the two methods

agreed.

PICKUPS CALIBRATED

High g calibrations have been made on commercial-

type accelerometers and on pickups constructed in our

laboratory. A homemade piezoelectric pickup was

selected for most of this work since we were certain of

its ability to stand up under a long series of high ac-

celerations. This pickup is a cemented type similar in

construction to our ceramic shakers.

Figure 3 is a diagram of the pickup which is 0.250

(cps)

Phase angle

by which
signal lags

2500 5-8

3000 10

3250 15

3500 40
3750 60

Resonant frequency—3900 cps

in. in diameter, 0.300 in. in height, and weighs 1.5 g.

Its unmounted resonant frequency is about 150 kc.

The capacitance of the pickup and 5 in. of permanently

attached connector cable is 120 ixfif. Sensitivity is

about 3.5 mv/g. It consists of a circular cemented

piezoelectric-ceramic sandwich cemented to a stainless

steel base. The adhesive is conducting epoxy. The
pickup cable passes through the base to which the

shield is both electrically and mechanically anchored.

The center conductor connects through a shallow groove

in the lower disc to the conducting interface of the

sandwich. A coating of plain epoxy insulates the center

lead at all other points. The unit is shielded with a

sprayed-on coating of conducting epoxy. No inertial

mass other than the ceramic is used in this design.

PHASE MEASUREMENT

Information on phase lag between pickup output

and motion was not needed in this study but might

be required in other applications. Two sets of phase lag

measurements were made during these experiments.

One set was made on the pickup which was used for

most of the high acceleration level calibrations and

showed no measurable lag in the frequency range of

calibration. The other set of phase lag measurements

was made on a larger pickup of the cemented ceramic

type which had a large mass and weaker equivalent

spring. The latter pickup was designed to have a com-

paratively low resonant frequency so that significant

values of phase lag could be found at audio frequencies.

These measurements are given in Table I.

The phase measurements were made during a strobe

microscope calibration. Using the circuit shown in

Fig. 4, strobe flashes, triggered by the signal used for

SIGNAL
GENERATOR

1

PHASiE
SHIFTER

STROeOSCOPE

AUDIO POWER
AMPLIFIER

ACCELEROMETER

— SHAKER

C.R.O.

Fig. 4. Electronic circuit for stroboscopic measurement
of displacement amplitude and phase.
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Table II. Maximum acceleration level and resonator

at a number of frequencies.

Calibration
frcQucncy

Maximum
acceleration
level peak g Shape

Resonator

^'I a tcr ial
alum alloy Length

830 2000 C Round tubing 2024-T3 52 in.

1 in. o.d.

^ in. wa l

1400 5000 E |-in. hex rod 2017-T4 35-in.

2600 6000 H |-in. hex rod 2017-T4 18 in.

4300 8000 E |-in. hex rod 2017-T4 35 in.

10 000 6000 E f-in. hex rod 2017-T4 35 in.

13 000 6000 E |-in. hex rod 2017-T4 35 in.

19 000 11 000 F |-in. hex rod 2017-T4 18 in.

20 000 10 000 B J-in. hex rod 2017-T4 20 in.

22 000 12 000 G |-in. hex rod 2017-T4 27 in.

driving the shaker, were phased to illuminate the

pickup at a displacement extreme as viewed by -the

microscope. Signals from these pulses were superim-

posed on the pickup output signal and displayed on

an oscilloscope as in Fig. 5. The phase lag was the

adjustment on the calibrated phase shifter in Fig. 4

required to place the strobe pips at the peaks of the

pickup sine wave signal. Similar phase measurements

have been made at higher frequencies and smaller

ampHtudes. The apparent motion of interference fringes

formed by stroboscopic light was used to detect the

extremes of displacement instead of the apparent mo-

tion of the pickup.

These measurements indicate that over the frequency

range for which its response is reasonably fiat, phase

lag considerations are negligible for a piezoelectric-

ceramic vibration pickup.

RESULTS

Figure 6 shows the range of accelerations through

which a pickup was calibrated at one frequency. The
pickup was mounted on a resonant tube in a way to

permit the two types of measurements shown in Fig. 2.

Fig. 5, Oscilloscope trace, strobe pulse superimposed on ac-

celerometer output signal. Upper trace shows pip on pickup
signal at time of extreme displacement of pickup. Lower trace
shows pip shifted to extreme value of signal by calibrated phase
shifter. The phase angle introduced by the phase shifter to move
pip from position in upper trace to position in lower trace is

phase lag of signal behind motion.

my
g

1—TTT 1 1

—

[—r-, 1
\—m 1 1—r—

r

A = INTERFEROMETER METHOD

O = STROBE MICROSCOPE METHOD
= STROBE WITH VOLTAGE CORRECTED

FREQUENCY = 1500 CPS

A
-A A"~A"

lOi 1-

A-"A"

J LXJ I I LJ.

o~"0"

10 100 1000

ACCELERATION (0-PEAKg)

Fig. 6. Sensitivity vs acceleration of 2-9 accelerometer.

The higher acceleration points are labeled "corrected"

because the pickup signal was too high for the meter

circuit cathode follower, and signal attenuation was
required ahead of the cathode follower. Table II shows

the high acceleration levels obtained over the frequency

range 800 to 20 000 cps.

In general, rods are used for higher frequencies and

tubes at lower frequencies. It is to be noted that a

given resonator is often usable at several of its har-

monics, as well as in its fundamental mode.

SIDELIGHTS

It may be in order to mention a few sidelights of our

experience in high g level calibrating. Sometimes a

transverse resonance is mistaken for or lies close enough

to be excited along with a longitudinal mode. The
mistaken identity is usually detected acoustically in

short order. In place of pure sine tones there is a build

up of loud noises, and the slender rods whip about in a

violent manner.

Sometimes attempts to raise the amplitude of a

particular longitudinal resonance sets off a transverse

mode many octaves below the driving frequency. The
low frequency mode gradually builds up and takes

over sufficiently to damp the longitudinal mode to a

level where it no longer excites the low frequency mode,

and the latter diminishes. The longitudinal resonance

again builds up, and the whole sequence repeats every

few seconds, as in the textbook description of coupled

modes.

We have noticed that if the driving signal is ultra-

sonic and everything else is quiet, sliding the hand
over antinodes produces mouse-like squeaks. The anti-

nodes have a warm silky touch as though coated with

oil.

The standing wave pattern of a rod tends to force

contacting objects towards its nodes. If a wheel is

moved along the rod from node to node, it will spin

Rapidly first in one direction and then another, always

toward a node.

CONCLUSIONS

We have found it possible and convenient to calibrate

vibration pickups at thousand g levels over a wide

li



frequency range. It is also possible to establish ampli-

tude linearity checks over a range of nearly 10.'*

Many people, using other methods, have attained

larger amplitudes of vibration than those reported here.

Levels up to 100 kg were reported for the equipment

described in reference 8 and similar equipment made
by the Sandia Corporation, Livermore, California.'

When amplitudes greater than those reported here were

reached on our resonators we found that the motion

was no longer undistorted and uniaxial. Some of the

departure from good motion was due to the effect of

the pickup and its mounting aided by the unbalancing

' H. J. Jensen, (Acoustical Society of .\merica, 61st Meeting,
Paper NS, May 12, 1961).

effect of the cable. Some was caused by incipient non-

linearity in the rod and in the power amplifier. Thus
the acceleration levels reported here are the highest our

present equipment, allows with proper regard for ac-

curacy and precise control.

For any of our points the errors are estimated to be

no greater than 2%. A program is presently underway
to improve this figure. Many pickups are described as

not being affected by high acceleration levels applied

as shocks. We have found that some are damaged
by lower levels applied as sustained vibration.
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A Dual Centrifuge for Generating Low-Frequency

Sinusoidal Accelerations
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This paper describes an experimental "dual centrifuge" in which an accelerometer
being calibrated is carried around a circular path in a horizontal plane. If the instrument is

constrained to have nonrotational motion, such as is provided by a parallel link device,
sinusoidal excitation along its sensitive (horizontal) axis is obtained. The excitation obtain-
able is equivalent to linear excitation but at unusually low frequency and large displacement.
For example, a machine has been built which has a frequency range from 0.5 to 30 cycles per
second, a displacement (zero to peak) up to 12 inches, and develops an acceleration amplitude,
useful for calibration, up to 100 gravity at 10 cycles per second and above.

1. Introduction

Because of the wide use of low-frequency acceler-

ometers there is a need for a calibration system
tailored to the requirements of these instruments.
This necessity has led to the consideration of several
methods of generating the required low-frequency
accelerations. At low frequencies most systems
suffer from one or more limitations, such as poor
waveform, restricted amplitude, or excessive super-
imposed vibration.

The several systems for obtaining low-frequency
sinusoidal calibration have been reviewed, which may
be classified as (1) electrodynamic, (2) transient, or

(3) mechanical shakers.
The electrodynamic shaker is undoubtedly the

most useful calibrator for laboratory use. However,
it usually suffers from insufficient amplitude at low
frequencies. A typical example of a low-frequency
electrodynamic shaker has a frequency range of

0.35 to 500 c/s but provides a maximum displacement
of only 2 in. (double amplitude), whereas about 20
in. displacement is required to develop 1 g at 1 c/s.

Transient shakers usually take the form of a
cantilever spring upon whose free end the instrument
under test is fixed. They suffer from the fact that
the excitation is transient, so that it is difficult to

correlate excitation amplitude with response. In
addition each shaker is usually restricted to a single

frequency and several shakers are requhed to cover
any appreciable range.

The mechanical shakers reviewed may be sub-

\
divided into three classifications: (1) four-bar link-

ages, (2) inertial shakers, and (3) rotary calibrators.

; Four-bar linkages, e.g., scotch yokes and slider-

i crank mechanisms, cannot generate a truly sinusoidal

1 test motion because of the varying effective moment
of inertia. In order to get the requisite stiffness in

the reciprocating parts it is required that a relatively

large mass be subjected to the test motion so that
the sinusoidally varying inertial forces are neces-

I

sarily large. If the test niotion is to be nearly
1 sinusoidal it is required that the angular velocities

: of the rotating parts be nearly uniform and it will

j therefore be required that the rotating members have

1
525'

a high moment of inertia, and a bulky, massive

device results.

An inertial shaker suitable for calibration purposes

has been designed by the Engineering Mechanics
Section of the Bureau [1] ' which consists of a spring-

mass driven by an eccentric weight. Its frequency
range is 20 to 110 c/s. Inertial shakers of lower

frequency are rarely used for calibration because of

poor waveform.
A rotary dynamic calibrator which uses the earth's

field for excitation has been devised by Wildhack
and Smith [2]. This device is limited in acceleration

amplitude to a maximum of 1 g at all frequencies.

It is presently in use b}' the Mechanical Instruments
.Section of the Bureau over the frequency range 1 to

30 c/s.

The dual centrifuge, which uses its own centrif-

ugal field for excitation, was described by Woolard
in 1939 [3]. It consists essentially of a small turn-

table mounted on a large one, each turning in a liori-

zontal plane. The instrument under test is mounted
on the small table. When the turntables have
constant angular velocities the seismic mass of the

accelerometer responds to a sinusoidally varying

component of the centrifugal force field generated by
the rotation of the large table. Woolard published

an equation showing the acceleration amplitude in

terms of angular velocities, original displacement, and
relative displacement of the seismic mass, but did

not publish a complete mathematical analysis of

the response. However, he did point out that when
the small table turns backwards so that it has zero

absolute rotation, the accelerometer is submitted to

sinusoidal acceleration which may be of large ampli-

tude. This is the practically important feature of

the dual centrifuge and one that has been generall}^

overlooked.
The following discussion, which describes a

mechanical configuration similar to Woolard's design,

and develops the equation of motion of the seismic

mass, shows the dual centrifuge to be a useful tool

for dynamic calibration, particularly when a large

amplitude is required at low frequencies.

' Figures in braelcets indicate the literature references at ttie end of this paper.
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2. Analysis of the Response of a Linear
1 -Degree of Freedom Seismic Acceler-
ometer to General Plane Motion Exci-
tation

Although the conchision of this paper is that the
useful form of the dual centrifuge is that one in

which the small table has zero absolute rotation, a
general analysis of the motion without this limitation
is instructive.

In the general case, the housing of the instrument
under test will have motion of 3 degrees of freedom,
i.e., two of translation and one of rotation. The
physical situation is shown in figure 1. The large

turntable turns with an absolute angular velocity

Wo about its center 0. The small table rotates about
point p with constant absolute angular velocity u>p,

and an angular velocity S2= Wp— coq relative to the
large table. The point 0 is chosen as the origin of a

plane nonrotating coordinate system, with positive

directions chosen according to usual convention. Let
the radius from 0 to p be Rq. In general, the test

position p' of the seismic mass m will not coincide
with p. If a-h represents the direction of the sensi-

tive axis, then p' is located an amount d from p,
perpendicular to a-h, and an amount e parallel to

a-h. Response of the instrument consists of dis-

placement S along a-h and the equation of motion is

therefore in terms of S.

The following assumptions apply to the analysis:

(1) Plane horizontal motion,
(2) Point 0 is fixed,

(3) i?o, Wo, and Wp are constant,-

(4) The instrument has no transverse response,

(5) The instrument is a linear 1 -degree of freedom
system,

(6) Accelerometer damping is viscous.

Referring to figure 1, it will be seen that if the
seismic mass m is constrained to motion along the
axis a-h the motion of the mass may be described
by the following coordinate equations in which s.

Figure 1. Schematic diagram of the dual centrifuge.

s, and s are relative to the instrument case:

x— Rq cos o)(/—d sin u:pt+ {e-\-s)cos o)/ (I)

y= Ro sin woi+ rf cos Wp<+ (e+ s)sin u)pt- (2)

Double differentiation shows that the coordinate
equations which describe the acceleration of m are:

x= — Ro Wo cos LOot-^d cop sin cop?— (e+ s)wp cos Wp<

— 2sajp sin Wpi+ « cos (3)

y=—Roul sin uot—dwl cos u pt— {e s) sin Upt

+ 2scoj, cos sin Upt- (4)

The acceleration along the axis a-h to which the
mass 7n is subjected is the sum of the projections
of these coordinate components along a-h, i.e.,

acceleration= i; cos Wpt-{-y sin 03pt or acceleration
= s — (e+ s) cop— i?oWo cos ^t.

So that the equation of motion may be derived:

ms -\-cs+ ks—mRoi4 cos ^t+ m{e+ s)col. (5)

IT
If w„= -»/— and 'p= clc critical when c critical

— 2^Jmk, this equation can be reduced to:

S+2^a)„S+(w?,— w^).s-= /?oWo COS Ut-\-ei4- (6)

The solution of eq (6) is

:

Rotj}l[{u)l—9.'^—uil) cos 9,t-^2pw„9, sin 9.t] e^l

The steady state portion of eq (7) reduces to

:

(7)

s=
RqcoI cos (Ut—cp)

(8)

in which

tan 0=
2pu„ n

It should be noted that in the form of the dual
centrifuge in which Wp=0, i.e., S2= — wq, eq (7)1

takes a form almost identical with the familiar

equation for a spring-mass accelerometer subject to

sinusoidal linear motion

/?owo[(w^— cos ilt+2pu>„^l sin Qt]
(9)1

In which ^2= — wq.

i



The steadj' state portion may be written:-

— -Rpt^O cos (mq/—0)
^jQ^

]

From the foregoing it is evident that for the special

lease in which the instrument has only translational

Imotion, the motion of is simple sinusoidal and
I hence nia}' bo direct]}' compared with data using an
lelectrodynamic shaker. In fact, for a given instru-

iment, data from the double centrifuge and the

electrodynamic shaker may be used together to

construct a single response curve (see figs. 7, 8,

||and 9).

3. Limitations of the Dual Centrifuge

Consideration of the response of a linear, single

|. degree of freedom system to the general case of the

dual centrifuge in which the angular velocity of the

ihttle table is independent of that of the large table

indicates that this form, of the equipment is not
attractive for accurate cahbration. Examination of

ithe response equation (7) shows that the magnitude
lof the transient at any instant depends upon Wp as

jwell as upon the instrument natural frequencv u„

land the instrument damping p. When
i 9

the transient is oscillatorv. At p^-\--^^-=l, the

j transient is criticallv damped and when p^-\--^^l,

lit is over-damped. This latter suggests that at

yerj large values of the ratio — the decay of the

transient may be so slow as to prevent the practical

attainment of the steady state condition. Moreover,
examination of the steady bias portion of eq (8)

shows that, even after steady state conditions have
been attained, there is a range of over whicli the

[
seismic mass wnll be frozen against the instrument

1 stops, the frequency' range over which this condition
will exist depending on the magnitude of the ofi"set e

lin figure 1.-

Without further evaluation of either of the above
•conditions, a decisive consideration is found by
examination of the periodic portion of eq (8) which

J discloses that the cond^ioix^of resonance will be
- realized whenever Wp^Q=a;„, so tliat a frequency-
response curve of the instrument can be drawn only
if the condition Wp==constant, i.e., a)o+^2=constant,
can be maintained. Since the frequency-response
curve is the objective of sinusoidal input testing,

this limitation appears to make use of the general

:
case of the dual centrifuge unprofitable. Accord-

iingly
the test machine which will be described in

the next section was made to operate with Wp= 0 so
that eq (10) is applicable.

i It is to be noted that, since a transverse axis

1 undergoes tiie same motion as the sensitive axis,
' the instrument under test is subjected to a sinosoidal

transverse excitation of the same amplitude and
frequency as the excitation along the sensitive axis.

If the transverse response of the instrument is linear

and independent of the principal (axial) response,

the transverse response will be sinusoidal and will

lag, or lead, the axial response by 90°. Under this

circumstance the error in calibration can easily be
estimated by assuming the electrical output of the
instrument to be proportional to the vector sum of

the axial and transverse responses. At a transverse
response of 5 percent of the axial response, the error

is thus found to be about 0.12 percent. In some
instruments, however, the response along one trans-

verse axis is dependent on the axial response, in-

creasing with the axial response. For this case the
error is not easily computed as the phase between
the axial and transverse responses will depend upon
this rate of increase of transverse response. More-
over, in this case, the transverse response is most
likely to be nonsinusoidal. However, it appears
that instruments with an appreciable dependence of

transverse on axial response along more than one
transverse axis are rare.

4. Description of the Dual Centrifuge

In view of the obvious advantage in having avail-

able for instrument test purposes the large accelera-

tion amplitude at low frequency that can be gener-
ated with the dual centrifuge and in view of the
great simplicity of the dual centrifuge when it oper-
ates with Wp=0, a dual centrifuge of this type has
been built.

A pilot model was first designed, constructed, and
tested in order to investigate the potential perform-
ance of this type of apparatus. This was subse-
quently replaced with an improved version suitable

for continuous laboratory use. The pilot model
dual centrifuge shown in figures 2 and 3 consists

essentially of a small turntable (2) mounted on a
large turntable (1) by means of a roller bearing cart-

ridge (6) and a radius arm (4). The instrument (3)

is mounted on the small turntable (2). Its leads are

brought to the overhead arm (15), no slip rings

being required. Since the pulleys which drive the
small table are all the same size, the absolute angular
velocity of the small turntable is controlled only by
the coaxial control pulley (14). In this case the
control pulley was fixed and hence the small turn-
table has zero absolute angular velocity. Motion
is transmitted through a system of open timing
belts and pulleys (7, 8). The main table is turned
by a motor (11) which is a shunt wound d-c motor
with armature rheostat speed control. Power is

transmitted via belt drive (12). The roller bearing
cartridge of the countershaft (5) serves to center
radius arm (4). The radius arm assembly is made
symmetrical by the addition of a small balance
weight (9). Thus the effective radius from the cen-
ter of the large turntable to the center of the small
turntable may be varied without altering the dy-
namic balance of the machine. Counterweight (lb)

serves to balance the combined effect of the radius
arm assembly and the coimtershaft assembly. In
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Figure 2. Experimental dual centrifuge.

preparation for a calibration, the accelerometer is

balanced by adding an equal weight to the small
counterbalance (9) and twice that to the large

counterbalance (10). The whole assembly is sup-
ported by the machine frame (13).

The machine shown in figure 4 conforms with the

basic design illustrated in figures 2 and 3, but has an
extended amplitude and frequency range. It has a

frequency range from 0.5 to 30 c/s, a displacement
amplitude range up to 12 in., and an acceleration

amplitude range up to 100 g at 10 c/s and higher

suitable for calibration purposes. The zero to peak
amplitude of the displacement is measured to within

±0.02 in. by means of two measurements of the dis-

tance from a fiducial line on the frame to the edge
of the small table. The angular velocity wo=— is

measured by counting on an electronic events per
unit time meter the number of pulses from a small

generator driven by the main shaft which develops

600 pulses for each revolution. If the count is over a

period of 10 sec the accuracy with which the average
velocity can be determined is ± 1 part in 6,000 at 1

rps and with better accuracies at higher velocities.

Errors in velocity measurement due to a progressive

change in velocity can be minimized by observing

the velocity over a period of time both before and
after as well as during the calibration. Errors in

calibration due to wow and to flutter at any fre-

quency other than the frequency of test can be

Figure 3. Experimental dual centrifuge.

View of lower control pulleys

Figure 4. Dual centrifuge.

detected as a deviation from sinusoidal wave shape
of the response of the instrument under test. It is

estimated that in practice the total error in velocity

measurement does not exceed ±0.02 percent of the
velocity at any velocity above 1 rps.

An additional source of error is found in the fact

that even the best rotating devices are not in perfect

dynamic balance. The machine pictured in figure 4

has a critical speed around 22 rps, varying with the

load, near which no calibrations have been made.
There is some unwanted sinusoidal vibration due to

dynamic unbalance at any frequency of test, but an
independent measurement of it can be made with a

piezo-electric accelerometer, which has no zero
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Figure 5. Dual centrifuge calibration accuracy of sinusoidal

linear accelerations.

frequency response, mounted to the big table with

its axis along a radius. The response of this instru-

ment is then a measure of the unwanted vibration.

Its phase relation to the response of the instrument

under test is unknown, so that it can only be said

that the sum of the error due to this vibration plus

any other periodic errors due to either vibration,

flutter or wow, or similar source does not exceed the

response of the monitoring piezo-electric instrument

to within the accuracy of the monitoring instrmnent.

In the case of the machine pictured in figure 4 no
such error greater than ±0.02 has been observed
during any test.

The estimated calibration accuracy attained with
this device over the acceleration range ±1/4 to

±100 g and the frequency range 0.5 to 30 c/s is

shown graphically on figure 5.

The phase of the response can be measured to

within an estimated ±5° by recording the output of a

photocell excited by a fixed light and a mirror at-

tached to the large table on a dual trace oscillograph

with the response of the instrument under test.

5. Experimental Results

Figures 6, 7, 8, and 9 show the results of calibra-

tions on the dual centrifuge. They appear to be
typical frequency-response curves. Figure 6 shows

Figure 6. Output of potentiometer-type accelerometer under
dual centrifuge excitation at 0.86 c/s and 0.6 g (zero peak).

1.0 10.0

FREQUENCY, e/s

Figure 7. Frequency response of potentiometer-type accel-

erometer.

Theoretical curve for a linear system of one degree of freedom with a damping
ratio of 0.75 and a natural frequency of 6.0 c/s.

excitation by electromagnetic shaker

O, excitation by dual centrifuge
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Figure 8. Frequency response of bonded strain-gage type
accelerometer.

9, excitation by electromagnetic shaker

O, excitation by dual centrifuge

the response of a potentiometer type acceleration

transducer when tested on the experimental equip-
ment pictured in figures 2 and 3, as recorded by a pen
writing oscillograph. Figure 7 shows the amplitude
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RE 9. Frequency response of unbonded strain-gage type

acceleronteter.

0, excitation by electromagrietic shalcer

O, excitation by dual centrifuge

response of the same instrument obtained by cali-

brations on the experimental equipment compared
with the results of calibrations on an electromagnetic
shaker. Figure S shows the frequency response, both
amplitude and phase, of a bonded strain gage ac-

celerometer determined by calibrations on the equip-

ment pictured in figure 4 and by calibrations on an
electromagnetic shaker.

Figure 9 shows the amplitude response of an un-
bonded strain gage accelerometer from calibrations

on the equipment pictured on figure 2 and on an
electromagnetic shaker.
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Electrodynamic Vibration Standard with a

Ceramic Moving Element

T. DlMOFF

National Bureau of Standards, Washington, D. C. 20234

This paper describes a new rectilinear vibration exciter specifically developed for accurate calibration of

piezoelectric accelerometers. It is an electrodynamic shaker, using a pennanet magnet with a ceramic moving
element guided by an air-bearing system. The moving element has a simple circular cross section and the

driving coil is wound directly onto it. Its first axial resonance is near 25 000 Hz. The working range of the

shaker extends from 5000 to less than 5 Hz. The moving element includes a means of mounting an internal

accelerometer that can be used as a secondary standard. Alternatively, the moving element/accelerometer

assembly can be calibrated by a reciprocity method and used as an absolute standard. The results

of measurements of transverse motion and harmonic distortion are presented, as well as an exmple of pickup

calibration.

INTRODUCTION

AS described in a previous paper,' the modification

made in a commercial electrodynamic exciter, in

which the flexural plates were replaced with air bearings,

eliminates or reduces many of the transverse motions.

The moving element—consisting of table, connecting

shaft, and driving coil—was not significantly changed.

In this moving element. Fig. 1(a), there are several

materials with different moduli of elasticity. Trouble-

some resonances are present not only in the long alu-

minum shaft but also in the other parts: the velocity

coil wound on thin Bakelite, and the driving coil

wound on four studs and held together with coil

varnish and a large supporting ring. It is unlikely that

the transverse motions of this exciter can be reduced

more or the useful range of frequency increased without

changing the geometry of the moving element.

Exciters of this type have been calibrated by a

reciprocity method and used for calibration of vibration

pickups at the National Bureau of Standards.^ The

' T. Dimoff and B. F. Payne, "Application of Air Bearings to

an Electrodynamic Vibration Standard,." J. Res. Natl. Bur.

Std. (U. S.) 67c, 327-333 (1963).
2 S. Levy and R. R. Bouche, "Calibration of Vibtation Pick-

ups by the Reciprocity Method,." J. Res. Nat!. Bur. Std. (U. S.)

57, 227-243 (1956).

output of the pickup mounted on the table for cali-

bration is compared with the output of the velocity

coil. The range of calibration is between 10-2000 Hz,

but many frequencies in this range have to be avoided

because of the distorted motion of the vibration table

caused by the shortcomings described above. More-

detailed discussions of the principles of operation and

limitations of the electrodynamic vibration standard

are given in the first three Refs. 1-3.

The present paper describes a new electrodynamic

exciter developed at the National Bureau of Standards

for calibration of small piezoelectric vibration pickups.

The moving element has a simple uniform cross section

and maximum axial and transverse stiffness. The char-

acteristics of the exciter are listed in Table III.

1. CONSTRUCTION

Considering the moving element as two masses con-

nected by a spring, where one mass represents the

table, the second mass the driving coil, and the spring

the material between, the fundamental axial resonance

^ Anon., "Calibration of Shock and Vibration Pickups," ASA
S2.2-1959 (Feb. 1959).
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(a.) (b)

Fig. 1. I a) Moving element with velocity coil, (b) Ceramic
moving element.

frequenc)- of this system is given by

1

f=~lK{M,+M.:)/M,M^y, (1)

27r

where A' is ihe spring constant, and Mi and M<i are

the two masses. It can be seen from this equation that,

to obtain a high resonance frequency, the spring con-

stant should be as large as possible and the masses as

small as possible. In addition to the resonances of the

mass-spring system of the moving element, we have the

resonances of the suspension system and the magnet
assembly. In order to have each of these major reso-

nances at the highest possible frequency within the

limitation of size and form of the moving element,

sintered aluminum oxide [^alumina (AlzOs)] was

selected as the material for the moving element."*

E. Jones, "Use of High-Strength Ceramics in Vibration Trans-
ducers," J. .\coust. Soc. Am. 36, 1615-1616 (1964).

Table I. Some physical properties of alumina ceramic con-
trasted with those of steel and aluminum.

Material Modulus of

elasticity

(psi)

Specific

gravity
Thermal
expansion
(in./in. °C)

Alumina (A^Osj 54X10« 3.7 7.8X10-«

Steel 30X10'^ 7-8 18X10-6
Aluminum 10X10« 2.5-2.8 24X10-'

The relevant properties of this material are contrasted

with those of steel and aluminum in Table I. In addition,

alumina is an excellent electrical insulator.

For the magnetic field, a permanent magnet was
selected instead of the usual electromagnet. The mag-
netic field in an exciter with an electromagnet is pro-

duced by a field coil that generates unwanted heat,

complicates the mechanical structure, and presents

some danger of an ac ripple in the dc field current. Such
perturbations cannot be toierated if calibrations of high

accuracy are to be attained. The new types of permanent

magnets are stable and provide enough magnetic-

field strength to produce the necessary force output.

To minimize transverse motion due to the suspension

system of the moving element, the moving element was
supported in the lateral direction and guided by air

bearings. The air bearing permits free axial motion and

prevents or reduces lateral motions.

A. Ceramic Moving Element

The vibration exciter with the ceramic moving ele-

ment and the airbearing suspension is shown in Figs. 2

and 3. The moving element is a 5^-in.-long tube of

alumina ceramic with an integral closure at one end.

The outside diameter is 1.8770 in. and the inside diam-

eter is 1.4920 in. The closed end is the mounting table.

It is J in. thick and has a center hole with a 10-32

thread. The standard pickup and the pickup to be

calibrated are mounted along the center axis of the

moving element on opposite sides of the f-in.-thick

mounting table, as shown in Fig. 2; the table surfaces

are flat and parallel. The standard builtin pickup, in

conjunction with the driving coil,* can be calibrated

absolutely by the reciprocity method or as a secondary

standard by comparison. The hole at one side of the

mounting table is for the lead of the builtin pickup. The
three threaded radial holes are for an auxiliary radial

suspension, which consists of three pieces of rubber

tubing \ in. in diameter. It provides an elastic vertical

support for the moving element and it can be adjusted

to maintain the position of the driving coil with respect

to the permanent magnet. These pieces of rubber tubing

are attached to the bearing by Teflon® studs. The

* R. R. Bouche and L. C. Ensor, " Use of Reciprocity Cali-

brated Accelerometer Standards for Performing Routine Labora-

tory Comparison Calibration," Shock & Vibration Bull. 34, No 4

(Dec. 1964).



Fig. 2. Electrodynamic vibration exciter

equipped with ceramic UxOving element 1 and
air bearing 2, vibration absorber 3, permanent
magnet 4, vibration pickup 5, and air inlet 6.

vertical suspension stiffness can be adjusted easily by
tensioning the rubber tubing (Fig. 4). The vertical

suspension can be accomplished also by passing a dc

current through the coil simultaneously with the ac

current and the rubber tubing can be eliminated

completely.*

The driving coil is wound on the reduced-diameter

portion of the moving element, directly on the ceramic.

Thus, as shown on Fig. 1 (b), a separate housing for the

coil is eliminated. Each layer of copper wire is impreg-

nated with high-strength epoxy cement. The constant

flow of cool air (60 °F) keeps the mounting table cool.

Having the lead of the driving coil coming to the top

of the shaft permits the moving element to be easily

removable (Fig. 5). Armatures with different configura-

tions or different standard pickups can be inserted and
removed conveniently when required.

^ B. Reznek, "Elimination of Static Shaker Deflection by D. C.
Armature Biasing," Proc. Inst. Environ. Sci. 196.^, 425-432 (1963).

B. Air Bearing

The air bearing, shown in Figs. 2 and 3, is of the

external pressure or hydrostatic type. It is 1.8772 in.

in diameter and 3 in. long. The material is 303 stainless

steel. There are two rows of six orifices each, 2 in. apart.

The orifices of 0.02 in. diam are drilled through the inner

sleeve. The surface of the bearing and the journal have

a surface finish of approximately 8 //in. and this permits

a bearing-journal radial clearance of 0.0001 in.

The compressed air used is the building supply,

filtered twice. The air is transmitted to the bearing by
means of flexible tubing with an inside diameter^^of

I in. The pressure is kept at 50 psi, and no oscillatory

effect due to the air flow is observed.

C. Magnet

The permanent magnet, shown in Figs. 2 and 3,

consists of a soft steel outer part, a center piece of
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Tig. 4. Setujj for calibration of a piezoelectric accelerometer. Img. 6. Setup for measuring transverse accelerations.
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If ihc bcaring-tiiblf assembly were mounted rigidlx'

1
10 the permanent magnet, many of the resonances

•generated ut the pennanent magnet would be trans-

Iniitted to the bearing, an(i, consecjuently, to the mount-
ing table. This would cause undersirable transverse

'motions superimposed on the required sinusoidal axial

jiiotion of the moving element. By mounting the bearing-

lable assembly, as shown in Tigs. 2 and 3, on three

iul)l)er vibration isolators, the troublesome resonances

are isolated from the mounting table.

II. TRANSVERSE-MOTION MEASUREMENTS

J'he ideal vibration exciter-calibrator should produce

pure sinusoidal motion without any transverse motions.

I'ransverse motions or accelerations of the mounting
I able were measured using two piezoelectric accelerom-

Llers mounted with their principal axes mutually

perpendicular to each other and to the direction of

motion. .\s shown in Fig. 6, the accelerometers were

mounted in pairs to provide a symmetrical inertial

(Kid on the moving element. No significant difference

was observed between measurements made with indi-

vidual members of any pair. Axial acceleration was

measured with the builtin accelerometer.The equipment

used for the measurements is listed in Table III.

Figure 7 shows the transverse acceleration of the

exciter in percent of the axial acceleration. The trans-

verse motions indicated by these devices should not be

attributed entirely to the exciter, since no correction

was made for the transverse sensitivity of these

pickups.

According to the manufacturer's specification, they

have 0.5% transverse sensitivity at low frequencies.

The manufacturers' determination of the transverse

sensitivity of an accelerometer is usually performed at

a single low frequency. Thus, the indicated transverse

acceleration at high frequencies in Fig. 7 may be owing

to transverse response of the accelerometers or to

transverse motion of the exciter or both. However, a

number of different determinations provide assurance

that the transverse acceleration is no worse than the

li% in Fig. 7.

I n.. 7. Measured transverse ac-

tcleralions due to transverse motions.
-0: Horizontal No. 2. c : Ver-
liciil X<i. 1. : : 10 p. : 5

POSITION OF
ACCELEROMETERS

1000 5000 10000
FREQUENCY, H2

100

FREOUENCY, Hi

1000 10000

Fig. 8. Calibration factors of a piezoelectric

acceleration pickup. Air-bearing exciter—
10 g. A: 5 g. B: 2 g. Vibration Standard—
0 : 10 g. : 5 g. A: 2 g. V ; 1 g. Piezoelectric

exciter— X : 4;u in.

lie. y. Indicated dislorlion vs

lrfquenc\. —O: 0.06-lb pa\load.
-: 0.285-lb payload, c: lO^g. :

10 g. •; 5 g. : 5 g. a; 2 g. 1000 5000 10000
FREQUENCY, Hz
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Table 11. Peiformance data for air-bearing exciter. Table III. Equipment used."

Weight of moving element
Force rating

Maximum table excursion

Frequency of major resonance
Driver-coil resistance

Stray magnetic field at table level

1 lb 1. Standard built in accelerometer, Kistler, model 808K1.
15 lb 2. Accelerometers for measurements of transverse motions,
0.7 in. Endevco, model 2224C.
25 000 Hz 3. Oscillator, Hewlett-Packard, model 202CR.
3.3 fi 4. Amplifier, optimation model P. A. 250.

13 G (13X10^ T) 5. Distortion analyzer, Hewlett-Packard, model 331A.

m. CALIBRATION OF PICKUP

The setup for calibration of a piezoelectric ac-

celerometer is shown in Fig. 4. Figure 8 shows the cali-

bration factors of a piezoelectric accelerometer obtained

by 3 independent calibrations.

The first set of symbols represents the results of

calibration by the comparison method using the air

bearing exciter. The second set of symbols represents

the results of calibration using a vibration standard of

the conventional design that has a velocity-sensing coil

calibrated by the reciprocity method. The third set of

symbols represents the results obtained by measuring

the amplitude of vibration by photometric interferom-

etry on a piezoelectric exciter.

IV. DISCUSSION

The tests performed on the new exciter indicate that

the goal for which it was designed has been attained.

The performance data of the exciter are given in

Table I. In the frequency range below 5000 Hz, the

exciter meets present requirements for accurate cali-

bration of piezoelectric accelerometers weighing less

• Certain commercial materials and equipment are identified in this paper
in order to specify adequately the experimental procedure. In no case does
such identification imply recommendation or endorsement by the National
Bureau of Standards, nor does it imply that the material or equipment
identified is necessarily the best available for the purpose.

than 0.5 lb. For such loads, a level of 10 g can be

generated throughout the frequency range with trans-

verse acceleration due to transverse motion every-

where less than 1|% and with distortion less than 1%
(see Fig. 9).

If care is taken to avoid a few narrow frequency

ranges, good motion can be obtained at frequencies

up to 20 kHz.
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Improved Transfer Standard for Vibration Pickups

E. Jones, D. Lee, and S. Edelman

Mechanics Division, National Bureau of Standards, Washington, D. C. 20234

This paper describes a vibration transfer standard designed to provide comparison calibrations of pickups

with minimum degradation. Features of the design are the use of a ceramic housing of a stiff, light, lossy

material; provision of a means for evaluating the quality of the motion by the use of three integral acceler-

ometers oriented parallel to the nominal direction of motion; and design of the geometry to minimize

differences in motion between the pickup being calibrated and the standard. The useful frequency range

is 10-10000 Hz.

INTRODUCTION

IN most vibration laboratories, calibration of a vi-

bration pickup consists of comparing its output with

that of a transfer standard when both are subjected to

the same motion. A transfer standard is a standard

pickup that can be used to calibrate other pickups con-

veniently with the accuracy required. Usually the com-

parison is performed on a calibrator that can be

mounted on a shake table with provision for mounting

the pickup to be calibrated (the test pickup) on the

calibrator. The active portion of the calibrator may be

a separate pickup mounted near the test pickup, or it

may be an integral part of the fixture. The accuracy of

a comparison calibration depends on the characteristics

of the standard and of the motion. The various features

of an improved experimental calibrator and their in-

fluence on the factors that determine the quahty of a

calibration are described below. The characteristics of

the motion applied to the test pickup and the standard

depend on a number of factors in addition to the design

of the transfer standard. The improved design provides

Fig. 1. Assembled standard.

a means for detecting "bad" motion that would cause

inaccuracy.

I. DESIGN OF IMPROVED TRANSFER STANDARD

The improved calibrator is pictured in Fig. 1 and
shown schematically in Fig. 2. Its principal parameters

are given in Table I.

Experience in calibraUng vibration pickups by many
different techniques at the National Bureau of Stand-

ards indicates that defects in the motion cause most of

the inaccuracies in a calibration. Among the more

serious of such defects are differences in the motion

applied to the two pickups, as well as nonaxial and non-

sinusoidal motion, all of which are likely to have dif-

ferent effects on the standard and test pickups. The new

Table I. Characteristics of improved transfer standard.

Mass

Height

Diameter of mounting surface for

pickup

Diameter of calibrator mounting
surface

Typical resonant frequency (mounted)

Typical calibration factor

Material of housing

Piezoelectric element

Inertial mass

Material of coating for electrical

shielding (mounting surfaces not

coated)

Thickness of AI2O3 between test

pickup and standard

0.110 kg

2.54 cm
3.17 cm

3.81 cm

65 kHz
25 mV (peak)/f (peak)

Sintered aluminum
oxide (AD99)

PZT-5

Carboloy 999

Moly-manganese

1.14 cm



Fig. 2. Parts of standard. 1. Ceramic housing with
moly-manganese coating. 2. Hole for spanner
wrench. 3. Mounting hole for pickup lead. 4. Recess
for pickup elements. 5. Center hole with 10-32

thread. 6. Piezoelectric elements for pickups.

7. Inertial masses for pickups. 8. Ceramic cover
plate and bottom mounting surface.

1-

transfer standard is designed to minimize the harmful

consequences of such defects in the motion.

The size, shape, and mass of a cahbrator directly

affect the motion applied to the two pickups. The modes
of vibration of the shaker affect the motion of the cali-

brator and vice versa, while the combination of the two

has still another set of resonances. Extremely long, thin

shapes tend to promote flexural modes of the shaker-

calibrator system and magnify the nonaxial motion at

the location of the test pickup. A wide, thin disk is an

undesirable shape because it has little resistance to non-

uniform surface motion of the shake table at higher

modes of vibration and, at some frequencies, may even

promote such nonuniform motion. The calibrator should

be light, compact, and stiff so that its resonances and

its effect on the resonances of the shaker will be out of

the frequency range of interest as much as possible. The
shape shown in Figs. 1 and 2 represents the best com-

promise we have found between these requirements and

the needs for mounting space.

The choice of sintered aluminum oxide for the housing

is one of the most important features of the design. It

has been found to have considerable advantages over

more usual materials for shake tables and pickups.^ Its

properties are compared with those of other materials

used for vibration fixtures in Table II.

Because of the low density, the calibrator loads this

shaker less than it does one of a similar size and shape

made of more usual materials. Because of the combina-

tion of low density and high Young's modulus together

with considerable damping for such a stiff material, the

frequency at which wave motion becomes signficant is

well above the frequency range of interest. Hence, in-

accuracies due to different motion of the test pickup and

' E. Jones, J. Acemst. Soc. Am. 36, 1215-1216 (1964).

the standard are minimized, whether the differences are

caused by different deformations, by each pickup, of the

mounting surfaces or by a mode of vibration of the

mounting surface that provides more motion at one

location than at another.

In this calibrator, the standard consists of the com-

bination of three small pickups mounted in wells on the

underside of the surface on which the test pickup is

mounted. The use of the same pickups to determine

when the motion is free of defects that might cause in-

accuracy is described in a later section. Each of the

small pickups built into the calibrator consists of an

active element of lead zirconate-titanate piezoelectric

ceramic and an inertial mass of tungsten carbide. The
parts of the pickup are cemented together with a silver-

filled epoxy, which is also used to cement the pickup to

the calibrator. The construction is adapted from a tech-

nique described previously,^'^ which is one of a number
of techniques developed at NBS to provide vibration

pickups for special applications for which suitable com-
mercial instruments were not available.'*"' With this

background to draw on, we are reasonably sure that the

type of construction used will produce as good stability

of the calibration factor over long periods of time as the

type of piezoelectric material allows.

Since the sintered aluminum oxide is an electrical in-

sulator (see Table II), the pickups are isolated from

2 E. Jones, S. Edelman, and K. S. Sizemore, J. Acoust. Soc. Am.
33, 1462-1466 (1961).

^ E. Jones, S. Edelman, and E. R. Smith, 23rd Shock and Vi-

bration Bulletin (1956).
' L. T. Fleming, J. Instr. Soc. Am. 24, 968-972 (1951).
5 T. A. Perls and C. W. Kissinger, Rev. Sci. Instr. 25, 983-988

(1954).
^ S. Edelman, E. Jones, and E. R. Smith, J. Acoust. Soc. Am.

27, 728-734 (1955).
'
J. E. McKinney, S. Edelman, and R. S. Marvin, J. Appl. Phys.

27, 425-430 (1956).
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Table IT. Properties of materials used for vibration fixtures

(typical values).*

Table III. Results of calibration of NBS transfer standard
No. 109.

Material Modulus Specific Thermal Electrical

of

elasticity

(psi)

gravity coefficient

of

expansion
("in /in . °P1^111,/ 111.

resistivity

(juiJ-cm)

Alumina (AI2O3) 54X10« 3.7 7.8X10-8 1021

Steel 30X10« 7-8 18 XlO-s 15-20

Aluminum 10X10« 2.5-2.8 24 XlO-« 6
Tungsten carbide 105X10« 15.25 4.0X10-6 17

Tungsten 59X10« 19.4 4.0X10-6 6

•Adapted from T. Dimoff. J. Acoust. Soc. Am. 40. 671-677 (1966i.

each other and from ground except where connections

are deliberately introduced. Electrical shielding is pro-

vided by a coating of moly-manganese electrolytically

deposited on the surfaces indicated in Fig. 2. The top

and bottom mounting surfaces are left uncoated so that

they are electrically insulating.

The high value for the mounted resonant frequency

of the pickups helps minimize the inaccuracy caused by
harmonic distortion in the motion. If a calibration is

performed to 10 kHz, the response of the standard to

distortion even as high as the third harmonic will not

be too much different from its response to the funda-

mental. However, inaccuracy in the calibration may
occur if the response of the test pickup to the third

harmonic is much different from its response to the

fundamental; but such inaccuracy will depend on the

characteristics of the test pickup rather than on the

characteristics of the standard.

II. BEHAVIOR AS STANDARD PICKUP

The frequency response of a typical transfer standard

is given in Table III. Transfer Standard No. 109 was

calibrated on the NBS vibration standards by the

methods used in routine calibrations. The output termi-

nals of the three sensing elements were connected in

parallel into a cathode follower. The transfer standard

was attached to the shake table with a stud that per-

mitted the base of the standard to be in direct contact

with the mounting surface. The contacting surfaces

were coated with medium petroleum lubricating oil. A
solid, cylindrical 28-g stainless-steel mass, 1.59 cm in

diam, was mounted on top of the standard to simulate

the effect of a pickup. The standard and the weight were

tightened with a torque of 18 Ib-in. The results are

shown in Table III. The calibration factor is the ratio

of the open circuit output of the cathode follower in

millivolts (peak) to the acceleration in g (peak). The
effect of other masses is being studied.

III. USE TO EVALUATE QUALITY OF MOTION

As noted above, most errors in calibration are caused

by bad motion. Nonsinusoidal motion can be detected

by analyzing the pickup output with a distortion

537

Frequency Calibration Gain of cathode
(Hz) factor follower

(mV/g)

10 24.7 0.9667
15 24.7 0.9707
30 24.8

50 24.8 0.9744
100 24.8 0.9746
200 24.8 0.9748
SCO 24.7 0.9747
900 24.8

1700 24.6 0.9747
2000 24.7

2500 24.7

3000 24.8

3500 24.6

4000 24.9

4500 25.1

5000 25.0 0.9747
5500 25.0

6000 25.0

6500 25.2

7000 25.2

7500 25.2

8000 25.3

8500 25.3

9000 25.3

9500 25.3

10 000 25.4 0.9746

analyzer. There is no similarly simple way to detect

other kinds of bad motion. For example, at the frequen-

cies of flexural resonances of the shake table and at the

resonant frequencies of higher-order modes of vibration

of fixtures, large-amplitude nonaxial motion can occur.

Such motion may generate unusually clean sinusoidal

signals from the pickups. The sensitivity of the pickup

for such excitation usually is much different from its

sensitivity when the motion is axial.

The three pickups in the transfer standard provide a

sensitive means for detecting nonaxial motion of the

pickup being calibrated. The outputs of each of the

three internal pickups and the output of the pickup

being calibrated are used in pairs to form Lissajous

figures. The three Lissajous figures formed by the in-

ternal pickups and one or more formed by combining

the output of one of the internal pickups with the pickup

being calibrated are exhibited on an oscilloscope. At a

low frequency where the motion is good, the gains of

the various amplifiers are adjusted so that each figure

is a straight line at 45° to the vertical. As the frequency

of vibration is changed, bad motion shows as changes

in one or more of the lines. Rotation of the surface of

the shake table about any axis through the table, or

breakup of the surface motion into higher modes,

causes one or more of the figures generated by the in-

ternal pickups to become an ellipse. Rotation about an

axis outside the table is shown by rotation of one or more
of the traces away from the 45° position. Motion of the

central portion of the table out of phase with the motion



of the periphery shows as opening of the figure that uses

the signal from the pickup being calibrated. Various

combinations of the different modes may occur.

Purely transverse components of the motion of the

shake table are not detected by this calibrator. How-
ever, we assume that the transverse components of the

motion of a shake table are always accompanied by
other undesirable components which are detected by
this calibrator. This conclusion is supported by the

results of many experiments under various conditions

and with many different shakers.

The interpretation of signals from the internal pick-

ups to determine when the motion of the shaker is

suitable for accurate calibration requires much ex-

perience and study. The motion is obviously unsuitable

if the oscilloscope traces show ellipses or lines far from
45°. However, with experience, one can detect much
less obvious bad motion by small changes in the

Lissajous figures as the frequency is changed. A correla-

tion has been noted between bad motion detected by

the caHbrator and erratic results of the calibration.

Data are being gathered now to demonstrate the connec-

tion quantitatively. Enough work has been performed

to make it possible to say with assurance that the results

of a calibration in the useful frequency and amplitude
ranges of a pickup will be reproducible when the cali-

brator indicates that the motion is good. When the

results given in Table III are used to calibrate a pickup
by comparison with this transfer standard, we estimate

that the over-all uncertainty is less than 2% when used
in a temperature-controlled laboratory.

IV, CONCLUSION

For most vibration laboratories, we believe that a

device of the type described in this paper will be useful

principally as a transfer standard, that is, a standard

pickup that can be used to calibrate other pickups con-

veniently with the accuracy needed. For the few labo-

ratories concerned with calibrations of the best

attainable accuracy, the principal usefulness of the

device will be to monitor the motion during calibration.
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ABSOLUTE CALIBRATION OF VIBRATION GENERATORS

WITH TIME-SHARING COMPUTER AS INTEGRAL

PART OF SYSTEM

B. F. Payne
National Bureau of Standards

Washington, D.C.

Improved shakers with a simplified ceramic moving element and a
reference accelerometer now permit reciprocity calibration over a

frequency range from 10 to 5000 Hz. This paper describes the present
NBS shaker calibration procedure in which magnitude and phase lag
measurements are made. Calibrations to 10 kHz are planned.

A teletypewriter gives access to a central time-sharing computer
which can accept commands and data from punched paper tape or from
the keyboard. The data may be recorded from digital measuring in-

struments by a special coupling system. Data reduction is rapid and
permits errors to be corrected quickly.' The combined use of the com-
puter and the digital data recording system cuts the calibration time to

about one -fourth that required by previous methods. Monitoring the

quality of motion of the shaker by the computer makes possible im-
proved accuracy of the calibration process. Calibration of one of the

improved shakers is described.

B. F. Payne

INTRODUCTION

In calibration of vibration standards, accu-
racy is affected by many mechanical and elec-
trical factors, and exact reproduction of condi-
tions is extremely difficult. Accordingly, it is

particularly important to know the results of

measurements while the experimental setup is

still in place. It is useful to know almost im-
mediately if data are changing uniformly or
randomly, and to assess the effects of varying
the parameters to obtain optimum performance.

This paper describes a system for data
collection and reduction with a time-sharing
computer as an integral part of a calibration

system. Data from digital instruments such as
voltmeters and frequency counters are trans-
mitted to a teletypewriter either automatically
or manually. The teletypewriter prints a copy
of the data and also punches a paper tape. Data
from the tape can be fed into the computer
through the teletypewriter, and the computed
results are recorded in return by the teletype-

writer. Various combinations of data sources
can be read into the recording system by a

switch located on the interface equipment.

Most of this paper is devoted to the appli-

cation of this technique to the known reciprocity

calibration of vibration exciters. The ratio

circuitry is presented in a general form and
other applications for the circuitry are sug-
gested in the Appendix.

The data analysis techniques follow current
practice which has been found to be useful.

Additional experience with the calibration sys-
tem may lead to alternative criteria for the

screening of data due to bad motion and other
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causes. Other aspects of data analysis tech-

niques are also being investigated.

FEATURES OF TIME -SHARING
COMPUTER SERVICE

A time-sharing computer gives the user a

connection between the computer and his labo-

ratory and permits him to communicate with

the computer by some suitable means — usually

a typewriter. By typing in or reading in taped

data and commands, the user can receive an-
swers in a matter of seconds or minutes.

The time-sharing system here is a com-
mercial system using the BASIC language.

There are other systems avail?ble which in

addition to BASIC can be programmed in ALGOL
and a special version of FORTRAN. The com-
puter used in this system has a 16 K word stor-

age and a 6-iLtsec memory cycle.

Changes in the program are easily made
by retyping a statement number and statement
for each correction since a program is recom-
piled on each run. New statements can be in-

serted between existing ones. Each user is

allocated a certain amount of space in which he

can store his programs and recall them later

by typing out the name of the desired program.
Storing the most commonly used programs pro-
vides a rapid means of access to a large amount
of information. Some of the systems also have
libraries of commonly used programs, called

system programs, available to each user. If a
laboratory has a number of instruments which
are used as reference standards, a detailed

calibration or performance characteristic chart

can be compiled in the form of a program for

each instrument. The users of the instruments
use the computer efficiently by naming the pro-
gram for that instrument when the calibration

information is desired for a comparison test.

The remote consoles are commercial tele-

typewriters connected to the central computer
by telephone lines. The computer time is sold

to customers by the terminal hour each month;
usually 25 or 50 hr is the minimum. The tele-

typewriter can be rented or purchased.

BASIC is a user-oriented language. It is

similar in structure to FORTRAN, but does not

take as much training and time to learn. The
average person can learn the essentials of

BASIC in 2 hr using an instruction book. For
more sophisticated programming, FORTRAN
and ALGOL are available.

One of the attractive features of this sys-
tem is that one can program, edit, debug, store,

and update at the typewriter console with only a
small delay between commands. The editing

commands have a higher priority than the run
command, thus making it possible to debug a
program very rapidly. Programs in the user's
storage can be combined to form still other

programs. Large segments of a program can
be deleted from the current program in the

working area of the computer without affecting

the "saved" program in the memory area. This
residual program can then be combined with

another program, using the "merge" or "weave"
commands, thus creating a new program which,
if desired, can be renamed and saved for future

use. In all this, the two original programs are
unchanged and are still available for use. An
application of this technique is in transferring

data from one program to another, eliminating
the need for re-reading in the data for the sec-
ond program.

DESIGN OF IMPROVED SHAKER

For a number of years the reference in the

National Bureau of Standards calibration serv-
ice for vibration pickups has been a velocity

sensing coil calibrated by a reciprocity method.
The coil was part of the shaker used to provide
motion for the pickups being calibrated. The
large size and complicated structure of the

shaker caused resonances and cross-axis mo-
tions which limited the accuracy which could be
achieved and the frequencies at which satisfac-

tory calibrations could be performed. Modifi-

cations of the flexures of the shaker reduced
cross-axis motion but provided little significant

improvement because the basic design remained
unchanged. A much smaller, simpler shaker
has been built specifically for calibration and
has been found suitable to 5 kHz [1]. The new
shaker uses an accelerometer in place of a

velocity coil. This change was necessary be-
cause at the higher frequencies the velocity

coil signal was lost in the noise level. Also,

since most of the pickups calibrated are accel-

erometers, it was convenient to have a standard
that was linear with acceleration instead of

velocity.

The shaker is shown schematically in

Fig. 1. The moving element is made from a

single casting of alumina (AI2O3) which is

ground to fit the stainless steel bearing. The
driver coil is wound on and epoxied in place to

make the whole moving element rigid. Pickups
can be mounted on this by a 10-32 screw.



Fig. 1 - Electrodynamic vibration exciter
equipped with air bearing and ceramic
moving element

RECIPROCITY CALIBRATION

By the reciprocity technique, a shaker
equipped with a velocity coil or transducer is

calibrated. This shaker can then be used to

calibrate other transducers. The reciprocity

calibration is called "absolute" because it is

independent of arbitrary standards. It is based
on measurements of voltage ratio, resistance,

frequency, and mass, and is not a technique of

comparison of secondary standards. The accu-
racy attained reflects the accuracy with which
one makes the measurements and the character

of the physical motion of the exciter, for exam-
ple, whether the motion is purely sinusoidal or

distorted and whether or not one is operating

near a resonance.

Until recently the reciprocity calibration

of shakers was limited in frequency range to

10 to 2000 Hz. In large part, this limitation

was due to the complicated structure of the

shakers. With the advent of the new shakers
described earlier, it has been possible to ex-

tend the range to 5000 Hz.

The reciprocity calibration technique used
was an adaptation of the one given in Refs. 2

and 3. A brief outline of the measurements
necessary for a reciprocity calibration follows.

Experiment 1

With the shaker being driven by an oscilla-

tor and amplifier and the circuit as shown in

Fig. 2, the first set of measurements consists

of the transfer adm.ittance given by

Y _ I (driver coil)

E (standard accelerometer

)

where a bar above the symbol for the variable

denotes a complex number. This ratio can be
measured by computing the current I from the

known drop in voltage across a 10-ohm resistor

in series with the driver coil and amplifier.

The quantity measured is

E (10-ohm resistor)
R = -:: ^ '-

.

E (standard accelerometer)

Therefore,

Y . ^ mho .
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STANDARD
ACCELEROMETER

POWER AMPLIFIER

DRIVER
COIL

TUNING
CAPACITORS

Fig. 2 - Schematic for transfer admittance
measurements and use as calibrator

A block diagram of the electrical circuit

for the ratio measurements is given in Fig. 3.

This shows a general circuit used for voltage

ratio measurements. In the case of experiment

1, the reference signal is the voltage drop
across the 10-ohm resistor and signal 2 is the

voltage generated by the standard accelerome-
ter. Both switches are in position 1. A series

of such readings is taken for each frequency
and consists of readings taken with incremental
weights attached to the mounting table one at a

time; the increments ranged from 0.1 to 0.5 lb

in this calibration. Zero load readings are
taken after each load. Also, the phase angle

for each point is needed. In all, 22 data points

for each frequency are required for a calibra-

tion.

Having measured the transfer admittance

for a series of loads at a given frequency, we

now plot graphs of the real and imaginary
components of the ratio w/(Y,,,- Yg) vs w, where
w is the value of mass attached to the table and
Y^^, and Yq are the transfer admittance for the

various loads and zero load, respectively. The
zero intercepts of these plots and their slopes
are computed by the weighted least square
method of Bouche [4], who has shown that the

error in w/(Y,^- Y^) is inversely proportional
to w.

The values of Y^ used in the calculations

are obtained by averaging the values of the Y^

measurements before and after each measure-
ment of Y^^. The computed values of intercept

J and slope 0 are used in determining the sen-
sitivity of the standard. Figure 4 shows the

shaker and readout instruments used for these

measurements.

DC AMPLIFIER

CATHODE

FOLLOWER
COMPUTER

Fig. 3 - Block diagram for phase angle
and/or voltage ratio measurements for
two ac signals
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Fig. 4 - Experimental setup for
obtaining transfer admittance data

Experiment 2

In this experiment, the open circuit voltage

ratio of the standard accelerometer to the

driver coil is measured when the shaker is

driven with a second shaker. The moving ele-

ment of the second shaker is connected to the

mounting table of the shaker being calibrated.

The ratio circuit is again given by Fig. 3. This
time the reference is the voltage generated by
the driver coil as it moves in the magnetic field

of the shaker. Signal 2 is the voltage generated
by the standard accelerometer. In such a case,

where both signals fall below 2 v, the reference
is amplified before being fed into the reference
channel of the ratiometer. Measurements are
usually taken every 50 Hz throughout the cali-

bration frequency range. Three sets of data
are usually taken and are used to compute the

final value used. Phase angles are also taken

here for each ratio data point. For the fre-

quency range of 10 to 2000 Hz, a Goodman's
V47 shaker was used to drive the standard
shaker. For the frequency range of 2000 to

5000 Hz, a piezoelectric shaker was used.

While driving with the piezoelectric shaker, a
matching transformer and a network of step

inductors in parallel with the driver coil was
found to be necessary to minimize the distortion

in the motion. By a careful adjustment of the

inductor bank, the distortion was kept at ap-
proximately 1 percent. Data from these two

experiments are sufficient to determine the

sensitivity of the mounting table of the shaker
in volts output of the standard accelerometer
per g (acceleration of gravity) of table acceler-
ation.

DRIVING ELECTRONICS

The oscillator provided a signal with no
more than 0.05 percent distortion and fluctua-

tions in amplitude after one hour warmup of no
more than ± 10 jiv for a 0.5-v signal level, as
measured by a differential voltmeter.

The potentiometer which controlled the

amplitude of the signal to the power amplifier

had the equivalent of 10 turn resolution.

The power amplifier provided 250 watts

with less than 0.1 percent distortion. The
combined harmonic distortion of the oscillator

and amplifier was checked periodically at less

than 0.1 percent.

A matching network of capacitors, varying
from 0.1 to about 150 ;uf, was used to tune the

amplifier and shaker for best efficiency. Paper
or mylar-paper capacitors were used, since

they are the least noisy for this purpose.
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MEASURING SYSTEM

The principal measurements in reciprocity

calibration are ac/ac ratios. The instruments

available to measure such ratios have improved
greatly in the last few years. Systems used

earlier are described in Refs. 2, 5 and 6.

The system used for the work described

here consists of the following components: (a)

two ac/dc voltage converters effective to fre-

quencies as low as 1 Hz, (b) frequency counter,

(c) phase meter with dc voltage output to feed

into a digital voltmeter, (d) dual trace oscillo-

scope, (e) coupler program box, (f) digital

ratiometer-voltmeter, (g) Model 101 data set,

(h) Model 35 teletypewriter, (i) two high-input

impedance cathode followers, (j) dc amplifier,

(k) two voltmeters (3 percent) for setting lev-

els, and (£) ac voltage divider.

The digital ratiometer used consists of two
ac/dc converters and a dc/dc ratiometer. It

measures ac voltages over the frequency range

from 10 to 10,000 Hz with an accuracy of ap-

proximately 0.5 percent for voltage signals

from 10 mv to 10 volts. Ratios of ac/ac can be

measured with greater accuracy by keeping the

reference voltage (denominator) at 3 v or more.
Over the frequency range from 10 to 10,000 Hz,

the accuracy of the ratio will be about 0.2 per-

cent if the numerator signal is as low as 5 mv,
and it improves to about 0.1 percent if the nu-

merator signal is above 10 mv. If the reference

signal is less than 3 v, a good dc amplifier can

be used in the reference branch of the ratiom-
eter. The gain of the amplifier can be meas-
ured so accurately that the overall accuracy of

the ratio is not appreciably impaired.

In using the dc amplifier in the reference

branch of the circuit, we found we needed to

buffer it on the ratiometer side by a cathode

follower of high-input impedance (1000 meg-
ohms). A cathode follower was also used on

the signal side of the dc amplifier to buffer the

signal feeding into the voltage divider (Fig. 3).

These cathode followers prevent loading effects

which otherwise would introduce appreciable

errors. For signals whose reference signal is

greater than 2 v, both switches 1 and 2 are in

position 1 and the ratiometer reads the ratio

directly.

The procedure for obtaining voltage ratio

measurements for signals whose reference
drops below 2 v is as follows:

1. Set the dc amplifier to some convenient

gain (usually x 30) and adjust the voltage di-

vider to give a reference signal of 5 to 10 v.

2. With switch 1 in position 1 and switch 2

in position 2, record a voltage ratio R 1.

3. With switch 1 in position 2 and switch 2

in position 2, record a second voltage ratio R 2.

4. Program the computer to calculate the

ratio R = R 1/R 2.

An alternate method for signals with low
reference voltage is to measure the combined
gain of the dc amplifier and cathode followers

for the various frequencies of the calibration

and then program the computer to make the

gain corrections.

The system described above can reflect

changes in ratio very quickly (5/sec in tracking

mode), has an overall accuracy of at least 0.2

percent, has provision for printer output, and
will feed a paper tape punch and typewriter.

INTERFACE BETWEEN MEASUR-
ING INSTRUMENTS AND
COMPUTER

In Fig. 3 the interface equipment is denoted

by the coupler and program box and the data set.

The coupler accepts information from the dig-

ital ratiometer, frequency counter, and phase

meter. It operates on this information by cod-
ing, formatting, and transmitting it to the tele-

type. The data set, a standard piece of telephone

hardware, permits the user to use the teletype

as a device to record data, both as hard copy
and on paper tape. The coupler can work with

many different printout devices, including mag-
netic tape producing units as well as the tele-

typewriter. The teletypewriter, however, is an

economical printer-tape punch as well as a

computer outlet.

The choice of data is made by providing

various format options of all the possible types

of data sequences likely to be needed for a par-

ticular application. A switch on the front panel

of the coupler is used to choose the format op-

tion. Each position of the switch provides a

particular sequence of data to be collected and

the various positions comprise all possible

sequences likely to be needed for a given appli-

cation. The data collection is done while the

teletypewriter is disconnected from the tele-

phone line to the computer. This is accom-
plished by a switch located on the teletype which

either connects the telephone line or the coupler

to the teletype. For data recording, the tele-

type is connected to the coupler.
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The coupler has two modes of operation,

manual and automatic. In the manual mode,
one data logging cycle is executed when the

command button is depressed; in the automatic

mode, the coupler continues to log data one

cycle after another until switched out of the

automatic position. The coupler also formats

the data for use on the computer. The coupler

has a number of features for data formatting.

Extra characters can be inserted, such as com-
mas and decimal points. A manual data entry

panel provides for manual data entries, such as

run numbers or time. After the coupler logs

the data, it automatically advances the state-

ment number.

After the data are collected on the paper

tape, the teletype is connected to the telephone

line and the data on the paper tape are read into

the computer by the tape reader located on the

teletype. The results of the computer program
are printed on the teletype and can also be put

on tape for future use.

FROM DATA TO RESULTS-USE
OF TIME-SHARED COMPUTER
SYSTEM

In practice the voltage ratio experiment is

performed first. Usually, three sets of ratios

covering the frequency range are taken. The
data, collected on tape and teletypewriter as

described above, consist of frequency, voltage

ratio, and phase angle. The phase angle can be

recorded at the same time as the ratio, or it

can be recorded in a separate run.

To measure the phase angle, a digital phase
meter is used which utilizes the digital dc volt-

meter part of the ratiometer. By a remote
command feature, the ratiometer can be elec-

tronically switched from voltage to ratio and
the input can be switched to the signal from
the phase meter, so that the coupler will pre-

sent to the teletypewriter voltage ratio, phase
angle, and frequency.

In the voltage ratio experiment, the com-
puter is asked to read in the ratio, phase, and
frequency data points, normalize the ratio by

dividing by 2 Ftt x 10"^ (F = frequency), and give

a second-degree polynomial fit for the normal-
ized data vs frequency. Using the constants for

this fitted equation, the computer calculates

and prints out the fitted voltage ratio for inte-

gral frequencies (every 50 Hz). Thus, even
though the original data were taken at only ap-

proximate frequency intervals, in its final form
results are for exact intervals.

After the voltage ratio is taken (experiment
2), the calibration measurements are completed
by obtaining the transfer admittance (experi-
ment 1). Figure 4 shows the shaker and equip-
ment setup for obtaining the transfer admittance
readings. First, we establish the frequency at

which we wish to calibrate. In this experiment
we take voltage ratio and phase with a sequence
of masses attached one at a time to the shake
table. After obtaining the necessary 22 data
points, plus the frequency and voltage ratio

from experiment 2, the data are entered into

the computer to obtain the final results. The
results are illustrated by an actual run given in

Fig. 5. At the top of the page is the frequency,
value of the standard resistor used in experi-
ment 1, and magnitude and phase (radians) of

the voltage ratio of experiment 2. Next is a

printout of the data, consisting of the load at-

tached to the table, ratio and phase angle as

given for experiment 1, and the computed trans-

fer admittance. In the following columns are
the average of the zero load transfer admit-
tances (YEO-AVE), the difference in these and
the loaded transfer admittances (Y-\"E0AVE),

and the real and imaginary components YMR and
YMI using the recorded phase angles. The YM's

are the components of the quantity

W/[(YM) - (YEO-AVE)] .

In the next step, the computer develops a
weighted least squares fit for each of the real

and imaginary components YMR and YMI, re-
spectively, vs the masses w. The j's and Q's

are the intercepts and slopes, respectively, of

these plots. Next the experimental and calcu-
lated YMR and YMI and the deviation (DEV) and
percent deviation (ymi-DP and ymr-dev-Pc) for

these data are printed out. The index is a
measure of how well the data fit a straight line.

It is an average weighted deviation given by

N

2] n |Am|

Index = -—^—r:
,N

where n is the loading factor which varies di-

rectly as the mass (that is, 0.1 lb is counted
once, 0.5 lb is counted 5 times); m is the per-
centage deviation of the YMR (since YMR con-
tributes much more to the final answer than YMI,

we are more interested in how YMR behaves); and
N is the number of masses used in the sequence
(in this case, five).

Next there is a second pass made; that is,

the computer decides which points, if any,

should be eliminated based on how far the point



Fr 1500 R2: 10.215 VR: 1.51067 VR-PH- 1.52193

LOAD RATIO PHASE YM

0 .006881 2.25 14.2269
.1 .006219 2.5 15.7413
0 .00688 2.33 14.229
.2 .005679 2.7 17.2381
0 .006881 2.33 14.2269
.3 .005222 2.79 18.7467
0 .006882 2.53 14.2248
.4 .004831 2.92 20.264
0 .006882 2.55 14.2248
.5 .004492 2.95 21.7932
0 .006885 2.33 14.2186

YEO-AVE
14.2279
14,2279
1 4.2259
1 4.2248
14.2217

Y-YEOAVE
.128041
.255 591
,3341 52
,453969
.545594

YMR
6,57791 E-2
6.62036 E-2
6.S1502 E-2
6.60196
6.58459

E-2
E-2

YMI
5.58006
5.15001
4.90075
4,97474
4,73655

E-5
E-5
E-3
E-3
E-5

Jl: 5,43901 E-3
Ql :-l .57150 E-5

J2: .066592
Q2:-l .02902 E-5

LOAD
.1

.2

.3

.4

.5

LOAD
.1

.2

.3

.4

.5
INDEX- .107225

E-5
E-5

YMI-EX
5.58006
5.15001
4.90075 E-5
4.97474 E-5
4.73635 E-5

YMR- EX
6.57791 E-2
6.62056 E-2
6.61502 E-2
6.60196 E-2
6.58459 E-2

YMI-CAL
5.50188 E-5
5.16475 E-5
5.02762 E-5
4.89050 E-3
4,75557 E-5

YMR-CAL
6.62891 E-2
6.61862 E-2
S. 60855 E-2
6.59804 E-2
6.58775 E-2

YMI-DEV
2.78176 E-4
-1.47426 E-5
-1 .26876 E-4
8,42489 E-5
-1.70121 E-5

YMR-DEV
-5,09980 E-4
1.75568 E-5
6.68957 E-5
5.92104 E-5
-5.15631 E-5

YMI-DP
4.98517

-.286265
-2.58892

1 .69353
-.359181

YMR-DEV-PC
-.775292
2.62174 E-2
.101 127
5.93921 E-2

-4.79348 E-2

XXXXXXXXXXXXXXXX SECOND PASS xxxxxxxxxxxxxxxxxxxxxxx

LOADING FACTOR PC DEV

1 -.775292
2 2.62173 E-2
3 .101127
4 .059392
5 -4.79349 E-2
INDEX: .107223

SUMMARY FOR 1500 HZ
IMAGINARY REAL MAGNITUDE PHASE

J -5.43901 E-3 .066392 6.66144 E-2 -8.17401 E-2
Q 1.37150 E-3 -1.02902 E-3 1.71445 E-3 2.21455
BYP .258693 2.23099

SEN- 0 LOAD
SEN- 1/2 LB

20.1028
19.9321

-5.74154
-5.18528

Fig. 5 - Calibration data sheet for
typical frequency calibration point

deviates from the straight line. The limit for

selection is programmed into the computer
beforehand; usually it is 2 percent. The limit

of 2 percent is tentatively selected as a working
rule based on experience to date. With cumu-
lation of additional data, this figure may be

adjusted upwards or downwards. Other reason-
able rules for the screening or editing of data

are also being investigated. A new index is

then computed and is printed with the loading

factor used. In this sample run, no points were
omitted on the second pass.
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The components of the new J's and Q's are

combined to get magnitudes and phases of J and

Q which, together with the voltage ratio from
experiment 2, provide all the information for

obtaining the sensitivity. The computer now
substitutes these quantities into the equation

1/ 2

WQ
1 + —

^

LjfJ L J J

mv/g
,

where

j = imit imaginary vector,

w = weight attached to exciter table (lb),

and

F = frequency (Hz).

Using the usual rules of complex numbers, the

computer then computes sensitivities for w as

zero and 1/2-lb loads from this equation.

The final summary at the bottom of the

data sheet (Fig. 5) gives the pertinent informa-
tion for the intercepts, slope, and sensitivities

for zero and 1/2-lb loads. The sensitivities

here are in millivolts per g and degrees.

The computer then fits two second-degree
polynomials to each of the two sensitivity

-

frequency curves by the method of least squares.

The interpolation formula for sensitivity for

other weights- is given by

w
^ ^° "

oTs ~ ^1/ 2)

'

where are the values given by the zero load

second-degree equation and ^ are the values

given by the 1/2-lb load second-degree equation.

This sensitivity is tabulated by the computer
for incremental loads which might be attached

to the mounting table, usually every 0.05 lb

from 0.0 to 0.5 lb for the various frequencies

which are ordinarily used in a pickup calibra-

tion. These tables provide a convenient cali-

bration listing for any load up to 1/2 lb through-

out the calibration frequency range. Having
established the calibration of the primary
standard in millivolts output per g of accelera-
tion, we can use the same ratio circuit to es-

tablish by comparison techniques the sensitivi-

ties of secondary standards.

Before the computer was used, not only

was the calibration slower, but also some of

the data handling could not have been done. For
example, computing deviations and quality

indexes would not have been considered practi-
cable.

The reciprocity technique is independent of

other calibration methods and a calibration re-
sulting from the procedures described above
can be considered as equal in accuracy and
resolution to a calibration derived by any other

means. However, vibration measurements are
subject to so many sources of error that check
measurements are desirable to minimize
chances of systematic error. The calibration

described in this paper was checked in a num-
ber of ways, since both the shaker and the

computer routine were fairly new.

The accelerometer used as the calibration

standard was calibrated by the usual NBS rou-
tine: from 10 to 2000 Hz on two electrodynamic
shakers using velocity sensing coils, and from
1.5 to 10 kHz by the modulated frequency inter

-

ferometric technique [7]. These results were
compared with the manufacturer's calibration.

After the new shaker was calibrated as de-
scribed above, it was used to calibrate a num-
ber of accelerometers maintained at NBS which
are known to produce repeatable results on the

current standard shakers. A good check at 10,

15, and 30 Hz was obtained by using the new
shaker to calibrate a servo accelerometer
which had been calibrated statically on a tilt

table. A further check over the frequency range
below 2000 Hz was obtained by using a strobe
light synchronized with the motion, and a micro-
scope with a filar micrometer eyepiece. The
discrepancies between the reciprocity calibra-

tion and the check measurements were well

within the estimated uncertainties of the meas-
urements.

USE OF RECIPROCITY TECHNIQUE
TO EVALUATE DESIGN

The reciprocity experiments combined with

the computer can be used to evaluate design
features of shakers under development. This
can be seen from the data collected on the new
shaker shown in Fig. 2. Figure 6 shows the

frequency response for the voltage ratio ex-
periment 2. The smoothness of the curve indi-

cates undistorted uniaxial motion of the shaker.

If distortion occurs or local resonances affect

the motion, it will be reflected in these data.

On the older shaker, these data would show
breaks in the curve indicating bad motion.

The transfer admittance data also reflect

the quality and uniformity of the motion. The
scatter indices described above, taken on three
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2000 3000
FREQUENCY (Hz)

5000

Fig. 6 - Voltage ratio vs frequency
for experiment 2

shakers calibrated with the readout system de-
scribed here, are given in Table 1. Shakers
619 and 676 are an older modified commercial
type, and the indices reflect their scatter on the

first pass through the computer. On the shaker
AF II, very few points were rejected by the

computer with a cutoff limit of 2 percent. These
data indicate that the new design of the ceramic
shaker reduced the scatter by a factor of about

three. Figure 7 shows the frequency response
of the shaker calibrated by reciprocity using an
accelerometer as the standard.

TABLE 1

Shaker

Average Scatter Index

1st Pass 2nd Pass

No. 619 0.886 0.415

No. 676 1.00 0.420

AF II 0.327 0.259

<
I

> Q-

E

-15

-10

-5

0

22 -

20

18

T I 1 I I I I I

I

"1
1

1 I I I I

o ZERO LOAD ON TABLE
• 1/2 LB. LOAD ON TABLE

8 •

J I
I

8 8 8 8ee9o8

J I
I

10 100 1000
FREQUENCY (Hz)

5000

Fig. 7 - Sensitivity vs frequency for Shaker AF II
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Appendix

The circuit given in Fig. 3 can also be used
for the calibration of pickups by comparison
with the reciprocity calibrated shaker using the

standard accelerometer. The sensitivity of an
unknown pickup mounted on the exciter table is

given by

unknown
unknown

s t and a r d
standard

where G is the gain of the dc amplifier and

^standard sensltlvity of the standard ac-
celerometer. The quantity in brackets is that

measured by the ratiometer. Our standard ac-
celerometer has a sensitivity of approximately
20 mv/g. By setting the dc amplifier gain on
approximately 50 and using the voltage divider
to correct for small variations in the sensitivity

of the standard and the gain of the amplifier

and cathode followers, the meter will read the

sensitivity of the unknown pickup directly.

^standard above equation (in volts per g).

In our case i/G should be 0.02.

3. Adjust the voltage divider so that the

exact calibration factor of the standard accel-

erometer appears on the ratiometer when
switch 2 is in position 2. Note this voltage di-

vider setting.

4. Repeat step 4 for the various frequen-
cies taken in the calibration range, noting the

voltage divider setting for each frequency.

To calibrate pickups, the standard acceler-
ometer output will be fed into channel 1 (refer-

ence); the unknown to be calibrated will be fed

into channel 2. Switch 1 will be in position 1

and switch 2 in position 2. K the voltage divider
is now set for the appropriate frequency, the

ratiometer will read the sensitivity of the un-
known directly in volts per g.

This leads to a simple means of setting the

system for direct reading of sensitivity:

1. Feed the output from an oscillator into

both inputs of Fig. 3. That is to say, use posi-
tion 2 on both switches 1 and 2. Let the ampli-
tude level be approximately what the output of

the standard pickup would be at 5 g.

2. Pick a gain setting on the dc amplifier
so that its reciprocal will be approximately the

At the two lowest frequencies, 15 and 10 Hz,

the reference in the system drops below 1.5 v

at the lower acceleration levels if the dc ampli-
fier is held at the same gain. Therefore, at

these two frequencies, the system must be cali-

brated for the separate levels of acceleration.

In our case this is 5, 2, 1 for 15 Hz and 2, 1,

0.5 at 10 Hz. This is especially convenient

when using the coupler and teletype to record
the data. Activating the command button pro-
vides a direct printout of the sensitivity.
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DISCUSSION

Mr. Ames (Frankford Arsenal) : What
method is used to support the moving element
in the vertical axis?

Mr. Payne : At the present time we use
two methods: a flexible rubber tube or by a dc

voltage imposed on the driving coil. The rubber

tube works a little better than the dc suspension.

Mr. Jackman (General Dynamics/Pomona) :

What is the cross-axis sensitivity in your cali-

brations ?

Mr. Payne : It runs under 2 percent over
the calibration range, with some points below
1 percent.

Mr. Jackman : Is that 2 percent more or
less uniform, or do you have resonances pulling

up to the 2 percent?

Mr. Payne : Throughout the calibration

range from 10 to 5000 Hz, we do not have any
evidence of resonances. The cross-axis mo-
tion seems to have a more or less random pat-

tern. A paper in the Journal of the Acoustical
Society of America, September 1966, gives the

actual experimental data on this,
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1. Introduction

Shock loading may be one of the most destructive

or most beneficial environments encountered by
mechanical systems. The damage to structures by
sudden loads, such as produced by the collision of

objects, is familiar. The forming of materials into

desired shapes by forging or explosive forming tech-

niques are examples of desirable effects of controlled

impact, or shock loading.

There is a demonstrated need to measure shock
loads accurately over a wide range of amplitudes and
wave forms. The design of structures to withstand such
loads and the efficient use of energy for forming ma-
terials are only two of the more obvious benefits of a

knowledge of shock loadings and their effects.

One of the problems in measureing mechanical
shock has been the inability to calibrate shock meas-
uring systems absolutely except by subjecting them to

intense, steady state, sinusoidal motion at a few dis-

crete frequencies. Such calibrations are inherently

suspect because they are not characteristic of the

environment to be measured, and transducers are

frequently damaged during such tests. Sinusoidal

calibrations of this nature offer the added difficulty

that the tests are very time consuming and expensive.
Shock measuring transducers can also be calibrated

by measuring lumped response integrated over the

total energy spectrum with no attempt to determine
response as a function of frequency. An example of

this type of calibration is a peak value calibration where
the transducer is subjected to a shock input and cali-

brated as to the peak reading obtained. The cahbra-
tion comes from either a reference transducer or com-
puted accelerations via measuring velocity changes
over finite time intervals. There is a need for a fast,

accurate and absolute method for calibrating shock
measuring systems under conditions closely simulating
those encountered in actual use [1-7|.'

2. Shock Measuring System

An interferometer system has been devised to pro-

vide an absolute calibration facility for measuring
shock induced motion. This system produces an elec-

trical signal that is directly proportional to the velocity

of the moving element being studied. This signal can
be processed, analyzed and compared to the signal

from a transducer that is subjected to the same motion.
The system has the following advantages: (1) it is a

system completely independent of the transducer, (2)

it is based on the Doppler shift of light frequency de-

tected by a moving interferometric fringe pattern, a

phenomenon that is known to be linear with velocities

' Ki;iun'S in bruckels iiidiculc tlif literature refereiu'es at the end nf this paper.



in the range of the mechanical shock spectrum, (3) it

is capable of measuring actual shock motion having a

wide range of amplitudes and rich in frequency con-

tent, and (4) the resulting signal can be rapidly and
accurately analyzed by known methods and techniques

[8].

2.1. Theory

The moving reflector of an optical interferometer is

attached to the object whose motion is to be measured.

A narrow section of the fringe pattern is viewed by a

photodetector; if the interferometer plates are un-

coated the photodetector output is [9].

E,=A+Eosm [k{8 + 20] (1)

£] = output voltage

£0 = signal out, dependent upon light intensity

A = d-c term

k=2TTlK

k = wavelength of monochromatic light

8= average optical separation between interfering

light beams

^ = displacement of reflector

If we had, instead of eq (1)

E2 =A+Eo sin [ojt + k{8 + 20] (2)

a>= carrier frequency

which is a frequency modulated wave [10], the velocity

of the reflector could be obtained by demodulation. The
output of a demodulator is proportional to the instan-

taneous frequency deviation and the instantaneous

frequency in eq (2) is

Therefore, the instantaneous frequency will define

what the instantaneous velocity is. Equation (3) could

have been obtained by direct application of doppler

shift equation [11].

If El in eq (1) were demodulated directly, or even
after up-conversion of the frequencies, the sign of the

output would be ambiguous. The problem is therefore

to insert a carrier into Ei of eq (1) and convert it to

E-2 of eq (2).

2.2. Description

The interferometer used in the present work is a

commercial model shown schematically in figure 1.

It is a modified Michelson type, illuminated by a single-

frequency He-Ne laser so lhat long path differences

are possible. The moving retroreflector is a corner

cube for the usual reasons. The interfering beams are

circularly polarized so that by use of a beam splitter

and analyzers, followed by two photodetectors, two
electrical outputs in phase quadrature are obtained.

The original purpose of this arrangement is for fringe

counting [12]. The instrument has internal preampli-

fiers of bandwidth DC to 500 kHz; for higher velocity

external preampHfiers of bandwidth 20 Hz to 60 MHz
were used.

If one output is described by eq (1), which we re-

write, dropping the constant A and replacing 8+2^)
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by X, as

Ea = C sin X

then the other is

Eb = C cos X.

The signal En is muhipUed. in a balanced mixer by

the output D sin of a local oscillator, giving

CD sin (Jit cos jc, (4)

and E,\ is multiplied, in another balanced mixer, by

D cos (Jit. giving.

CD cos oit sin /r^ (5)

the outputs (4) and (5) are added in a suitable circuit

to give

CD sin (wi + x) =CZ) sin [w? + A(S + 2^) ] (6)

which is the frequency-modulated wave ol eq (2). As

already explained, demodulation of this wave yields

an output proportional to the velocity of the reflector.

The above method is similar to the phase-shift

method of single-sideband generation [13] with the

distinct difference that the signal phase shift is pro-

duced optically.

The single-sideband circuit was assembled from
off-the-shelf hardware of balanced mixers, quadrature

hybrid, FM demodulator and carrier oscillator. The
carrier used in this case is 60 MHz. The signal is

demodulated by a conventional FM discriminator,

and the resulting signal can be analyzed by either

digital or analog techniques.

The system can be readily calibrated by subjecting

the moving element to steady state sinusoidal motion.

One technique that has been used involves counting

interference fringes over a known time interval.

Average and peak velocities can then be computed
for tlie frequency of vibration. Other methods for

calibrating the system, such as the Crosby method
for determining peak FM swing, could also be used.

[14. 15, 16] Inherent in the system is a possible means
of checking the calibration factor during the course

of each experiment. The calibration factor can be
determined by comparison of the average velocity

over a known time interval, during which there are

no velocity reversals, with the average discriminator

output over the same interval. The former is the

displacement, determined from a fringe count, divided

by the time interval.

3. Performance

To obtain data an accelerometer was attached

directly to the face of a corner cube retroreflector.

The accelerometer was small enough to fit in a quad-
rant of the corner cube so as not to interfere with the

laser beams. The- moving corner cube of the inter-

ferometer was mounted on the table of an electro-

dynamic shaker. The input signal to the shaker was
a single sine pulse (301 Hz) repeated at a rate of

75.3 Hz. Quahtative comparisons of signals obtained

from various subsystems can be made from figures

2a, b, and c. Figure 2a shows the signals from the

discriminator of the interferometer system and from
the accelerometer. Figure 2a shows the signals from

Figure 2. Simultaneous signals from shock motion measuring system.

Discriminator versus accelerometer. b. discriminator versus velocity coil, c. dilTerenliated discriminator versus accelerometer.
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the discriminator of the interferometer system and
from the accelerometer. Figure 2b shows the signals

from the discriminator and from the velocity coil of

the shaker. Figure 2c shows the differentiated output

of the discriminator and the output of the acceler-

ometer. The two outputs shown in figure 2c were fed

to a frequency analyzer and the results plotted on
an X-Y plotter. The measured peaks of response are

shown in table 1. The cahbration factors were arbi-

trary and the results are only meaningful when
compared to each other as shown in the percent
deviation column. The differences in harmonic rela-

tionships of the frequencies are due to errors in

determining the frequency at a point in a logarithmic

sweep.
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Table 1. Comparison between accelerometer and differentiated

discriminator output spectrum due to repetitive sine pulse

Accelerometer

Frequency Differentiated Accelerometer'' output deviation

discriminator" from discrimi-

nator output^

Hz Units Units Percent

76.5 4.50 4.63 -1-3.6

151 8.23 8.18 0.0

225 7.76 7.75 -I-.5

301 7.41 7.45 + 1.2

376 6.46 6.72 + 4.6

2104 6.02 5.75 -3.8

Normalized to maximum discriminator amplitude recoreed at 151 Hz.

Amplitude as measured on a X-Y plotter.

4. Other Applications

The development of this system was oriented to-

wards motion with large velocities and displacements.

If the emphasis is changed from detecting frequency

to defecting phase modulation, it is feasible to measure
fractional parts of a fringe displacement. [17] This
approach is not Hmited to a laser as an electromagnetic

radiation source; any coherent source will do, such
as radar.

5, Summary

A system has been described that is capable of

sensing mechanical shock induced motion and pro-

viding a signal that is proportional to the velocity of

the motion. The system makes use of the Doppler
shift in light frequency, a phenomenon that is known
to be linear with amplitude and frequency of motion.

The information output is a variable frequency thereby

minimizing the linearity requirements for electronic

components other than the discriminator. The system
can be readily calibrated by use of steady state sinusoi-

dal motion. The information is available in a form that

can be analyzed by known methods and techniques.
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CALIBRATION OF VISCOMETERS

Robert S.
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National Bureau

INTRODUCTION

Detailed descriptions of and directions
for the use of viscometers, particularly
those intended for measurements on liquids,
are available in a number of publications.
In most cases, however, the physical princi-
ples and basic problems associated with this
measurement are not discussed, but must be
sought in references on hydrodynamics or

rheology.

This paper is intended to present to

those charged with the calibration of vis-
cometers or routine measurement of viscosity
a concise summary of the principles under-
lying such measurements. It is addressed to

those who need a general understanding of

the principles and problems associated with
the measurement of viscosity and not primar-
ily to those developing new methods of meas-
urement or interpreting the rheological
properties of materials.

DEFINITION OF VISCOSITY; UNITS

Viscosity is a material property in-

volved in the relationship between the in-

ternal forces in a moving fluid and the

kinematical quantities describing the mo-
tion. Our qualitative ideas about viscosity
are based on the analysis of a Newtonian
fluid, one in which the stress is propor-
tional to the rate of strain. This is a

hypothesis about material behavior which has
been found adequate to describe the behavior
of many real fluids under a wide range of
conditions. It leads to a definition of two
coefficients of viscosity exactly analogous
to the shear and bulk moduli of classical
elasticity theory: the shear viscosity
(referred to commonly as viscosity) and the
bulk viscosity. These two material proper-
ties are constants in the sense that they
do not depend on kinematic quantities, that
is, they are functions of the material and
not of the type of flow. They are, of

course, functions of pressure and tempera-
ture.

Stress, being defined in terms of

forces acting across imaginary planes in a

Marvin
iect ion

of Standards

material, cannot be measured directly. It

must be inferred from measurements made at a

surface of the material, and its calculation
implies some assumptions about the rheolog-
ical properties of the material studied.
These are expressed in what is termed a con-
stitutive equation, the simplest of which
(except for an inviscid fluid) is the Newto-
nian hypothesis mentioned above. This, or

any other constitutive equation, is properly
speaking an abstraction or a model. When we
refer to a real liquid as a "Newtonian liq-

uid" we mean its flow behavior is consistent
with that of a hypothetical Newtonian liq-

uid.

Most low molecular weight, homogeneous
liquids do behave in this fashion, at least

in the flows normally studied. Many other
liquids show marked deviations from such be-
havior, and their properties must be de-

scribed by more complicated constitutive
equations. In such liquids the stress asso-
ciated with a steady flow is not proportion-
al to the velocity gradient and, indeed,
will not even be oriented in the same direc-
tion. Nonetheless, it is frequently possi-
ble to define a viscosity for such liquids
as the ratio of shear stress to rate of shear
as measured in a simple shear flow after a

sufficiently long time of shearing. The
viscosity so defined is, of course, a func-
tion of the rate of shear.

In most viscometers the rate of shear
varies throughout the sample. If measure-
ments on a non-Newtonian liquid whose vis-
cosity varies with the rate of shear are
analyzed as though the liquid were Newtoni-
an, the result will be an apparent viscosity
which will depend on the particular instru-
ment employed as well as on the properties
of the liquid and a rate of shear. The non-
Newtonian viscosity defined as shear stress
divided by rate of. shear, however, is a

material property, defined without reference
to any particular instrument.

The stress associated with a flow in

which the motion is sufficiently small or

the velocity sufficiently low will be (at

least within the precision of ordinary meas-
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urements) proportional to the magnitude of

the velocity gradient, but time effects will
normally still be observed in a non-Newtoni-
an fluid. In this limit one may describe
the material properties in terms of a (com-

plex) dynamic viscosity (and dynamic bulk
viscosity), a function of frequency, which
can be measured directly employing motions
with a sinusoidal time dependence. At one
time the term dynamic viscosity was used for
the quantity here called viscosity. Though
still occasionally used in this sense, dy-
namic viscosity now generally denotes a

frequency dependent quantity.

For some non-Newtonian liquids it has
been found that the steady-flow viscosity
is, approximately and over a limited range,
the same function of the rate of shear as

the (amplitude independent) dynamic viscosi-
ty is of frequency or of a quantity propor-
tional to frequency. This is a property of
the particular constitutive equation which
describes such liquids, but such observa-
tions have at times been presented in a

manner which seems to confuse rate of shear
and frequency.

The cgs unit of viscosity is the poise
(dyne s cm"^ or g cm"^ s""^). The SI unit,
N s , is equal to ten poise, i.e., the
viscosity of water is approximately 10"^

poise or SI units. No coined name has
been adopted for viscosity in the SI system,
and it is still customarily expressed in

poise. T] or [i are the symbols commonly
employed for viscosity. The ratio of vis-
cosity to density (T|/p), termed kinematic
viscosity, is the quantity measured directly
in many instruments, and is often tabulated
in lieu of viscosity. Its cgs unit is the
stokes (cm^ s"^). The SI unit, again with
no coined name, equals 10^ stokes, i.e. , the
kinematic viscosity of water is approximate-
ly l(r2 stokes or ICT^ m^ s"^ (SI units).

MEASUREMENT OF VISCOSITY

The substitution of the Newtonian con-

stitutive equation into the equations of. mo-
tion yields the Navier-Stokes equation on
which most of hydrodynamics is based. The
solution of this nonlinear differential
equation (the differential equation is non-

linear even though the Newtonian constitu-
tive equation used is linear), subject to

the equation of continuity, an energy equa-
tion, and boundary conditions, cannot be

carried out exactly for most types of flow.

The equations solved for most viscometer
flows are simplified by assuming that the
fluid is incompressible, or more precisely
by assuming that density and viscosity are

functions of temperature alone and ignoring
viscous heating [l]*. The resulting equa-

tions are still nonlinear so that, with few
exceptions, the exact solutions obtained are
for geometries in which the accelerations
either vanish, such as Poiseuille or pipe
flow, or can be balanced by a pressure gra-

dient, such as Couette flow between concen-
tric cylinders [l,2].

Poiseuille flow has been employed for

most of the few absolute measurements of vis-
cosity. By assuming a Newtonian, incompress-
ible fluid, constant temperature, zero veloc-
ity of the fluid at the boundaries, and a

steady velocity directed along the axis of

the pipe (no radial flow), the pressure gra-

dient along the pipe, Pj,, can be related to

the volume rate of flow through the pipe, Q,

by:

P^/Q = B Tl/A^

where A is the cross- sect ional area of the

pipe and B is a constant depending only on

the geometry of the cross-section. For a

circular pipe of radius R, B = Stt, yielding
the familiar Poiseuille equation:

Pz/Q = 8 T\/7TR*.

B can be calculated for a uniform pipe of

any given cross-section, with perhaps some

purely computational difficulty.

To insure the laminar flow assumed in

the above solution with a pressure differ-
ence large enough to be measured accurately
and at the same time a pipe length small

enough to be thermostatted accurately, di-

ameters from a few tenths of a mm to a few
mm, depending on the viscosity of the liquid,

must be employed. It is not possible to ob-

tain capillaries of this size with diameters
uniform to better than the order of one per-
cent. This limitation raises the possibili-

ty of systematic error because the effective
radius is not known accurately and also be-

cause a non-uniformity of the capillary will
cause radial flow.

Another possible source of systematic
error in such determinations has to do with
the measurement of the effective pressure
gradient, P^, in the equation above. The

quantity required is the constant pressure
gradient existing in the pipe in the region
of steady flow. In most absolute measure-
ments the pressure difference between two

j

reservoirs connected by the capillary is

* Figures in brackets indicate the litera-

ture references at the end of this paper.
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measured. The change from essentially zero
velocity in the reservoirs to a constant
velocity profile (parabolic for circular
cross section) in the region of steady flow
within the pipe requires a pressure drop

which cannot be calculated exactly. The
usual corrections for end effects are based
on several assumptions which are not strict-
ly correct and the available experimental
checks leave some doubt as to their adequa-
cy, particularly for capillaries with square
cut ends.

Most of these difficulties and uncer-
tainties can be avoided by the use of rela-
tive viscometers which require calibration
with a liquid of known viscosity. It is

comparatively simple to design an instrument
which will measure relative viscosities to

0.1 percent (at least in the range from ICT"^

to 1 poise), and most measurements of vis-
cosity are made with relative instruments
which are calibrated using water, or liquids
whose viscosity has been measured relative
to water at some central laboratory.

Various absolute measurements of the
viscosity of water, most with a precision of
about ±0.1 percent, have yielded results
which differ by as much as 0.8 percent [3],
The value now accepted in this country and
throughout most of the world is that ob-
tained, by Swindells, Coe, and Godfrey [4],
0.01002 poise at 20°C and one atmosphere.
Though the reproducibility of their (capil-
lary) measurements and the uncertainties
connected with measurements of pressure,
rate of flow, etc., yielded an estimated un-

certainty of ±0.03 percent, this figure does
not include the effects of possible system-
atic errors of the type discussed above. In
an effort to place limits on this uncertain-
ty, we have compared the results obtained
using two new absolute measurement tech-
niques, each with a precision of slightly
better than 0.1 percent. They differ by
about 0.4 percent, by chance bracketting the
value of Swindells, et al. The continued
use of 0.01002 poise for the viscosity of

water at 20°C permits the comparability of
values so determined in different labora-
tories with an uncertainty of ±0.1 percent.
However, it should be recognized that all
values of viscosity measured on this basis
may contain a common systematic error of as
much as 0.2 percent.

VISCOMETERS AND THEIR CALIBRATION

The most widely used relative viscome-
ters are based on Poiseuille flow through a

circular pipe or Couette flow between con-
centric cylinders, parallel plates, or coax-

ial cones. Various types of rotating or

oscillating members immersed in a fluid and
cylinders or balls falling or sliding through
a fluid are also employed. Some of these
instruments are quite similar to those which
have been (or could be) used for an absolute
measurement, but even in such cases calibra-
tion with a liquid of known viscosity is

generally much simpler than calculation of

the appropriate instrument constant from the
dimensions. Other instruments depend on a

flow pattern much too complicated to analyze;
in some cases a number with no simple rela-
tionship to viscosity is measured.* Such
instruments are often adopted for convenience
or because of long established practice in a

certain industry. Misleading results can
easily follow their use for liquids differing
significantly from those for which accepted
empirical correlations have been established.

A number of commercial instruments of

various types are described by Van Wazer,
Lyons, Kim, and Colwell [S], in ASTM Stand-
ards, Part 17 [6], as well as in the litera-
ture of the various manufacturers and supply
houses. Some, particularly the rotational
instruments, are sold as rather elaborate
units including thermostatic controls and
automatic recorders. Others, including most
of the capillary instruments, are compara-
tively simple and inexpensive but require
auxiliary equipment for temperature control
and measurement of flow times.

Some instruments are supplied cali-
brated by the manufacturer. Such calibra-
tions should certainly be checked by the
user whenever accurate measurements are re-
quired. In any event, a calibration pro-

vides a valuable check of the user's tech-
nique and of any auxiliary equipment em-

ployed.

Capillary instruments are usually em-

ployed when the highest precision is re-
quired. In several designs a capillary con-
nects two reservoirs in a U-tube type of

construction with the driving pressure pro-

vided by the difference in the levels of the
reservoirs. In this type the total volume
of sample used must be constant. This re-
quires a special correction when the temper-
atures of filling and measurement differ [?].
The kinematic viscosity of the sample is

equal to an instrument constant times the
time of flow minus a second instrument con-

stant divided by the time of flow. This
second term, the kinetic energy correction,
will always be much smaller than the first
in a well-designed instrument, and often may

* For example, the Saybolt viscosity.
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be ignored when long flow times (200 seconds
or more) are involved. The entrance and
exit regions of the capillaries are designed
to minimize some of the complications dis-
cussed above, but since the correction term
accounts for effects which depend on the
rate of flow and hence the viscosity of the
liquid being measured, it is not unambigu-
ously established. The use of a correction
term proportional to rather than t'"''-

has been advocated [s], and is the form now
specified in ASTM D-2515. For the most re-
liable results, the flow times should be so
long that the correction term is negligible-

Rotational viscometers can be designed
to cover a much "greater range of viscosities
than capillary instruments, and are particu-
larly useful in the study of non-Newtonian
liquids since the rate of shear can be var-
ied easily. Though they are convenient and
versatile, it is more difficult to maintain
close temperature control in rotational than
in capillary instruments. Adequate tempera-
ture control is often the factor limiting
the precision attainable in the measurement
of viscosity. The temperature coefficient
of viscosity (percentage change per degree)
of liquids increases with viscosity, typi-
cally from something like 2 percent per de-
gree C at 10"2 poise to 10 percent per de-
gree C at a few hundred poise. Temperature
control to ±0.01°C or better is normally

necessary for accurate viscosity measure-
ments, and this is most easily attained with
a viscometer which, like a capillary type,

can be completely immersed in a thermostat.

Many of the other types of commercial
viscometers available offer features impor-

tant for certain specific uses. Some are
particularly quick and convenient to use,

ordinarily at some sacrifice in the precision
of measurement. Some require only a small
amount of sample. Most are designed as

relative, rather than absolute instruments.

CALIBRATING LIQUIDS

The need thus generated for calibrating
liquids of known viscosity cannot be met by
tabulation of viscosities of pure compounds.
Those compounds that can be purified without
elaborate equipment have viscosities of the

same order of magnitude as water, while a set

of liquids with viscosities ranging up to a

few hundred poise is needed for calibration
of the various instruments commonly used.

In the United States, ASTM Committee D-2
has undertaken to supply viscometer calibra-
ting liquids through contract with the Cannon
Instrument Company. A series of liquids with
the approximate kinematic viscosities shown
in Table 1 are prepared in lots for each of

which the viscosity, kinematic viscosity, and

Viscosity

Standard

Approximate Kinematic Viscosity in Centistokes, at

•SS-Sg^C -40°C 20°C 25''C

-65°F* -40°F* 68°F 7 7 °F

30°C 37.78°C 50°C 98.89°C

86°F 100°F 122°F 210°F

S-3

S-6

S-20

S-6G

S-200

S-600

S-2000

S-8000

S-30000

300 80 4.6

10

44

160

700

2500

9000

38000

4,0

9.0

35

120

480

1600

5700

22000

----- 3.0

6.0

20

60

200

600

2000

8000

50000 27000

280

11000

1.2

1.8

3.9

7.7

16

32

76

Table 1. Samples, with the measured values of viscosity, kinematic viscosity, and density
at the temperatures shown (* Only kinematic viscosity is given at -53.89° and -40'^C), can
be obt4ined for $15 per pint ($25 per pint for S-8000 and S-30000) from Cannon Instrument
Co., P. 0. Box 16, State College, Pennsylvania 16801. Telephone: (814) 466-6232.
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density are measured by Cannon at the tem-

peratures shown. These measurements are

carried out in relative capillary instru-

ments calibrated by a step-up procedure.
After calibrating one instrument with water,

a more viscous liquid is measured in that

instrument; this liquid is then used to

calibrate the next viscometer in the series,

and thus through a series of eight instru-

ments. Each lot is checked independently by
at least throe other laboratories. Other
series of calibrating liquids are available
from different sources, but none are meas-
ured with the degree of precision and con-
trol of the ASTM series. One available
series uses silicone liquids. These are
very stable chemically, but they are diffi-
cult to remove from some viscometers.

The ASTM series uses various white oils
and Pennsylvania bright stocks, plus three
polybutene liquids for the most viscous liq-

uids. Experience has indicated that the
viscosity of standards S-3 through S-60
should be reliable to ±0.1 percent for at

least a year, if stored at room temperature
without exposure to light and in the origi-
nal closed containers. A series of tests at

the National Bureau of Standards on stand-
ards of this type showed no appreciable
change in some lots over a period of several
years, but not enough systematic evidence
has been accumulated to justify recommenda-
tion of use after storage for more than one
year. The standards with viscosities
greater than one poise generally show a

distinct (though small, and quite irregular)
increase in viscosity with age. These
should not be used after storage for more
than six months--no more than two months for
the two most viscous oils. The viscosity
values over one poise should be assigned an
uncertainty of ±0.3 percent, because of the
limited stability of these standards and the
uncertainty of calibration of the instru-
ments used in this range (several steps away
from the initial instrument calibrated with
water)

.

Calibrating liquids with viscosities
above the range of the present ASTM series
would be useful, but several problems impose
increasingly severe limitations on the reli-
ability of standards as the viscosity in-

creases. One is that the step-up procedure
required to relate their viscosity to that
of water involves more steps and thus an in-

creasing uncertainty in the values assigned.
Another is that characteristics which limit
the usefulness of such standards (non-Newto-
nian behavior, limited stability, high tem-
perature coefficient of viscosity) become
more prominent with increasing viscosity.

In addition, the need for material standards
in this range appears less critical than it

is in the range covered by the present
series. The acceptable and attainable pre-
cision becomes poorer as the viscosity in-

creases, and is seldom as good as one percent
for viscosities above this range. Inertial
effects generally become less important rela-
tive to viscous effects as the viscosity in-

creases. Thus, the accuracy of the measure-
ment of high viscosities is likely to be

limited by the reproducibility of measure-
ment rather than by the type of systematic
error important in the lower viscosity
range.

Key Words: Measurement of viscosity, rela-
tive measurements, systematic errors, vis-
cometer calibrating liquids (material stand-
ards for viscosity), viscosity.
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Acoustic center, sound source 1.20

Acoustic coupler 1.2, 1.4, 1.6, 1.7, 1.8, 1.9, 1.10, 1.11

Acoustic impedance 1.1, 1.2, 1.12, 1.15, 1.16

Acoustic insulation 1.13, 1.18

Acoustical material 1.12, 1.15, 1.16, 1.17

Adiabatic saturation 5.6

Airborne sound 1.13, 1.19

Anechoic chamber 1.7

Anemometer, hot wire 2.1

Anemometer, vane 2.2, 2.3

Anemometry 2.1, 2.2, 2.3

Apparatus, pressure standards 6.1

Apparatus, pressure-humidity 5.1, 5.2, 5.5, 5.7, 5.10

Artificial ears 1.8, 1.9, 1.10, 1.11

Audiometer calibration ._ 1.8, 1.11

Audiometer earphones 1.9

Audiometer, standard reference zero 1.11

Auditory threshold 1.10, 1.11

B

Barium I-II transition 6.7

Barometer, mercury 6.4

Bell type gas prover 2.5

Bismuth I-II transition 6.6

Bismuth I-II and III-V transition 6.7

"Bottling" 2.5

Building, partition, sound transmission loss 1.13, 1.18

c

Calibration 1.1, 1.2, 1.3, 1.4, 1.5, 1.6, 1.7, 1.8, 1.9,

1.10, 1.11

Calibration, force 3.2, 3.3

Calibration, humidity 5.1, 5.2, 5.3, 5.5, 5.7, 5.10

Calibration, fluid meter 2.1, 2.3, 2.4, 2.5, 2.6

Calibration, vacuum 8.2

Calibration, vibration 9.1, 9.3, 9.4, 9.5, 9.6, 9.7, 9.8

Calibration of audiometers 1.8, 1.11

Calibration of earphones 1.10

Calibration of extensometers 7.1

Calibration of micromanometers 6.8

Calibration of microphones

1.1, 1.2, l.o, 1.4, 1.5, 1.6, 1.7

Capacitance pressure gages 6.8

' The first "boldface" number in this index identifies

the section in which the paper appears: 1. Acoustics

2. Fluid 3. Force 4. Gravity 5. Humidity 6. Pres-

sure 7. Strain 8. Vacuum 9. Vibration 10. Viscosity

Paper

Centrifuge, dual 9.4

Ceramic element vibration standard 9.5

Ceramic parts 9.6

Chamber, anechoic 1.7

Chamber, reverberation 1.13, 1.14, 1.17, 1.19

Condenser microphones 1.2, 1.3, 1.5, 1.6

Corrections, temperature, proving rings 3.1

Coupler, acoustic 1.2, 1.4, 1.6, 1.7, 1.8, 1.9, 1.10, 1.11

Coulometric hygrometry 5.10

Cubic foot bottle 2.5

Cubic foot standard 2.5

D

Data reduction, pressure 6.5

Deadweight piston gage 6.2, 6.3

Decay rate, sound 1.13, 1.17

Dew point 5.1, 5.10

Dew point method 5.1, 5.3, 5.10

Diffuse sound field 1.13, 1.17

Doppler 9.8

Dual centrifuge 9.4

E

Earphones 1.8, 1.9, 1.10, 1.11

Ears, artificial 1.8, 1.9, 1.10, 1.11

Effect, heat transfer 2.6

Elastic distortion error 6.2

Electrical hygrometer 5.1, 5.8, 5.10

Electrodynamic vibration generator 9.5, 9.7

Electromagnetic vibration generator 9.5 9.7

Environmental chamber 5.10

Equation of state, gases 6.2

Equation of state of moist gases 5.10

Equation of state, solids 6.7

Error analysis, proving ring calibrations 3.3

Error, elastic distortion 6.2

Errors, temperature, strain measurement — 7.1, 7.2, 7.3

Extensometer 7.1

F

Field measurements, sound transmission

absorption 1.16, 1.18, 1.19

Fixed points 6.1, 6.6, 6.7

Flow measurement 2.4, 2.6

Flow meter, laminar 2.6

Flow meters, gas 2.5, 2.6

Fluid meters 2.4, 2.6

Force exerted by a mass 4.2

Force measurement 3.1, 3.2, 3.3

Free-field correction 1.5, 1.6

Freezing point, mercury 6.7

Frequency 1.15, 1.16

Fringe disappearance 9.2
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Subject Index— Continued

G
Paper

g 4.1

Gas column manometers 6.8

Gas flow meter 2.5, 2.6

Gas volume standards 2.5

Generator, humidity 5.1, 5,2, 5.5, 5.7, 5.10

Geodesy 4.1

Geodetic pendulum 4.2

Gravity, acceleration due to 4.1, 4.2

Gravity meter 4.2

Gravimetric hygrometer 5.1, 5.5, 5.7, 5.9, 5.10

H

Heat loss 2.1

Heat transfer eff'ect 2.6

High acceleration 9.3, 9.8

High pressure 6.1, 6.2, 6.6, 6.7

Hot wire anemometers 2.1

Humidity 5.1, 5.3, 5.6, 5.8, 5.10

Humidity, effect in hot-wire anemometry 2.1

Humidity calibration 5.1, 5.2, 5.3, 5.5, 5.7, 5.9, 5.10

Humidity generator, two pressure 5.1, 5.2, 5.5, 5.7, 5.10

Humidity measurement, application of 5.10

Humidity standard, NBS 5.9, 5.10

Humidity standards 5.1, 5.2, 5.3, 5.4, 5.6, 5.7, 5.9, 5.10

Humidity working standard 5.4, 5.6

Hydrogen retention 1.4

Hygrometer calibration 5.1, 5.3, 5.5

Hygrometer, electrical 5.1, 5.8, 5.10

Hygrometer, gravimetric 5.1, 5.5, 5.7, 5.9, 5.10

Hygrometer, mechanical 5.1, 5.10

Hygrometer, pneumatic bridge 5.4, 5.10

Hygrometry 5.1, 5.8, 5.10

Hygrometry, spectroscopic 5.10

Paper

Laminar flow meters 2.6

Laser 9.8

Liquid flow 2.4

"Loudness balancing" 1.9, 1.11

Low frequency vibration 9.4

Low pressure 6.3, 6.4, 8.1

M
Manometers 6-4, 6.8

Manometers, gas column 6.8

Manometer, mercury 6.4

Manometer, U-tube 8.1

Manometry 8.1

Measurement, acoustic impedance 1.12, 1.15, 1.16

Measurement of viscosity 10.1

Mechanical hygrometer 5.1, 5.10

Mechanical phase angle 9.3, 9.7

Medium vacuum range 8.1, 8.2

Melting point, mercury 6.1

Mercury barometer 6.4

Mercury freezing point 6.7

Mercury manometer 6.4

Mercury melting point . 6.1

Meter, fluid 2.4, 2.6

Micromanometers 6.8, 8.1, 8.2

Microphone 1.1, 1.2, 1.3, 1.4, 1.5, 1.6, 1.7, 1.10

Microphone calibration 1.1, 1.2, 1.3, 1.4, 1.5, 1.6, 1.7

Microphone driving current 1.3

Mixing ratio 5.9, 5.10

Moist gas 5.10

Moist gases, equation of state 5.10

Moisture and materials 5.10

Moisture measurement methods 5.10

Moisture standard 5.9

Motion distortion 9.5, 9.7

I

Impact sound 1.19

Impedance, acoustic 1.1, 1.2, 1.12, 1.15, 1.16

Impedance tube 1.12, 1.15, 1.16

Insertion loss, sound 1.18

Insulating properties 1,13, 1.18

Insulation, acoustical 1.13, 1.18

Interaction of moisture and materials 5.10

Interference, support 2.3

Interference patterns, reverberant sound 1.14

Interferometric measurement of shock 9.8

Interferometric measurement of vibration 9.3, 9.8

^ The first "boldface" number in this index identifies

the section in which the paper appears : 1. Acoustics

2. Fluid 3. Force 4. Gravity 5. Humidity 6. Pres-

sure 7. Strain 8. Vacuum 9. Vibration 10. Viscosity

N
Noise 1-13

Noise reduction 1.18

Normal incidence 1-12

o
Open circuit voltage l-S

P

Pendulum, geodetic 4.2

Phase transformations as fixed points 6.7

Photoelectric measurement of vibration 9.2

Pickups, vibration 9.1, 9.3, 9.6

Piezoelectric accelerometers 9.1, 9.3, 9.6

Piezoelectric shakers 9.2, 9.3

Piston gages 6.1, 6.2, 6.3, 6.5, 6.6, 6.8

Piston gage, air lubricated 6.3

Pneumatic bridge hygrometer 5.4, 5.10

Polymorphic phase transition 6.6
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Paper

Precise pressure measurement 6J
Pressure calibration 1.2, 1.4

Pressure coefficients of thermocouples 6.7

Pressure measurement__6.1, 6.2, 6.3, 6.4, 6.5, 6.6, 6.7, 6.8

Pressure regulator 6.3

Pressure scale 6.7

Pressure standards apparatus 6.1

Pressure-humidity apparatus 5.1, 5.2, 5.5, 5.7, 5.10

Probe tube transfer of threshold 1.9

Proving ring 3.1, 3.2, 3.3

Psychrometer, adiabatic saturation 5.6

Psychrometry 5.1, 5.6, 5.10

PVT measurements 6.2

R
Radiation impedance 1.5, 1.6

Random sound field 1.20

Reciprocity 9.1, 9.7

Reciprocity calibration 1.3

Reduction of data, mercury manometers 6.4

Reduction of data, piston gages 6.5

Relative humidity 5.1, 5.10

Relative viscosity 10.1

Resistance instability, strain gage 7.2, 7.3

Reverberant field 1.18

Reverberation chamber 1.13, 1.14, 1.17, 1.19

Reverberation sound 1.17

Reverberation time 1.20

s

Saturated salt solutions 5.1, 5.3, 5.10

Saturation 5.6, 5.10

Scale pressure 6.6

Semireverberant field 1.20

Series solution 1.1

Servo control, low pressure 8.2

Shakers 9.5, 9.7

Shock, interferometric measurement of 9.8

Shock, mechanical 9.8

Single sideband technique 9.8

Sodium chloride pressure scale 6.7

Sound absorption 1.12, 1.15, 1.16, 1.17

Sound absorption cofiicients 1.12, 1.15, 1.16, 1.17

Sound, airborne 1.13, 1.19

Sound insulation 1.19

Sound power level 1.14, 1.20

Sound pressure level 1.14, 1.20

Sound transmission 1.13, 1.18, 1.19

Sound transmission loss 1.13, 1.18, 1.19

Spectroscopic hygrometry 5.1, 5.10

Standard gravity 4.2

Standard, humidity

5.1, 5.2, 5.3, 5.4, 5.5, 5.6, 5.7, 5.9, 5.10

' The first "boldface" number in this index identifies

the section in which the paper appears: 1. Acoustics

2. Fluid 3. Force 4. Gravity 5. Humidity 6. Pres-

sure 7. Strain 8. Vacuum 9. Vibration 10. Viscosity

Paper

Standard hygrometer 5.5, 5.9, 5.10

Standard microphone calibration 1.7

Standard, pressure 6.1

Standard threshold 1.8, 1.9, 1.11

Standard reference zero for audiometers 1.11

Standard, threshold of hearing 1.8, 1.9, 1.11

Standard vibration 9.1, 9.5, 9.6, 9.7

Strain gage -7.1, 7.2, 7.3

Strain gage, high temperature 7.2, 7.3

Strain gage, optical (Tuckerman) 7.1

Strain gage, resistance 7.2, 7.3

"Strapping" 2.5

Stroboscopic measurement of vibration 9.3

Support, effect of 2.3

T

Temperature sensitivity, strain gage 7.3

Test methods, strain gage 7.2, 7.3

Testing machine, structural materials 3.2

Thallium I-II transition 6.7

Thermocouples, pressure coefficients 6.7

Thermodynamic wet-bulb temperature 5.6, 5.10

Transition, phase 6.1, 6.6. 6.7

Threshold of hearing 1.8, 1.11

Threshold standard 1.8, 1.9, 1.11

Transfer impedance 1.3

"Tube method" 1.15

Two-pressure humidity generator 5.1, 5.5, 5.9, 5.10

u
U-tube manometer 8.1

Units of force 4.2

V
Vacuum measurements 8.1, 8.2

Vacuum, medium range 8.1, 8.2

Vacuum systems 8.2

Vane, anemometer 2.2, 2.3

Vapor content of gases 5.6, 5.10

Vapor, pressure measurement 6.8

Velocity 9.1, 9.3, 9.4, 9.8

Volume standard, gas 2.5

Vibration 9.1, 9.2, 9.3, 9.4, 9.5, 9.6, 9.7, 9.8

Vibration generators 9.5, 9.7

Vibration, low frequency 9.4

Vibration transfer standard 9.6

Viscometer calibrating liquids 10.1

Viscosity standards 10.1

w
Weigh-time procedure 2.4

Wet-bulb temperature 5.1, 5.6, 5.10

Y
Yaw, effect of 2.2
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Official SI Unit Names and Symbols
For a complete statement of NBS practice, see NBS Tech. News Bull. Vol. 55, No. 1, Jan. 1971, 30(f.*

See also NBS Special Publication 330. The International System of Units SI, Jan. 1971, 15^».

"Available by purchase from the Supt. of Documents, Government Printing Office, Washington, D. C. 20402

Name Symbol

meter m
kilogram kg
second s

ampere A
kelvin ' K
candela cd

radian rad

steradian sr

hertz Hz
lumen Im
lux Ix

Name Symbol

newton N
joule J

watt W
coulomb C
volt V
ohm Q
farad F
weber Wb
henry H
tesla T

Additional Names and Symbols approved for NBS use

curie " Ci

degree Celsius ^ °C

gram g

mole mol
Siemens * S

1 The same name and symbol are used for thermodynamic temperature and temperature interval. (Adopted by
the 13th General Conference on Weights & Measures, 1967).

2 Accepted by the General Conference on Weights & Measures for use with the SI, but to be eventually

abandoned.
3 For expressing " Celsius temperature"; may also be used for a temperature interval.

4 Adopted by lEC and ISO.

Table for Converting U.S. Customary Units to Those of the International

System (SI)^

To relate various units customarily used in the United States to those of the Inter-

national System, the National Bureau of Standards uses the conversion factors listed in the

"ASTM Metric Practice Guide", designation :E 380-70. These are based on international

agreements effective July 1, 1959, between the national standards laboratories of Australia,

Canada, New Zealand, South Africa, the United Kingdom, and the United States.

To convert from:

(1) inches to meters, multiply by 0.0254 exactly.

(2) feet to meters, multiply by 0.3048 exactly.

(3) feet (U.S. survey) to meters, multiply by 1200/3937 exactly.

(4) yards to meters, multiply by 0.9144 exactly.

(5) miles (U.S. statute) to meters, multiply by 1609.344 exactly.

(6) miles (international nautical) to meters, multiply by 1852 exactly.

(7) grains (1/7000 Ibm avoirdupois) to grams, multiply by 0.064 798 91 exactly.

(8) troy or apothecary ounces mass to grams, multiply by 31.103 48 . . .

(9) pounds-force (Ibf avoirdupois) to newtons, multiply by 4.448 222 . . .

(10) pounds-mass (Ibm avoirdupois) to kilograms, multiply by 0.453 592 . . .

(11) fluid ounces (U.S.) to cubic centimeters, multiply by 29.57 . . .

(12) gallons (U.S. liquid) to cubic meters, multiply by 0.003 785 .. .

(13) torr(mm Hg at 0 °C) to newtons per square meter, multiply by 133.322 exactly.

(14) millibars to newtons per square meter, multiply by 100 exactly.

(15) psi to newtons per square meter, multiply by 6894.757 .

(16) poise to newton-seconds per square meter, multiply by 0.1 exactly.

(17) stokes to square meters per second, multiply by 0.0001 exactly.

(18) degrees Fahrenheit to kelvins, use the relation Tos^ (tp-f 459.67) /I.8.

(19) degrees Fahrenheit to degrees Celsius, use the relation 7"^^= (tr—32) /I.8.

(20) curies to disintegrations per second, multiply by 3.7X10"' exactly

(21) roentgens to coulombs per kilogram, multiply by 2.579 760X10-' exactly.

= Systeme International d'Unites (designated SI in all languages).




