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## APPENDIX A

## SUMMARY OF THE ORIGINAL DATA EMPLOYED IN THIS STUDY

This appendix summarizes in tabular form the worksheets subo mitted by the working group of the ASA Subcommittee to the National Bureau of Standards for statistical analysis．Separate tables are presented for deepagroove data from SKF，New Departure，and Marlin－ Rockwell Corporation（M．R．C．）；a table is also included for the self－aligning data from SKF。 These five tables（ $A \propto 1$ to $A-5$ ）are followed by Table $A-6$ which gives a synopsis of the number of test groups and the number of bearings for each company．

Tables $A-1$ to $A=5$ give the identifying material，size of test group，the values for the quantities $P, Z_{,} D_{2}$ ，and the estimates＊ for $L_{10}, L_{50}$ and the＂Heibull slope＂$e^{\circ}$ ．All of these variables are directly observed or specified quantities except for the esti－ mates $\mathrm{L}_{10^{\prime}} \mathrm{L}_{50}$ ，and e．These last three quantities are based on statistical calculations which made use of the results of individual endurance tests．These calculations are explained in APPENDIX B．

In addition to the above quantities，Tables $A-1$ to $A-5$ also show the number of rows，$i$ ，and contact angle，$\alpha$ ．Since these are the same for ail deepogroove bearings，namely，$i=1, \alpha=0^{\circ}$ ，they are merely indicated in the title．However，for the selfaligning bearings（SKF），this is not the case；hence Table A－5 has two additional columns for $i$ and $\alpha$ ．

SKF has also furnished summary sheets that list the key items for each test group，（deepogroove and selfoaligning bearo ings），and also show the computed ratio $C / P_{g}$ which appears in one form of the life formula ssee equation：（l）in the main text of this report）．The value of this ratio was obtained from the for－ mula

The estimates for $L_{10}$ and $L_{50}$ are given in millions of revolutions for all companies except M．R。C。 The life estimates for Mo R。Co are shown in hours，the same units in which the original endurance data were given．
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$$
C^{*}=f_{c} z^{0.7} D_{a}^{1.8}(i \cos \alpha)^{0.7}
$$

The asterisk denotes that the approximation 0.7 was used for the exponent of $Z$ in place of the value $2 / 3$ specifled in $A / P 1947$ (page 32, equation 120)。 These values are also included in Tables A-1 and A-5 and were utilized in one aspect of the analysis covered in this report, (see Appendix C, section 7)。

The original data, as submitted, contained a few.cases where companies tested bearings manufactured by other companies. Such test groups are not included in the summary tables as these results confound differences in testing with differences in manufacturing. Therefore these test results were not used in any of the analyses. Thus, Table A-3, for Fafnir, omits 4 tests performed on other manufacturers bearings; Table A-4, for M.R.C., omits 3 tests.

The six tables described above are followed by a specimen worksheet. A sample of Weibull-function coordinate paper is also included. This coordinate paper had been used for graphing the results of all the individual endurance tests and had accompanied the worksheets submitted to the Statistical Engineering Laboratory. The specimen worksheet was taken from the New Departure data because these sheets, being original ribbon copies, were in most suitable form for reproduction. The worksheets for the other companies showed substantially similar information, differing only in matters of minor detail. Bearings marked "Omitted" were completely eliminated from consideration, as company representatives explained that these were non-fatigue failures and should not be regarded as part of the test group. As a result, the test group in the case of the specimen sheet shown was taken to consist of 23 bearings rather than the original number of 25 . This type of situation appeared rather infrequently, however.
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TABLE A-1

SUMMARY BALL BEARING DATA FOR SKF (Deep Groove), WITH COMPUTED
VALUES FOR $L_{10}, L_{50}$, AND WEIBULL SLOPE a $\left(i=1, a=0^{\circ}\right)$

| Record No. |  |  |  |  | Year of test | Bearing No. | Number <br> in test group | Load <br> lbs. | Z <br> Number of balls | $\begin{gathered} \mathrm{D}_{\mathrm{a}} \\ \text { Ball diam } \\ \text { in. } \\ \hline \end{gathered}$ | $C^{*} / \mathrm{P}$ | $\mathrm{L}_{10}$ | $L_{50}$ | $\begin{gathered} \text { e } \\ \text { Weibull } \\ \text { slope } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1-1 | End. | 150-C | Group | 1 | 1936 | 6309 | 24 | 4240 | 8 | 11/16 | 2.308 | 19.2 | 84.5 | 1.27 |
| 1-2 | 11 | 152- |  | 1 | 1937 | 6309 | 20 | 4240 | 8 | 11/16 | 2.308 | 26.2 | 74.2 | 1.81 |
| 1-3 | " | 152 | " | 2 | 1937 | 6309 | 14 | 4240 | 8 | 11/16 | 2.308 | 17.1 | 68.1 | 1.04 |
| 1-4 | " | 152 | " |  | 1937 | 6309 | 19 | 4240 | 8 | 11/16 | 2.308 | 11.8 | 66.8 | 1.09 |
| 1- 5 | n | 152 | n | 4 | 1937 | 6309 | 18 | 4240 | 8 | 11/16 | 2.308 | 13.5 | 79.4 | 1.06 |
| 1-6 | " | 169 | " | 1 | 1938 | 6209 | 21 | 2530 | 9 | 1/2 | 2.404 | 5.80 | 25.7 | 1.27 |
| 1-7 | $n$ | 170 | " | 1 | 1938 | 6309 | 28 | 4240 | 8 | 11/16 | 2.308 | 18.3 | 4.4 .7 | 2.10 |
| 1-8 | " | 170 |  | 2 | 1938 | 6309 | 27 | 4240 | 8 | 11/16 | 2.308 | 5.62 | 73.2 | . 73 |
| 1-9 | " | 171 | " | 1 | 1940 | 6309 | 20 | 4240 | 8 | 11116 | 2.308 | 15.8 | 82.7 | 1.14 |
| 1-10 |  | 17 | " | 2 | 1940 | 6309 | 22 | 4240 | 8 | 12/16 | 2.308 | 8.70 | 41.6 | 1.20 |
| 1-11 |  | 171 | " | 4 | 1940 | 6309 | 19 | 4240 | 8 | 11/16 | 2.308 | 11.6 | 160 | . 72 |
| 1-12 |  | 181 | " | 2 | 1940 | 6207 | 15 | 1940 | 9 | 7/16 | 2.463 | 20.6 | 71.4 | 1.52 |
| 1-13 | " | 181 | " | 3 | 1940 | 6207 | 15 | 1940 | 9 | 7/16 | 2.463 | 14.5 | 88.2 | 1.04 |
| 1-14 |  | 186 | " | 5 | 1940 | 6209 | 15 | 2536 | 9 | 1/2 | 2.399 | 12.1 | 33.1 | 1.87 |
| 1-15 | " | 186 | n | 6 | 1940 | 6209 | 14 | 2536 | 9 | 1/2 | 2.399 | 15.1 | 46.4 | 1.67 |
| 1-16 | " | 186 | " | 7 | 1940 | 6209 | 15 | 2536 | 9 | 1/2 | 2.399 | 14.0 | 43.6 | 1.66 |
| 1-17 | " | 186 | " | 8 | 1940 | 6209 | 14 | 2536 | 9 | 1/2 | 2.399 | 19.3 | 51.8 | 1.91 |
| 1-18 | " | 189 | " | 2 | 1940 | 6303 | 26 | 4240 | 8 | 11/16 | 2.308 | 46.2 | 110 | 2.17 |
| 1-19 | n | 189 | " | 3 | 1940 | 6309 | 24 | 4240 | 8 | 11/16 | 2.308 | 30.0 | 88.2 | 1.74 |
| 1-20 |  | 194 | n | 1 | 1942 | 6309 | 20 | 4240 | 8 | 17/16 | 2.308 | 21.1 | 57.4 | 1.89 |
| 1-21 | " | 194 | " | 2 | 1942 | 6309 | 20 | 4240 | 8 | 11/16 | 2.308 | 17.3 | 45.7 | 1.94 |
| 1-22 | " | 196 | n | 2 | 1942 | 6309 | 37 | 4240 | 8 | 11/16 | 2.308 | 37.5 | 118 | 1.64 |
| 1-23 | " | 196 | " | 3 | 1942 | 6309 | 36 | 4240 | 8 | 11/16 | 2.308 | 20.3 | 77.1 | 1.41 |
| 1-24 |  | 196 | " | 6 | 1942 | 6309 | 32 | 4240 | 8 | 11/16 | 2.308 | 4.03 | 42.5 | . 80 |
| 1-25 |  | 198 | " | 3 | 1917 | 6307 | 28 | 2544 | 8 | 17/32 | 2.423 | 8.38 | 84.7 | . 81 |
| 1-26 |  | 199 | n |  | 1943 | 6308 | 23 | 3975 | 8 | 19/32 | 1.899 | 1.79 | 13.5 |  |
| 1-27 | " | 200 | " |  | 1942 | 6212 | 30 | 41400 | 10 | 5/8 | 2.224 | 17.7 | 45.1 | 1.39 |
| 1-28 | " | 200 | " | 2 | 1942 | 6312 | 31 | 6920 | 8 | $7 / 8$ | 2.168 | 4.15 | 15.8 | 1.41 |
| 7-29 | $\square$ | 217 | " | 2 | 1943 | 6205 | 30 | 990 | 9 | 5/16 | 2.637 | 7.23 | 41.0 | 1.09 |
| 1-30 | " | 217 | " | 3 | 1943 | 6305 | 30 | 1509 | 7 | 7/16 | 2.589 | 22.9 | 110 | 1.20 |
| 1-31 | " | 217 | " | 4 | 1943 | 6303 | 30 | 932 | 7 | 11/32 | 2.660 | 9.54 | 31.6 | 1.57 |
| 1-32 | " | 217 | " | 4 | 1944 | 6308 | 26 | 3180 | 8 | 19/32 | 2.374 | 6.28 | 23.0 | 1.45 |
| 1-33 | " | 217 | " | 5 | 1944 | 6308 | 29 | 3180 | 8 | 19/32 | 2.374 | 4.81 | 21.2 | 1.27 |
| 1-34 | $\stackrel{7}{17}$ | 219 | n | 1 | 1944 | 6218 | 33 | 8640 | 10 | 7/8 | 2.073 | 4.17 | 12.8 | 1.68 |
| 1-35 | " | 219 | " | 2 | 1944 | 6318 | 26 | 14080 | 8 | 1-1/4 | 1.877 | 5.42 | 31.6 | 1.07 |
| 1-36 | " | 246 | 11 | 1 | 1951 | 6207 | 28 | 1940 |  |  | 2.463 | 7.47 |  | 1.00 |
| 1-37 | " |  | " | 2 | 1951 | 6207 | 34 | 2330 | 9 | 7/16 | 2.051 | 4.80 | 21.3 | 1.26 |
| $1-38$ $1-39$ | " | 246 | " | 3 | 1951 | 6207 | 27 | 1550 | 9 | 7/16 | 3.083 | 24.8 | 78.4 | 1.13 |
| $1-39$ $1-40$ |  | 246 | " | 4 | 1951 | 6207 | 29 | 1165 | 9 | 7/16 | 4.101 | 84.9 | 460 | 1.11 |
| 1-40 |  | 246 | " | 5 | 1951 | 6207 | 27 | 2910 | 9 | 7/16 | 1.642 | 3.40 | 16.5 | 1.19 |
| 1-41 | 11 |  | n | 6 | 1951 | 6207 |  | 3880 |  |  | 1.232 | 1.24 | 3.23 | 1.97 |
| $1-42$ $1-43$ | F | 246 | " | 7 | 1951 | 6207 | 26 | 776 | 9 | 7/16 | 6.158 | 2417 | 951 | 1.37 |
| $1-43$ 1-4 |  | 669 | - |  | 1951 | 6326 | 30 | 19750 | 8 | $1-3 / 4$ | 2.150 | 3.01 | 12.6 | 1.31 |
| $1-4$. | E64C | 1-Tb5 | -Ser |  |  | 6309A | 30 | 2112 | 8 | 11/16 | 4.633 | 89.1 | 486 | 1.11 |
| 1-45 | E64C | 1-16 | " |  | ${ }_{6}$ | 6309A | 30 | 4224 | 8 | 11/16 | 2.316 | 15.2 | 104 | . 98 |
| $1-46$ | E64C | 1-1" 7 | - ${ }^{\prime \prime}$ | 5-3 | 品 | 6309A | 30 | 8448 | 8 | 11/16 | 1.158 | 2.04 | 10.2 | 1.17 |
| $1-47$ $1-48$ | E64X | -n ${ }^{-1}$ | -" | 3-1 |  | 6309 | 30 | 2112 | 8 | $5 / 8$ | 3.937 | 51.0 | 376 | . 94 |
| $1-48$ | E64X | -n 5 | -" | 4-2 | $\stackrel{\stackrel{0}{2}}{ }$ | 6309 | 30 | 4224 | 8 | 5/8 | 1.9 .69 | 5.26 | 58.8 | .78 |
| $1-49$. $1-50$ | E64X | - - $^{\text {a }}$ | -" |  |  | 6309 6309 a | 30 | 8448 | 8 | 5/8 | 0.984 | . 883 | 4.94 | 1.09 |
| 1-50 | E64E1 |  |  |  | 1944 | 6309A | 30 | 4224 | 8 | 11/16 | 2.316 | 74.8 | 57.4 | 1.39 |

SUMMARY BALL BEARING DATA FOR NEN DEPARTURE (Deep Groove), WITH COMPUTED
VALUES FOR $I_{10}, L_{50}$, AND WEIBULL SLOPE $e\left(i=1, \alpha=0^{\circ}\right)$

| Pecord No . | Company <br> Reference No. | Year <br> of <br> test | Bearing No. | Number in test group | Load <br> Ibs. | Z <br> Number of balls | $\left\lvert\, \begin{gathered} \mathrm{D}_{\mathrm{a}} \\ \mathrm{Ball} \\ \text { diam. } \end{gathered}\right.$ | 10 | $L_{50}$ | e <br> Weibull <br> slope |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2-1 | L03-1 | 1940 | 3L03 | 19 | 570 | 10 | 3/16 | 6.68 | 13.4 | 2.72 |
| 2-2 | LOL-2 | 1944 | 3 LO 4 | 20 | 570 | 9 | 5/16 | 29.8 | 70.0 | 2.22 |
| 2-3 | LOL-3 | 1946 | 3 LO 4 | 23 | 580 | 9 | 1/4 | 16.3 | 55.1 | 1.55 |
| 2-4 | LOL-3A | 1946 | 3 LOL | 23 | 580 | 9 | 1/4 | 28.5 | 69.2 | 2.13 |
| 2-5 | LOL4-3B | 1947 | 3LOL | 23 | 580 | 9 | 1/4 | 16.4 | 49.3 | 1.71 |
| 2-6 | $\mathrm{LO}_{4-4}$ | 1943 | 3 LO 4 | 10 | 665 | 9 | 1/4 | 10.3 | 40.1 | 1.50 |
| 2-7 | LOL-LA | 1944 | 3 LO 4 | 10 | 665 | 9 | 1/4 | 25.7 | 46.4 | 3.19 |
| 2-8 | L05-1 | 1942 | 3L05 | 19 | 580 | 10 | 1/4 | 9.55 | 39.6 | 1.32 |
| 2-9 | L05-2 | 1946 | 3L05 | 33 | 620 | 10 | 1/4 | 17.9 | 62.1 | 1.51 |
| 2-10 | L05-2A | 1947 | 3L05 | 15 | 620 | 10 | 1/4 | 19.9 | 73.2 | 1.45 |
| 2-11 | L05-2B | 1947 | 3L05 | 31 | 620 | 10 | 1/4 | 12.9 | 50.4 | 1.39 |
| 2-12 | L05-3 | 1944 | 3L05 | 19 | 625 | 10 | 1/4 | 19.3 | 46.2 | 2.18 |
| 2-13 | L05-4 | 1941 | 3L05 | 17 | 720 | 10 | 1/4 | 11.1 | 23.3 | 2.54 |
| $2-14$ | L06-1 | 1946 | 3L06 | 60 | 980 | 11 | $9 / 32$ | 15.7 | 43.5 | 1.85 |
| 2-15 | L06-1A | 1947 | 3L06 | 32 | 980 | 11 | $9 / 32$ | 11.2 | 38.1 | 1.54 |
| 2-16 | L07-1 | 1950 | 3L07 | 49 | 600 | 11 | 5/16 | 47 | 809 | 2.85 |
| 2-17 | L07-2 | 1949 | 3L07 | 60 | 600 | 11 | 5/16 | 216 | 709 | 1.58 |
| 2-18 | LO7-3 | 1943 | 3L07 | 20 | 900 | 11 | 5/16 | 35.6 | 100 | 1.82 |
| 2-19 | L07-4 | 1946 | 3L07 | 67 | 1220 | 11 | 5/16 | 12.0 | 42.2 | 1.50 |
| 2-20 | LOT-4A | 1947 | 3L07 | 34 | 1220 | 11 | 5/16 | 8.53 | 46.6 | 1.11 |
| 2-21 | L07-5 | 1940 | 3L07 | 20 | 1370 | 11 | 5/16 | 6.77 | 18.9 | 1.85 |
| 2-22 | L07-6 | 1950 | 3L07 | 60 | 1415 | 11 | 5/16 | 13.5 | 1.6 .5 | 1.53 |
| 2-23 | L07-7 | 1950 | 3L07 | 60 | 2243 | 11 | 5/16 | 2.32 | 8.06 | 1.51 |
| 2-24 | L08-1 | 1942 | 3L08 | 20 | 720 | 12 | 5/16 | 36.7 | 141 | 1.40 |
| 2-25 | LOO-2 | 1946 | 3L08 | 55 | 1300 | 12 | 5/16 | 19.0 | 57.2 | 1.71 |
| 2-26 | L08-2A | 1947 | 3L08 | 30 | 1300 | 12 | 5/16 | 19.5 | 60.6 | 1.67 |
| 2-27 | L10-1 | 1944 | 3L10 | 20 | 1650 | 14 | 11/32 | 17.0 | 74.4 | 1.37 |
| 2-28 | L10-2 | 1946 | 3L10 | 59 | 1760 | 14 | 11/32 | 20.9 | 53.7 | 2.00 |
| 2-29 | L10-2A | 1947 | 3Ll0 | 34 | 1760 | 14 | 11/32 | 9.56 | 40.7 | 1.30 |
| 2-30 | [11-1 | 1940 | 3 LII | 20 | 2010 | 13 | - $3 / 32$ | 5.49 | 33.3 | 1.05 |
| 2-31 | L11-1A | 1940 | 3217 | 9 | 2010 | 13 | 13/32 | 1.39 | 4.0 | . 54 |
| 2-32 | L11-2 | 1944 | 3 L 11 | 19 | 2140 | 13 | 13/32 | 9.80 | 82.7 | . 88 |
| 2-33 | [13-1 | 1943 | 3213 | 11 | 2630 | 15 | 13/32 | 5.19 | 54.9 | . 80 |
| $2-34$ | L18-1 | 1942 | 3L18 | 12 | 5900 | 14 | 19/32 | 6.36 | 17.5 | 1.86 |
| 2-35 | L18-1A | 1947 | 3L18 | 19 | 5900 | 14 | 19/32 | 3.68 | 22.1 | 1.05 |
| 2-36 | L22-1 | 1947 | 3L22 | 20 | 8070 | 14 | 23/32 | 8.34 | 23.6 | 1.81 |
| 2-37 | L22-2 | 1942 | 3L22 | 12 | 8075 | 14 | 23/32 | 6.78 | 36.4 | 1.12 |
| 2-38 | 202-1 | 1938 | 3202 | 10 | 565 | 9 | . 210 | 9.27 | 18.4 | 2.75 |
| 2-39 | 203-1 | 1940 | 3203 | 23 | 720 | 8 | 9/32 | 18.2 | 56.9 | 1.66 |
| 2-40 | 203-1A, | 1940 | 3203 | 24 | 720 | 8 | $9 / 32$ | 22.8 | 56.2 | 2.09 |

Continued next page

SUMMARY BALL BEARING DATA FOR NEW DEPARTURE (Dpep Groove), WITH COMPUTED
VALUES FOR $I_{1} 0^{\prime} I_{50}$, AND WEIBULL SLOPE $\theta\left(i=1, ~ a=0^{\circ}\right)$

| Record No | Company Reference No. | Year <br> of test | Bearing No. | Number in test group | Load <br> lbs. | Z <br> Number of balls | $\begin{gathered} \mathrm{D}_{\mathrm{a}} \\ \mathrm{BaIl} \text { diam. } \\ \text { in. } \end{gathered}$ | $\mathrm{I}_{10}$ | $L_{50}$ | e <br> Weibull <br> slope |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2-47 | 203-1B | 1940 | 3203 | 25 | 720 | 8 | 9/32 | 3.99 | 15.6 | 1.38 |
| 2-42 | 203-1C | 1940 | 3203 | 21 | 720 | 8 | 9/32 | 9.07 | 29.4 | 1.60 |
| 2-43 | 203-1D | 1940 | 3203 | 25 | 720 | 8 | 9/32 | 7.14 | 28.5 | 1.36 |
| $2-44$ | 203-1E | 1940 | 3203 | 25 | 720 | 8 | 9/32 | 12.5 | 26.4 | 2.51 |
| 2-45 | 203-1F | 1941 | 3203 | 25 | 720 | 8 | $9 / 32$ | 18.8 | 48.7 | 1.98 |
| 2-46 | 203-1G | 1941 | 3203 | 2\% | 720 | 8 | 9/32 | 21.5 | 53.2 | 2.08 |
| $2-47$ | 204-1A | 1947 | 3204 | 33 | 860 | 8 | 5/16 | 17.1 | 59.0 | 1.52 |
| 2-48 | 204-1B | 1948 | 3204 | 8 | 860 | 8 | 5/16 | 15.2 | 87.6 | 1.08 |
| 2-49 | 205-1 | 1943 | 3205 | 20 | 900 | 9 | 5/16 | 30.1 | 92.3 | 1.68 |
| 2-50 | 205-1A | 1944 | 3205 | : 9 | 900 | 9 | $5 / 16$ | 15.0 | 47.6 | 1.63 |
| 2-51 | 205-2 | 1945 | 3205 | 27 | 940 | 9 | 5/16 | 17.5 | 52.8 | 1.71 |
| 2-52 | 205-2A | 1947 | 3205 | 34 | 940 | 9 | 5/16 | 14.4 | 65.6 | 1.24 |
| 2-53 | 205-3 | 1938 | 3205 | 10 | 1180 | 9 | 5/16 | 8.76 | 22.1 | 2.04 |
| $2-54$ | 206-1 | 1945 | 3206 | 30 | 1580 | 9 | $3 / 8$ | 12.1 | 43.3 | 1.47 |
| $2-55$ | 206-1A | 1947 | 3206 | 33 | 1580 | 9 | 3/8 | 17.2 | 64.6 | 1.42 |
| 2-56 | 206-1B | 1948 | 3206 | 8 | 1580 | 9 | 3/8 | 10.7 | 34.6 | 1.61 |
| 2-57 | 207-3 | 1945 | 3207 | 31 | 2160 | 9 | 7/16 | 10.9 | 37.6 | 1.52 |
| 2-58 | 207-3B | 1947 | 3207 | 30 | 2160 | 9 | 7/16 | 12.7 | 53.7 | 1.30 |
| 2-59 | 207-4 | 1938 | 3207 | 9 | 2200 | 9 | 7/16 | 3.73 | 43.5 | . 77 |
| 2-60 | 207-5 | 1947 | 3207 | 30 | 2480 | 9 | 7/16 | 16.6 | 78.3 | 1.21 |
| 2-61 | 208-13 | 1950 | 3208 | 40 | 1340 | 9 | 15/32 | 180 | 275 | 4.44 |
| 2-62 | 208-16 | 1937 | 3208 | 19 | 1660 | 10 | 7/16 | 85.2 | 234 | 1.86 |
| 2-63 | 208-18 | 1947 | 3208 | 19 | 1700 | 9 | 15/32 | 57.1 | 230 | 1.35 |
| 2-64 | 208-20 | 1939 | 3208 | 24 | 2480 | 9 | 15/32 | 15.7 | 55.8 | 1.48 |
| 2-65 | 208-20A | 1939 | 3208 | 25 | 2480 | 9 | 15/32 | 27.1 | 97.8 | 1.47 |
| 2-66 | 208-20B | 1939 | 3208 | 23 | 2480 | 9 | 15/32 | 21.7 | 122 | 1.09 |
| 2-67 | 208-20C | 1939 | 3208 | 28 | 2480 | 9 | 15/32 | 13.2 | 42.3 | 1.62 |
| 2-68 | 208-20D | 1939 | 3208 | 28 | 2480 | 9 | 15/32 | 35.8 | 145 | 1.35 |
| 2-69 | 208-20E | 1939 | 3208 | 20 | 2480 | 9 | 15/32 | 12.7 | 34.7 | 1.87 |
| 2-70 | 208-20F | 1944 | 3208 | 20 | 2480 | 9 | 15/32 | 10.1 | 27.8 | 1.87 |
| 2-71 | 208-20G | 1945 | 3208 | 20 | 2480 | 9 | 15/32 | 8.83 | 34.3 | 1.39 |
| 2-72 | 208-20H | 1938 | 3208 | 10 | 2480 | 9 | 15/32 | 16.5 | 60.3 | 1.45 |
| 2-73 | 208-20I | 1942 | 3208 | 17 | 2480 | 9 | 15/32 | 17.9 | 65.8 | 1.45 |
| $2-74$ | 208-20J | 1943 | 3208 | 10 | 2480 | 9 | 15/32 | 15.7 | 63.1 | 1.35 |
| 2-75 | 208-20K | 1943 | 3208 | 20 | 2480 | 9 | 15/32 | 10.8 | 42.1 | 1.38 |
| 2-76 | 208-20L | 1944 | 3208 | 18 | 2480 | 9 | 15/32 | 14.2 | 39.9 | 1.83 |
| 2-77 | 208-20M | 1944 | 3208 | 18 | 2480 | 9 | 15/32 | 19.0 | 67.8 | 1.48 |
| 2-78 | 208-20N | 1944 | 3208 | 18 | 2480 | 9 | 15/32 | 16.3 | 57.7 | 1.49 |
| 2-79 | 208-200 | 1944 | 3208 | 20 | 2480 | 9 | 15/32 | 2.93 | 18.0 | 1.04 |
| 2-80 | 208-20P | 1944 | 3208 | 20 | 2480 | 9 | 15/32 | 5.69 | 25.4 | 1.26 |

SUMMARY BALL BEARING DATA FOR NEW DEPARTURE (Deep Groove), WITH COMPUTED
VALUES FOR $I_{10}, L_{50}$, AND WEIBULL SLOPE e $\left(i=1, \alpha=0^{\circ}\right)$

| Record No. | Compary <br> Reference No. | Year <br> of test | Bearing No. | Number in test group | Load <br> Ibs. | Z <br> Number of balls | ```Ball diam. in.``` | $I_{10}$ | $L_{50}$ | Weibull slope |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2-81 | 208-20Q | 1944 | 3208 | 28 | 2480 | 9 | 15/32 | 9.54 | 39.9 | 1.32 |
| 2-82 | 208-20S | 1944 | 3208 | 22 | 2480 | 9 | 15/32 | 12.6 | 55.7 | 1.27 |
| 2- 33 | 208-20T | 1944 | 3208 | 23 | 2480 | 9 | 15/32 | 5.10 | 37.5 | . 94 |
| 2-84 | 208-20U | 1944 | 3208 | 18 | 2480 | 9 | 15/32 | 16.0 | 53.7 | 1.56 |
| 2-35 | 208-20V | 1944 | 3208 | 20 | 2480 | 9 | 15/32 | 1.98 | 22.1 | . 78 |
| 2-86 | 208-20W | 1945 | 3208 | 20 | 2480 | 9 | 15/32 | 5.65 | 28.8 | 1.16 |
| 2-87 | 208-20X | 1945 | 3208 | 20 | 2480 | 9 | 15/32 | 12.8 | 43.6 | 1.58 |
| 2-88 | 208-20Y | 1945 | 3208 | 20 | 2480 | 9 | 15/32 | 9.84 | 32.3 | 1.59 |
| 2-89 | 208-202 | 1945 | 3208 | 20 | 2480 | 9 | 15/32 | 12.1 | 43.0 | 1.48 |
| 2-90 | 208-20AA | 1945 | 3208 | 20 | 2480 | 9 | 15/32 | 5.48 | 40.8 | . 94 |
| 2-91 | 208-20BB | 1945 | 3208 | 20 | 2480 | 9 | 15/32 | 6.64 | 25.3 | 1.47 |
| 2-92 | 208-20CC | 1945 | 3208 | 32 | 2480 | 9 | 15/32 | 13.9 | 41.9 | 1.70 |
| 2-93 | 208-20DD | 1946 | 3208 | 35 | 2480 | 9 | 15/32 | 9.02 | 45.4 | 1.17 |
| 2-94 | 208-20EE | 1946 | 3208 | 34 | 2480 | 9 | 15/32 | 11.0 | 49.2 | 1.26 |
| 2-95 | 208-20GG | 1947 | 3208 | 31 | 2480 | 9 | 15/32 | 14.5 | 73.6 | 1.16 |
| 2-96 | 208-20II | 1944 | 3208 | 9 | 2480 | 9 | 15/32 | 5.91 | 37.2 | 1.02 |
| 2-97 | 208-20JJ | 1944 | 3208 | 10 | 2480 | 9 | 15/32 | 18.1 | 40.5 | 2.33 |
| 2-98 | 208-20KK | 1945 | 3208 | 10 | 2480 | 9 | 15/32 | 17.1 | 53.3 | 1.65 |
| 2-99 | 208-20LL | 1945 | 3208 | 10 | 2480 | 9 | 15/32 | 32.6 | 61.8 | 2.95 |
| 2-100 | 208-20NN | 1945 | 3208 | 10 | 2480 | 9 | 15/32 | 24.1 | 66.2 | 1.87 |
| 2-101 | 208-2000 | 1945 | 3208 | 20 | 2480 | 9 | 15/32 | 36.1 | 71.6 | 2.75 |
| 2-102 | 208-20PP | 1946 | 3208 | 20 | 2480 | 9 | 15/32 | 63.3 | 104 | 3.82 |
| 2-103 | 208-20QQ | 1946 | 3208 | 12 | 2480 | 9 | 15/32 | 14.4 | 59.0 | 1.33 |
| $2-104$ | 208-20RR | 1946 | 3208 | 11 | 2480 | 9 | 15/32 | 15.1 | 92.9 | 1.04 |
| 2-105 | 208-20SS | 1945 | 3208 | 10 | 2480 | 9 | 15/32 | 18.8 | 39.4 | 2.55 |
| 2-106 | 208-20TT | 1950 | 3208 | 12 | 2480 | 9 | 15/32 | 5.63 | 34.7 | 2.04 |
| 2-107 | 208-20UU | 1950 | 3208 | 12 | 2480 | 9 | 15/32 | 7.23 | 34.5 | 1.21 |
| 2-108 | 208-20VV | 1951 | 3208 | 30 | 2480 | 9 | 15/32 | 16.7 | 71.8 | 1.29 |
| 2-109 | 208-20WW | 1951 | 3208 | 63 | 2480 | 9 | 15/32 | 26.5 | 90.3 | 1.54 |
| 2-110 | 208-20xX | 1950 | 3208 | 23 | 2480 | 9 | 15/32 | 8.35 | 49.1 | 1.06 |
| 2-111 | 208-21 | 1943 | 3208 | 19 | 3250 | 9 | 15/32 | 3.79 | 9.30 | 2.10 |
| 2-112 | 208-22 | 1937 | 3208 | 10 | 3470 | 10 | 7/16 | 9.05 | 36.6 | 1.35 |
| 2-113 | 208-23 | 194 | 3208 | 20 | 4000 | 9 | 15/32 | 2.98 | 7.35 | 2.08 |
| $2-114$ | 209-1 | 1943 | 3209 | 19 | 2300 | 10 | 15/32 | 22.5 | 73.4 | 1.59 |
| 2-115 | 209-2 | 1938 | 3209 | 10 | 2730 | 10 | 15/32 | 3.82 | 31.7 | . 89 |
| 2-116 | 209-3 | 1946 | 3209 | 22 | 2660 | 10 | 17/32 | 6.55 | 20.8 | 1.63 |
| 2-117 | 210-3 | 1944 | 3210 | 20 | 2250 | 11 | 15/32 | 17.5 | 64.3 | 1.45 |
| 2-118 | 21004 | 1943 | 3210 | 16 | 2300 | 11 | 15/32 | 61.7 | 152 | 2.10 |
| 2-119 | 210-6 | 1945 | 3210 | 48 | 2840 | 11 | 15/32 | 18.6 | 42.7 | 2.27 |
| 2-120 | 210-6A | 1947 | 3210 | 28 | 2840 | 11 | 15/32 | 21.6 | 66.3 | 1.68 |

Continued next page

TABLE A-2, contimued

SUMMARY BALL BEARING DATA FOR NEN DEPARTURE (Deep Groove), WITH COMPUTED VALUES FOR $\mathrm{I}_{10}, \mathrm{~L}_{50}$, AND WEIBULL SLOPE e $\left(1=1, a=0^{\circ}\right)$

| Record No. | Company <br> Reference No. | Year <br> of test | Bearing No. | Number in test group | Load lbs. | Z <br> Number of balls | ```D Ball diam. in.``` | $\mathrm{L}_{10}$ | $L_{50}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2-121 | 210-6B | 1947 | 3210 | 8 | 2840 | 17 | 15/32 | 11.9 | 39.1 | 1.59 |
| 2-122 | 210-6C | 1948 | 3210 | 8 | 2840 | 11 | 15/32 | 13.9 | 50.6 | 1.46 |
| 2-123 | 210-7 | 1943 | 3210 | 19 | 3200 | 17 | 15/32 | 7.80 | 33.1 | 1.30 |
| 2-124 | 210-9 | 1944 | 3210 | 28 | 4000 | 11 | 15/32 | 3.55 | 13.9 | 1.38 |
| 2-125 | 210-10 | 1943 | 3210 | 19 | 4000 | 12 | 15/32 | 9.40 | 23.4 | 2.06 |
| 2-126 | 216-1 | 1947 | 3216 | 23 | 6350 | 11 | 11/16 | 4.76 | 22.7 | 1.21 |
| 2-127 | 222-1 | 1944 | 3222 | 20 | 12000 | 11 | 1-1/16 | 3.23 | 9.86 | 1.69 |
| 2-128 | 222-1A | 1944 | 3222 | 20 | 12000 | 11 | 1-1/16 | 2.62 | 9.52 | 1.46 |
| 2-129 | 222-2 | 1944 | 3222 | 9 | 12700 | 8 | 1-1/2 | 7.89 | 39.7 | 1.1 .7 |
| 2-130 | 222-3 | 1949 | 3222 | 18 | 16500 | 12 | 1-1/16 | 4.93 | 20.4 | 1.33 |
| 2-131 | 222-3A | 1950 | 3222 | 20 | 16500 | 17 | 1-1/16 | 6.26 | 16.2 | 1.98 |
| 2-132 | 302-1 | 1938 | 3302 | 8 | 565 | 7 | 5/16 | 37.3 | 103 | 1.85 |
| 2-133 | 302-2 | 1944 | 3302 | 20 | 900 | 7 | 5/16 | 14.0 | 38.6 | 1.86 |
| 2-134 | 305-3 | 1938 | 3305 | 10 | 1650 | 8 | 13/32 | 30.3 | 87.6 | 1.77 |
| 2-135 | 306-7 | 194 | 3306 | 20 | 2250 | 8 | 15/32 | 25.7 | 71.2 | 1.85 |
| 2-136 | 306-8 | 1943 | 3306 | 20 | 2300 | 8 | 15/32 | 10.5 | 60.4 | 1.07 |
| 2-137 | 306-9 | 1944 | 3306 | 19 | 3200 | 8 | 15/32 | 10.3 | 24.1 | 2.21 |
| 2-138 | 306-10 | 1944 | 3306 | 19 | 4000 | 8 | 15/32 | 4.56 | 12.9 | 1.81 |
| 2-139 | 307-7 | 1937 | 3307 | 10 | 1710 | 8 | 17/32 | 25.1 | 274 | . 79 |
| 2-140 | 307-8 | 1938 | 3307 | 9 | 2360 | 8 | 17/32 | 48.8 | 264 | 1.12 |
| 2-1417 | 307-9 | 1937 | 3307 | 10 | 2680 | 8 | 17/32 | 7.53 | 60.7 | . 90 |
| 2-142 | 307-10 | 1937 | 3307 | 11 | 3850 | 8 | 17/32 | 14.9 | 62.6 | 1.32 |
| 2-143 | 313-1 | 1947 | 3313 | 21 | 7760 | 8 | 29/32 | 4.57 | 43.4 | - 84 |
| 2-144 | 316-1 | 1943 | 3316 | 12 | 9550 | 8 | 1-1/16 | 3.90 | 40.7 | . 80 |
| $3-145$ | $316=2$ | 1947 | 3316 | 21 | 9750 | 8 | 1-1/16 | 15.5 | 79.4 | 1.16 |
| $2-146$ | 318-1 | 1948 | 3318 | 16 | 11400 | 8 | 1-3/16 | 10.2 | 43.9 | 1.29 |
| 2-147 | 318-1A | 1948 | 3318 | 20 | 71400 | 8 | 1-3/16 | 4.71 | 16.9 | 1.48 |
| 2-148 | 318-2 | 1947 | 3318 | 18 | 71420 | 8 | 1-3/16 | 10.1 | 34.2 | 1.55 |

SUMMARY bail bearing data for fafinir (Deep groove), with computed
VALUES FOR $L_{10}, L_{50}$, AND WETBULL SLOPE e

| Reoord No. | Company <br> Reference No. | Year of test | Bearing No. | Number <br> in test <br> group | $\begin{aligned} & \text { Load } \\ & \text { los, } \end{aligned}$ | $Z$ <br> Number <br> of balls | $\begin{gathered} D_{a} \\ \text { Ball diam. } \\ \text { in. } \\ \hline \end{gathered}$ | $L_{10}$ | $L_{50}$ | Weibull slope |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3-1 | 24-I-7 | 1942 | 307 K | 94 | 1580 | 7 | 9/16 | 16.9 | 64.8 | 1.40 |
| 3-2 | 24-I-7-S-1-50\% | 1949 | 307 K | 29 | 790 | 7 | 9/16 | 211 | 729 | 1.52 |
| 3-3 | 24-L-7-Sm1 | 1949 | 307 K | 35 | 1185 | 7 | 9/16 | 74.4 | 287 | 1.40 |
| 3-4 | 53-I-14 | 1940 | 208 K | 29 | 1600 | 9 | 1/2 | 9.62 | 40.1 | 1.32 |
| 3-5 | 53-I-14-S-1 | 1945 | 208Con- | 10 | 1600 | 8 | 15/32 | 11.9 | 66.3 | 1.10 |
| 3-6 | 147-L-27 | 1943 | 306 K | 9 | 2275 | 7 | 17/32 | 13.8 | 58.0 | 1.31 |
| 3-7 | 195-L-34-S-2 A | 1946 | 207 K | 13 | 2540 | 8 | 15/32 | 2.38 | 11.3 | 1.21 |
| 3-8 | 195-I-34-S-2 B | 1946 | 207 K | 12 | 2540 | 8 | 15/32 | 2.38 | 11.5 | 1:19 |
| 3-9 | $242-\mathrm{L}-42-\mathrm{A}$ | 1949 | M307KCR | 12 | 1580 | 7 | 9/16 | 8.75 | 62.2 | 0.96 |
| 3-10 | 242-I-42-B | 1949 | 307 K | 12 | 1580 | 7 | $9 / 16$ | 25.7 | 113 | 1.27 |
| $3-11$ | 285-I-46 | 1947 | MM208K | 24 | 1600 | 9 | 1/2 | 14.5 | 113 | 0.92 |
| 3-12 | 329-I-57 | 1949 | 204 K-C. | 12 | 610 | 8 | 5/16 | 26.8 | 65.6 | 2.10 |

table a-4

SUMARY BALL BEARING DATA FOR MARLIN-ROCKWELL CORPORATION (Deep Groove),
WITH COMPUTED VALUES FOR $L_{10}, L_{50}$, AND WEIBULL SLOFE -

| $\left(i=1, a=0^{\circ}\right.$ ) |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Reoord No. | Company <br> Referenoe No. | Year of test | Bearing No. | Number in test group | $\begin{aligned} & \text { Load } \\ & \text { lbs. } \\ & \hline \end{aligned}$ | 2 <br> Number <br> of balls | $\begin{gathered} \mathrm{D}_{\mathrm{a}} \\ \text { Ball diem. } \\ \text { in. } \\ \hline \end{gathered}$ | $L_{10}$ | $\mathrm{I}_{50}$ | $\theta$ <br> Weibull <br> slope |
| 4-1 | 16 | 1946 | 207 S | 19 | 1750 | 9 | 7/16 | 159 | 963 | 1.05 |
| 4-2 | 19 | 1951 | 207 S | 34 | 1750 | 9 | 7/16 | 71.7 | 526 | 0.94 |
| 4-3 | 20 | 1951 | 207 S | 56 | 1750 | 9 | 7/16 | 113 | 582 | 1.15 |

NOTE: In TABLE A-4 the ife estimates $\mathrm{I}_{10}, \mathrm{I}_{50}$ are in hours.

SUMMARY BALL BEARTNG DATA FOR SKF (Self-Aligning), WITH COMPUTED
VALUES FOR $I_{10}, I_{50}$, AND WEIBULL SLOPE e

| Record No. | Compary <br> Reference No. | $\begin{aligned} & \text { Year } \\ & \text { of } \\ & \text { teat } \end{aligned}$ | Bearing 150. | Kumber in test group | Load lbs. | Z <br> Nuraber <br> of balls | Ball diam. <br> in. | 1 | a | $C^{*} / P$ | $I_{10}$ | $\mathrm{L}_{50}$ | Weibull <br> slope |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5-1 | Find 152-aroup 5 | 1936 | 1309 | 27 | 4240 | 15 | 1/2 | 2 | $9^{\circ} 25$ ' | 1.690 | 4.90 | 14.7 | 1.72 |
| 5-2 | " 152 " 6 | 1936 | 1309 | 26 | 4240 | 15 | 1/2 | 2 | $9^{\circ} 25^{\prime}$ | 1.690 | 5.68 | 16.8 | 1.73 |
| 5-3 | " 170 " 3 | 1938 | 1309 | 37 | 4240 | 15 | 1/2 | 2 | $9^{\circ} 251$ | 1.690 | 8.43 | 28.8 | 1.53 |
| 5-4 | "171 3 | 1939 | 1309 | 27 | 4240 | 15 | 1/2 | 2 | $9{ }^{\circ} 251$ | 1.690 | 1.85 | 16.1 | 0.87 |
| 5-5 | " 172 " 1 | 1940 | 1309 | 35 | 4240 | 15 | 1/2 | 2 | $9^{\circ} 25^{\prime}$ | 1.690 | 1.39 | 12.3 | 0.86 |
| 5-6 | - 172 n 2 | 1940 | 1309 | 36 | 4240 | 15 | 1/2 | 2 | 90251 | 1.690 | 0.716 | 8.24 | 0.77 |
| 5-7 | " 172 - 3 | 1940 | 1309 | 35 | 4240 | 15 | 1/2 | 2 | $9{ }^{\circ} 25$ | 1.690 | 0.942 | 9.98 | 0.80 |
| 5-8 | - 176 n 2 | 1940 | 1312 | 30 | 7040 | 16 | 5/8 | 2 | $8{ }^{\circ} 33^{\prime}$ | 1.533 | 1.97 | 8.02 | 1.34 |
| 5-9 | - 177 " 1 | 1940 | 1315 | 30 | 10137 | 16 | 3/4 | 2 | 80261 | 1.468 | 2.27 | 9.51 | 1.31 |
| 5-10 | * 186 " 9 | 1940 | 1309 | 17 | 4240 | 15 | 1/2 | 2 | 90251 | 1.690 | 2.19 | 7.30 | 1.56 |
| 5-11 | " 188 n 3-4 | 1941 | 2318 | 19 | 9266 | 13 | $11 / 8$ | 2 | $14^{\circ} 61$ | 3.083 | 19.3 | 62.7 | 1.62 |
| 5-12 | " 188 - | 1940 | 1218 | 30 | 8360 | 19 | 5/8 | 2 | 60231 | 1.293 | 2.10 | 5.64 | 1.91 |
| 5-13 | n 189 n 2 | 1940 | 1309 | 29 | 4240 | 15 | 1/2 | 2 | $9{ }^{\circ} 25^{\prime}$ | 1.690 | 9.10 | 23.6 | 1.98 |
| 5-14 | - 192 | 1941 | 2215 | 30 | 6315 | 20 | 17/32 | 2 | $9^{\circ} 321$ | 1.328 | 3.58 | 11.8 | 1.58 |
| 5-15 | - 193 " 1 | 1940 | 1207 | 30 | 1760 | 16 | 5/16 | 2 | 80 ¢ ${ }^{1}$ | 1.690 | 4.48 | 17.0 | 1.11 |
| 5-16 | n 193 n 2 | 1940 | 1307 | 30 | 2604 | 14 | 13/32 | 2 | 9018 | 1.809 | 4.00 | 22.1 | 1.13 |
| 5-17 | $n 194 \mathrm{n}$ | 1942 | 1309 | 31 | 4240 | 15 | 1/2 | 2 | $9^{\circ} 25^{\prime \prime}$ | 1.690 | 1.90 | 11.7 | 1.04 |
| 5-18 | " 1.98 " 1 | 1941 | 2207 | 30 | 2216 | 14 | 3/8 | 2 | $13^{\circ} 55^{\prime}$ | 1.619 | 4.61 | 16.4 | 1.54 |
| 5-19 | " 198 n 2 | 1947 | 2307 | 30 | 3496 | 11 | 17/32 | 2 | $17^{\circ} 71$ | 2.078 | 3.01 | 19.4 | 1.01 |
| 5-20 | n 203 n 1 | 1942 | 2212 | 29 | Who | 18 | 15/32 | 2 | $10^{\circ} 34$ ' | 1.445 | 5.78 | 23.1 | 1.36 |
| 5-21 | " 235 n | 1949 | 1309 | 59 | 4240 | 15 | 1/2 | 2 | 90251 | 1.690 | 3.07 | 9.64 | 1.62 |
| 5-22 | " 239 n 1 | 1950 | 1309 | 30 | 4240 | 15 | 1/2 | 2 | 90251 | 1.690 | 2.25 | 10.8 | 1.20 |
| 5-23 | - $246 \mathrm{n} \quad 11$ | 1951 | 1207 | 26 | 1760 | 16 | 5/16 | 2 | $8{ }^{\circ} 4^{\prime}$ | 1.693 | 4.53 | 12.9 | 1.80 |
| 5-24 | - $246 \mathrm{n} \quad 12$ | 1951 | 1207 | 27 | 1410 | 16 | 5/16 | 2 | $8{ }^{\circ} 4^{\prime \prime}$ | 2.109 | 6.97 | 26.9 | 1.40 |
| 5-25 | " 246 " 13 | 1951 | 1207 | 31 | 2110 | 16 | 5/16 | 2 | 80 Lh' | 1.409 | 1.56 | 6.73 | 1.29 |
| 5-26 | $n \quad 246 \mathrm{n} \quad 14$ | 1951 | 1207 | 25 | 1060 | 16 | 5/16 | 2 | 804 ¢ | 2.805 | 7.79 | 34.3 | 1.27 |
| 5-27 | " 2460 | 1951 | 1207 | 28 | 1060 | 16 | 5/16 | 2 | $80{ }^{1 / 4}$ | 2.805 | 12.1 | 41.3 | 1.53 |
| 5-28 | " 246 " 16 | 1951 | 1207 | 29 | 795 | 16 | 5/16 | 2 | $8{ }^{\circ}$ ¢ ${ }^{\prime}$ ' | 3.740 | 42.2 | 118 | 1.84 |
| 5-29 | E64CLTb L-Ser 4 |  | 1309 | 30 | 4224 | 15 | 1/2 | 2 | $9^{\circ} 25^{\prime}$ | 1.697 | 5.89 | 14.8 | 2.05 |
| 5-30 | 64뵤 3 " 3 |  | 1309 | 30 | 2112 | 15 | 1/2 | 2 | 90251 | 3.394 | 31.2 | 122 | 1.38 |
| 5-31 |  |  | 1309 |  | 8448 |  |  | 2 |  | 0.848 | 0.625 | 1.56 | 2.06 |
| 5-32 | 6450 " 1 " $=$ |  | 1309 | 30 | 1056 | 15 | 1/2 | 2 | 98251 | 6.789 | 166 | 477 | 1.78 |
| $5-33$ |  |  | 1309 | 30 | 4224 | 15 | 1/2 | 2 | 90251 | 1.697 | 9.09 | 30.6 | 1.55 |
| $5-34$ | $6452010-$ | $\stackrel{8}{8}$ | 1309 | 30 | 528 | 15 | 1/2 | 2 | $9{ }^{\circ} 251$ | 13.575 | 286 | 2100 | 0.94 |
| 5-35 | $64 \mathrm{Fl}{ }^{1} 6$ | Cob | 1309 | 29 | 528 | 15 | 1/2 | 2 | 90251 | 13.575 | 174 | 2720 | 0.69 |
| 5-36 | 6lFI " 7 "12 | $\stackrel{\rightharpoonup}{8}$ | 1309 | 30 | 1056 | 15 | 1/2 | 2 | 90251 | 6.789 | 120 | 563 | 1.22 |
| 5-37 |  |  | 1309 | 30 | 2112 | 15 | 1/2 | 2 | 90251 | 3.394 | 24.4 | 130 | 1.12 |
| 5-38 |  |  | 1309 | 30 | 4224 | 15 | 1/2 | 2 | 90251 | 1.697 | 10.2 | 42.9 | 1.31 |
| 5-39 | 6liFl " 10 " 5 |  | 1309 | 30 | 8424 | 15 | 1/2 | 2 | 90251 | 0.848 | 0.459 | 1.60 | 1.51 |
| 5-40 | 6ue 13 | 1939 | 1309 | 30 | 4224 | 15 | 1/2 | 2 | $9025+$ | 1.697 | 4.37 | 16.4 | 1.42 |

TABLE A-6

RECAPITULATION OF TEST GROUPS OF BALL BEARING DATA

| Company and Bearing Type | Number of test groups | Total Number of bearings in test groups |
| :---: | :---: | :---: |
| DEEP GROOVE, Total | 213 | 4948 |
| SKF | 50 | 1259 |
| New Departure | 148 | 3289 |
| Extra light, Series 3L00 | 37 |  |
| Light, Series 3200 | 94 |  |
| Medium, Series 3300 | 17 |  |
| Fafnir* | 12 | 291 |
| Marlin-Rockwell Corporation* | 3 | 109 |
| SELF-ALIGNING, SKF Only | 40 | 1196 |
| Total, All Bearings | 253 | 6144 |

* Bearings of other manufacture not included. See text.

SPECIMEN WORKSHEET

| Referen No. LO4-3A |  |
| :---: | :---: |
| Bearing Mfg。 by New Departure |  |
| Bearing Tested by New Departure |  |
| Date of Test 8-26-46 |  |
| Bearing No. 3104 |  |
| Load $580 \mathrm{R} . \mathrm{L}$. |  |
| Speed 2000 r.p.m. |  |
| Lubrication: Type Jet Oil |  |
|  |  |
| Ball No. and Dia. $9-1 / 4^{\prime \prime}$ |  |
| Contact Angle $0^{\circ}$ |  |
| Groove Radius: | Inner Ring_ 51.69 |
|  | Outer Ring _ $53.0 \%$ |
| Number of Rows |  |
| Bore 20 mm . |  |
| O.D. 42 mm . |  |
| Lot Size | 25 Taken on 23 |

Bearing temperature measured on outer
ring at point of maximum load
Material: Type
Source
Rockwell Hardness of:
Inner Ring $\quad 63,5$
Outer Ring 64 ene
Balls

| Brg。 No. | Endurance Mill. Revs. | Type of Failure | Remarks |
| :---: | :---: | :---: | :---: |
| 16 | $17.88^{\circ}$ | Ball |  |
| 10 | 28.92 | Ball |  |
| 5 | 33.00 | Ball |  |
| 19 | 41.52 | I.R. |  |
| 9 | 42.12 | Ball |  |
| 11 | 45.60 | Ball |  |
| 15 | 48.48 | Ball |  |
| 12 | 51.84 | Ball |  |
| 20 | 51.96 | Ball |  |
| 18 | 54.12 | I.R. |  |
| 13 | 55.56 | I.R. |  |
| 1 | 67.80 | Ball |  |
| 2 | 67.80 | IrBope | - mitod |
| 3 | 67.80 | I Bomo | -10 |
| 4 | 68.64 | Ball |  |
| 6 | 68.64 | L.Bore |  |
| 25 | 68.88 - | Disc. |  |
| 22 | 84.12 | Ball |  |
| 17 | 93.12 | Ball |  |
| 7 | 98.64 | I.R. |  |
| 23 | 105.12 | I.R. |  |
| 24 | $\underline{105.84} \rightarrow$ | Disc. |  |
| 21 | 127.92 | Ball |  |
| 8 | 128.04 | O.R. |  |
| 14 | $173.40 \rightarrow$ | Disc. |  |


| Ball Failure | 13 |
| :--- | :--- |
| Inner Ring Failure $\frac{5}{5}$ | $52 \%$ |
| Outer Ring Failure |  |



SAMPLE OF WEIBULL FUNCTION COORDINATE PAPER
bearings tested-PERCENT

# EVALUATION OF $L_{10}, L_{50}$, AND WEIBULL SLOPE e BY USE OF ORDER STATISTICS 

This is a technical appendix designed to present the mathematical and statistical bases for estimating, for each test group, the values of $L_{10}$ and $L_{50}$ for use in the regression analysis discussed in Appendix C. Estimation of the Weibull slope $e$ is also considered.

1. The Weibull distribution "-

As noted in the main text of the report, the fundamental basis for estimation of $L_{10}, L_{50}$, and e for each individual test group was the assumption that the probability distribution of fatigue lives of individual bearings Within a given test group could be represented by a "Weibull distribution".* This means that the observed fatigue lives of all the bearings in a test group of, say, $\underline{n}$ bearings constitute a random sarple of $\underline{n}$ independent observations from a distribution whose cumulative from above) distribution function (hereafter denoted by c.d.f.)

米
So named for W. Weibull (cf. [15], pages 16 ff.), who is considered to be one of the first to study it extensively.
$i s *$

$$
\begin{align*}
S(I) & =\operatorname{Prob}\{\text { fatiguc } \geq L\} \\
& =\exp \left[-(L / a)^{e}\right], \quad 0 \leq L<\infty \tag{BI}
\end{align*}
$$

Where a and e are the two parameters to be fitted. They are related to $L_{10}$ and $L_{50}$ in a manner to be explained subsequently (see equation (B2a)). The function $S(L)$ is also termed the "survivorship" function. This distribution is one of three limiting types to which the distribution of the smallest member of a sample under general conditions tends as the sample size is increased indefinitely. (Another of the types will be discussed in the following section.) This matter was first studied chiefly by Fisher and Tippett [3] and for this reason the type (BI) is sometimes referred to as Fisher-Tippett Type III. (A complete treatment of such limiting "extreme-value distributions" from the modern viewpoint may be found in fnedenko [5].)
*
Actually, an approximation is involved here, as the number of cycles, $L$, can take only integral values. However, in the application with which this report is concerned, $L$ is generally of the order of millions. Therefore it is felt that use of a continuous instead of discrete probability distribution introduces no appreciable error.

There arc two reasons for choosing the Veibull distribution (BI) as the underlying probability distribution for fatigue life: (a) theoretical, and (b) cmpirical.
(a) The theoretical basis for the choice lies in the assumption that fatigue is an "oxtromo-value" phenomenon, related in soro mannor to the strength at tho woakest point in the material under stress. Tho thooretical reasoning which procecds from this assumption is rentioncd by a number of authors, and is given cxplicitly, for example, by Froudonthal and Gumbel in [4], pages 316 to 318 . I.t leads precisely to the form (BI) (sce equation (2.9) in [4]).

It is recognized that this statistical approach has not receivcd universal acceptance. The present report is, however, not concerned with the relative merits of the various theorics of fatigue, but meroly with consequencos of a reasonable choicc from among them.
(b) The practical apolication of the Woibull distribution recoived extensive attention by W. Woibull in [16], Whore he showed that a (more general) distribution of the type (BI) ropresented certain fatigue-life data quite satisfactorily. Othor treatmonts have discussod the suitability of this distribution. In addition, a report by L. G. Johnson [9], whilc also doaling with a more general form of the Woibull distribution, concludes (page 4) "from
several large lots of ball bearing [fatigue] failures" that "they support the theory of a Weibull distribution very well." Finally, there is in addition the concrete fact that inspection of the special "Weibull" plots accompanying each of the worksheets indicates that many can be fitted satisfactorily by a straight line representing a Weibull distribution, as explained below.

The manner in which these plots, called "Weibull plots", are constructed is described in detail by Johnson in [9]. A sample of Weibull-function coordinate paper used for this purpose is included in Appendix A above. The essence of the method is that equation (BI) may be converted, by taking logarithms twice, into \%

$$
\begin{equation*}
e\left(\ln I_{1}\right)-(c \ln a)=\ln [\ln (1 / S)], \tag{B2}
\end{equation*}
$$

where "ln" denotes "natural logarithm", i.e., with base $\epsilon=2.71828 \ldots$. From equation (BI) and the definitions of $L_{10}$ and $L_{50}$, when $I_{s}=I_{10}, S(L)=.90$; and when $L=L_{50}, S(L)=.50$. These values substituted in equation (B2) give

$$
e\left(\ln L_{10}\right)-e(\ln a)=\ln [\ln (1 / .90)]=-2.25037
$$

(B2a)

$$
e\left(\ln I_{50}\right)-e(\ln a)=\ln [\ln (1 / .50)]=-0.36651
$$

[^0]These are the relationships between the parameters $\underline{a}, \underline{e}$, $I_{10}$, and $I_{50}$. The right-hand numerical values will later bo denoted by Y .90 , Y . 50, respectively. Equation (B2) may be written

$$
\begin{gather*}
e x-a^{\prime}=y, \text { where } \\
x=\ln L, a^{\prime}=e \ln a, y=\ln [\ln (1 / S)] \tag{B3}
\end{gather*}
$$

These correspond to the two scales shown on the Weibullfunction coordinate paper in Appendix $A$. The variable $\pi$, with unrestricted values, corresponds to the horizontal scale "Bearing life", having a logarithmic grid. The variable $X$ is represented through the percentage surviving, $S$, or rather through the (vertical) scale for "Bearings tested - percent ${ }^{\prime \prime}=$ percent failed $=I-S=F$, which can vary only between 0 and 1 . This scale also has non-uniform graduations, given by the iterated logarithm in (B3).

The Weibull distribution is thus seen to be cquivalent to a straight line relation, wi th "Weibull slope" e, between the logarithm of fatigue life and an associated quantity y depending only on its relative rank when the fatigue lives are arranged in ascending order. Thus, goodness of fit of the straight line (B3) is equivalent to goodness of fit of a Woibull distribution to the fatigue lives I of an individual test group.

For these reasons the Weibull distribution was adopted.
2. The extreme-value distribution a. Relation to Weibull distribution

A by-product of the preceding discussion is that it appears that the logarithms of lives, rather than the lives therselves, are the natural units in terms of which to carry out the analysis. This idea has been adopted even by those who do not make usc of the Weibull distribution either because they are unaware of its existence or because they do not foel it fits their data. Such authors advocate the use of "log life", but they maintain that this quantity is normally distributed. For example, a tontative draft (Ransom [14]) of statistical recommendations in connection with fatigue testing for the use of the A.S.T.M. Committee E-9 on Fatigue, adopts this logarithmic basis and presents a number of procedures suitable for the case of a normal distribution. Study of such sources suggests that one important reason for recommending the (log) normal is that there already exists a body of welldeveloped procedures for this distribution, and that this is less true for other distributions.

If the Weibull distribution is adopted for life, L, then the variate $x=\ln L$ cannot be taken as normal.* In fact, it has the c.d.f., obtained from (BI), \%

* cr. Weibull [16], pages 29-35.
** cf. Freudenthal and Gumbel [4], equations (2.5), (2.6), (2.8), (2.9).

$$
G(x)=\operatorname{Prob}\{\ln (\text { life }) \geq x\}=\operatorname{Prob}\left\{\operatorname{life} \geq \epsilon^{x}\right\}
$$

(BL)

$$
=s\left(\epsilon^{x}\right)=\operatorname{cxp}\left(-a^{-c} \epsilon^{e x}\right)=\operatorname{cxp}\left[-\epsilon^{\left.(x-\ln a) / e^{-1}\right],}\right.
$$

$$
-\infty<x<\infty .
$$

This c.d.f. has the form

$$
G(x)=\Phi(y)=\operatorname{cxp}\left(-\epsilon^{y}\right), \text { where }
$$

(By)

$$
y=(x-u) / \beta,-\infty<x<\infty,
$$

and

$$
\begin{equation*}
u=\ln a, \beta=1 / e \tag{BC}
\end{equation*}
$$

are its two parameters. The distribution $\Phi(y)$, considered as a distribution of the "reduced variable" $\mathbb{Z}$, has the standardized parameters $u=0, \beta=1$, and is called the "reduced distribution".

The form (B5) is another of the three asymptotic distributions of extreme (smallest) values, sometimes designated as Fisher-Tippett Type I. This distribution has been studied extensively chiefly by Professor E. J. Gumbel, a pioneer in the field of extreme values (egg., [6, 7, 8]). Its full designation is "the asymptotic distribution of smallest values", and it is closely related to the one for largest values usually treated. Either of these is a distribution of extreme values. However, since only the one for smallest values will be applied in this
report, the "extrere-value distribution" will be taken to refer to the smallest-values case, unless otherwise specified.

From the above discussion it appears that procedures relevant to the extrome-value distribution (B5) rather than the normal distribution are called for. Fortunately, a mathematical basis for such procedures was recently developed by one of the authors of this report, and has been described in detail, Lieblein [ll].

There were additional considerations which led to the use of methods based upon the extreme-value distribution rather than a method based on fitting a straight line equation of the type (B3) by a least squares method.

In fitting equation (B3) the variable $x=\ln L$ is obtained from the known data. However the variable $\underline{y}$, measured through the percentage failing, $F$, presents difficulties. The problem of how to plot $F$ is known as the problem of "plotting position". Solution of this problem is essential to the use of least squares sinco least squares requires pairs of data $\left(x_{i}, y_{i}\right), i=1,2, \ldots, n$, whereas the observations provide only the $x_{i}$ directly. The values $y_{i}$ needed can only come from the plotting positions adopted for $\mathrm{F}_{\mathrm{i}}$.

It is clear that values, $F_{i}$, of the plotted variable, F', must somehow be related to the rank order of the bearings as they fail. Thus, for the first bearing that fails FOR THE USE OF THE ASA LOAD RATING COMMITTEE ONLY, NOT FOR PUBLICATION
out of a test group of 10 , we have $F_{1}=10$ percent failed. However, plotting the value .10 on the vertical scale on the Weibull coordinate paper, or, in general, plotting of the cumulative ratio $f / n$, where $f$ is the rank order of failing in a test group of $n$, is not recommended. Plotting of this simple ratio has serious theoretical drawbacks. These are indicated by Johnson in [9], page 6, and more fully discussed by Gumbel in [8], page 14, where he advocates the plotting position of $f /(n+1) . \%$ However, even this is open to objection. Dr. Bradford F. Kimball, another of the present-day experts in the field of extremevalue analysis, has maintained in private correspondence with one of the authors of this report that this plotting position is subject to bias for some purposes, and recommends still another, less simple, plotting position related to the means of order statistics tabulated in Lieblein and Salzer [12]. This, however, also raises certain difficulties. Numerous other plotting positions have been tried and discarded throughout the past several decades, and the search for a satisfactory solution is still continuing, a paper on the subject having appeared as recently as December 1954 (see Chernoff and Lieberman [I]). The
*
This plotting position was also used by weibull in [15] (cf. equation (73) and the vertical scale in Figures 3 and 4).
controversy over choice of plotting position thus by no means can be regarded as settled.

Another difficulty with the use of least squares is that as usually used it fails to take into complete account the number remaining intact in incompleted tests. Since many of the test groups contained intact bearings, it was desirable to have a method which could take the number intact into account. Finally, it is to be noted that the successive points are not independent, since they represent the observed lives in increasing order. A correct use of least squares procedures would have to take into account all the intercorrelations. This, however, is not done in the usual application of "the method of least squares".

It was thereforo deemed preferable to adopt an approach that obviated the necessity of choice among a number of controversial procedures. For this purpose the order statistics approach mentioned above and outlined below was already at hand as an objective basis upon which to develop the analyses necessary for determining the life estimates for individual test groups.

The method adopted depends on the use of order statistics, defined as the set of observations in a sample when arranged in increasing or decreasing numerical order.

If the lives $L_{i}$ for a test group of $\underline{n}$ bearings are in increasing size-order, so are their natural logarithms. Hence the test in general yields a set of order statistics $x_{i}=\ln L_{i} ;$ where

$$
\begin{equation*}
x_{1} \leq x_{2} \leq \cdots \leq x_{k} \quad\left(\leq x_{k+1} \leq \cdots \leq x_{n}\right), k \leq n, \tag{B7}
\end{equation*}
$$

and $k$ is the rank of the last bearing that fails before the test is stopped, the remaining ( $n-k$ ) remaining intact. The potential lives $x_{k+1}, \ldots, x_{n}$, which would have been observed had the test been run to completion, are unavailable.

The $k$ values $x_{1}, x_{2}, \ldots, x_{k}$ in (B7) constitute a censored sample. This is defined as one where the total number of observations ( $n$ ) is known but information is not available concerning some of them. The statistical method used in this study for estimating rating life Ino or median life $L_{50}$ was to find a linear function of the order statistics of the censored sample, of the form

$$
T=\sum_{j=1}^{k} w_{i} x_{i}
$$

with weights $w_{i}$, which would in repeated samples (i) have the true population value as its long-run average, and (ii) have smallest sampling fluctuation about this population value. An estimating function with the first of these two properties is called unbiased; one having also the
second is said to have minimum variance (from among the class of such unbiased linear estimators). The search for such "optinum" estimators is an important part of the statistical determination of an underlying population.

The development in [ll] yielded procedures for obtaining such estimators in the special case where all failures can be observed, i.e., $k=n$. What was needed in the present case was research directed to generalizing such results to the case $k<n$. An outline of this latter work was presented by one of the authors at the l7th Annual Meeting of the Institute of Mathematical Statistics in December 1954. The abstract was circulated to members of the American Standards Association working group on ball bearings and is included at the end of this Appendix for convenience.
b. Description of extreme-value distribution

A description of the extreme-value distribution (B5) together with an interpretation of its parameters in terms of life estimates (or rather their logarithms) is essential to an understanding of the application of the method of order statistics in this report. It will be seen that the problem of estimating life is equivalent to that of estimating the parameters $u$ and $\beta$.

The parameters of the extreme-value distribution (B5) are depicted in Figure 1. The quantity $u$ is the position
of the mode or highest point of the (frequency) distribution. The quantity $\beta$ is a scale parameter, analogous to the standard deviation $\sigma$ in the case of the normal distribution. In fact, $\beta$ is $\sqrt{6} / \pi$ (or, about $3 / 4$ ) times the standard deviation of the extrerc-value distribution. Although the two parameters $u, \beta$ completely specify the distribution, it is vory useful to introduce related quantities of the form

$$
\begin{equation*}
t=u+\beta y \tag{B8}
\end{equation*}
$$

which are linear combinations of the parameters $u$ and $\beta$ and may thus also be regarded as parameters when known values are later assigned to $y$. Introduction of $\underline{t}$ makes it possible to estimate $u$ and $\beta$ simultaneously. Thus if $\underline{t}$ can be obtained as a + by with $\underline{a}, \underline{b}$ known and $\underline{y}$ arbitrary, then we can read off at once the values $u=a$, $\beta=b$.

The parameter $t$ has another highly important meaning. In Figure $l$ the area $F$ under the distribution to the right of the ordinate erected at $t$ represents the probability that a value larger than $t$ will occur. Thus $\underline{t}$ is a function of $F$ and may be written $t_{F}$ as shown; it is designated the "upper (100F)-percentage point" of the distribution. For example, if $F=.90$, then $t=t .90$ represents a value of $x=\ln L$ which will be exceeded by 90 percent of the
population. This is associated with rating life $L_{10}$ (life exceeded by 90 percent of bearings) by the relation
(B9)

$$
t_{.00}=x_{10}=\ln L_{10}
$$

whore $\underline{x}$ represents life in logarithmic units. Similarly, for median life,

$$
\begin{equation*}
t_{.50}=x_{50}=\ln L_{50} \tag{Bl}
\end{equation*}
$$

Since the t's are regarded as parameters of the distribution, so also are $x_{10}$ and $X_{50}$, and therefore $L_{10}$ and $I_{50}$. These are not, of course, all independent.

In general, we have the porcentage point $t_{F}$ which, expressed in terms of the original parameters $u$ and $\beta$, may be written in the form $(B 8)$ :

$$
\begin{equation*}
t_{F}=u+\beta y_{F}, \tag{BB'}
\end{equation*}
$$

Where $y$ is a quantity, depending only on the probability F, determined as follows. We have from (B8')

$$
\begin{equation*}
y_{F}=\left(t_{F}-u\right) / \beta \tag{Bl}
\end{equation*}
$$

i.e., $Y_{F}$ is the value of $(x-u) / \beta$ when $x$ takes the value $t_{F^{\prime}}$. But by definition of the probability $F$, in view of (B5) and (BII),
(B12) $\quad F=\operatorname{Prob}\left\{x \geq t_{F}\right\}=G\left(t_{F}\right)=\Phi\left(y_{F}\right)=\exp \left(-\epsilon^{Y_{F}}\right)$.

## 

Thus, solving for $\mathrm{Y}_{\mathrm{F}}$, we obtain

$$
\begin{equation*}
X_{F}=\ln (-\ln F) ; \tag{B13}
\end{equation*}
$$

this is the reduced variable corresponding to the probability $F$, and may be obtained by a simple change in sign from Table 2 of [13], which tabulates the function

$$
-\ln \left(-\ln \Phi_{\mathrm{y}}\right)
$$

where $\Phi_{y}$, a probability, takes on values from 0 to 1. Thus,
(B14)

$$
\text { for } F=.90, \quad y_{F}=-2.25037 \text {; }
$$

$$
\text { for } F=.50, \quad y_{F}=-0.36651 .
$$

The above discussion shows that both $x_{10}$ and $x_{50}$ (rating and median lives in logarithmic units) may be determined once the general percentage point (BlO) is estimated by giving the two particular values (Bl4) to $y_{F}$.
c. Conversion from largest to smallest values

The methods and numcrical results developed in
[ll] were for problems, such as maximum gust-loads on airplancs, that required the (extreme-value) distribution of largest values. In order to adapt this material to the distribution of smallest values (B5) required here, the relationships of symmetry involved in the reversal of direction must be examined with considerable care. To avoid confusion, it is necessary to use subscripts $L$ and $S$
to distinguish between quantities related to the largestvalue distribution from those related to the smallest-values case. No generality will be lost by use of reduced variates and distributions throughout. Thus, in (B5), $x$ will be replaced by the roduced variate $\underline{y}$, and, for typing ease, the symbol $G(y)$ will be used instead of $\Phi(y)$ :

$$
\begin{equation*}
G(x) \equiv \Phi(y)=\exp \left(-\epsilon^{x}\right) \tag{B14a}
\end{equation*}
$$

From this, the ("cumulative from above") distribution of smallest values is

$$
\begin{equation*}
\operatorname{Prob}\left\{Y_{S} \geq y\right\} \equiv G_{S}(y)=\exp \left(-\epsilon^{y}\right), \quad-\infty<y<\infty, \tag{B15}
\end{equation*}
$$

where $Y_{S}$ denotes the reduced smallest value. The corresponding distribution of largest values is (Gumbel [8], page 2l, equation (I))
(B16) $\operatorname{Prob}\left\{Y_{L} \geq y\right\} \equiv H_{L}(y)=1-\operatorname{Prob}\left\{Y_{L}<y\right\}=1-\exp \left(-\epsilon^{-y}\right)$, $-\infty<y<\infty$.
Comparison with (B15) shows that
(B17)

$$
G_{S}(y)=1-H_{L}(-y)
$$

The corresponding relation for the density functions is obtained by differentiation, with $g_{S}(y)=G_{S}(y)$, and $h_{L}(y)=H_{I}^{\prime}(y):$

$$
\begin{equation*}
g_{S}(y)=h_{L}(-y) \tag{BIB}
\end{equation*}
$$

Hence the two distributions are merely mirror images of each other. The moments of the distributions then follow:

$$
\begin{equation*}
\dot{\nu}_{k S} \equiv E_{S}\left(y^{k}\right)=\int_{-\infty}^{\infty} y^{k} g_{S}(y)=\int_{-\infty}^{\infty}\left(-y^{\prime}\right)^{k} h_{L}\left(y^{\prime}\right) d y=(-I)^{k} \nu_{k L} . \tag{B19}
\end{equation*}
$$

Thus, in particular, the means differ in sign, and the variances aro identical:

$$
\begin{equation*}
\nu_{1 S}=-\gamma=-\nu_{I L}, \quad \sigma_{S}^{2}=\frac{\pi^{2}}{6}=\sigma_{L}^{2} . \tag{B20}
\end{equation*}
$$

These values are given, for example, in [8], page 23, equation (3.27).

Finally, there are needed the corresponding relationships between the order statistics for the two distributions. Since the smallest-value distribution is a reversal of the largest-value distribution, it is natural to reverse the arrangement of the order statistics as well. This will turn out to give simpler results. Thus we are interested in the $i^{\text {th }}$ order statistic in the series

$$
\begin{equation*}
S: y_{1}^{\prime} \geq y_{2}^{\prime} \geq \cdots \geq y_{i}^{\prime} \geq \cdots \geq y_{n}^{\prime} . \tag{B21}
\end{equation*}
$$

A prime on order statistics or on functions of them (such as $u, v, h$, in what follows) will be used as a reminder that the order is descending, not ascending. Thus in Tables $B-1, B-2, B-3$ the absence of primes indicates that the order statistics are in increasing order.

## T

(B21) is the analogue of the series
(B22)
(L): $\mathrm{Y}_{1} \leq \mathrm{Y}_{2} \leq \cdots \leq \mathrm{Y}_{\mathrm{i}} \leq \cdots \leq \mathrm{Y}_{\mathrm{n}}$
of order statistics in the largest-value case. Whenever a distinction is necessary the subscripts $S$ or $L$ will be used with the $y^{\prime}$ s.

The first task is to express the distribution of the $i^{\text {th }}$ member of $(S)$, with density function denoted by $u s, i(y)$, in terms of the density function, $V_{L, i}(y)$, of the corresponding $i^{\text {th }}$ member of $L$. According to Wilks [17], page 16, equation (16), and in view of the definitions of symbols in (B15), (B16),

$$
\begin{equation*}
v_{L, i}(y)=\frac{\left[1-H_{L}(y)\right]^{i-I}\left[H_{L}(y)\right]^{n-i}}{B(i, n-i+l)} h_{L}(y), \tag{B23}
\end{equation*}
$$

Where $1-H_{L}(y)$ is used in place of $F\left(X_{(\boldsymbol{\gamma})}\right)$ of the reference and $B$ denotos the (complete) Beta function.

The reference cited gives the density function for order statistics in ascending order. For the case of descending order, it is only necessary to replace $i$ by $n-i+1$ in the cited equation, giving
(B24)

$$
u_{S, i}^{\prime}(y)=\frac{\left[G_{S}(y)\right]^{i-1}\left[1-G_{S}(y)\right]^{n-i}}{B(n-i+1, i)} g_{S}(y)
$$

Substituting (B17) and (B18) there is obtained

## $1$

(B25)

$$
u_{S, i}^{\prime}(y)=\frac{\left[1-H_{L}(-y)\right]^{i-1}\left[H_{L}(-y)\right]^{n-i}}{B(n-i+1, i)} h_{L}(-y)=v_{L, i}(-y),
$$

by (B23) and the fact that the Beta function is symmetric in its arguments. Thus, the density functions for the order statistics are related in procisely the same manner as those for the original populations, namely, by merely a change of sign in the variable, provided the sequence of the order statistics is reversed.

Equation (B25) yields immediately the following relations for the (pure) moments, covariances, and variances of the order statistics, analogously to (B19):
(B26)

$$
\begin{aligned}
& E_{S}^{\prime}\left(y_{i}^{m}\right)=(-1)^{m_{E}}\left(y_{i}^{m}\right) \\
& E_{S}^{\prime}\left(y_{i} y_{j}\right)=E_{L}\left(y_{i} y_{j}\right) \\
& \sigma_{S, i}^{2} \equiv \sigma_{S}^{2}\left(y_{i}\right)=\sigma_{L}^{2}\left(y_{i}\right) \equiv \sigma_{L, i}^{2} \\
& \sigma_{S, i j}^{\prime} \equiv \sigma_{S}^{\prime}\left(y_{i}, y_{j}\right)=\sigma_{L}\left(y_{i}, y_{j}\right) \equiv \sigma_{L, i j}
\end{aligned}
$$

In words, these relationships are quite simple: the even moments remain the same; the odd moments change only in sign. This holds true for the order statistics as well as for the original extreme-value distributions.

It is to be remembered that the primed quantities, involving $S$ are for order statistics in descending order;

those without primes, involving L, are for order statistics in ascending order.

The above development shows that the numerical results for moments of order statistics previously obtained in [ll] for the largest-value case can be used here for smallest values without any substantive change.
3. Method of order statistics
a. For small samples

Returning to the order statistics method for censored samples, the problem may be stated as follows. An independent random sample of $\underline{n}$ items from the distribution of smallest values is taken, of which only the $k$ smallest values can be observed. In view of the preceding discussion, it is desirable in the theoretical development to deal with the order statistics in descending order:

$$
\begin{equation*}
\left(x_{1}^{\prime} \geq x_{2}^{\prime} \geq \cdots \geq x_{n-k}^{\prime} \geq\right) x_{n-k+1}^{\prime} \geq \cdots \geq x_{n}^{\prime}, \tag{B27}
\end{equation*}
$$

where the parentheses denote the (n-k) (largest) unobservable values, and the remaining $k$ values are known. Primes will be used to denote descending order to distinguish from ascending order which will occur in the later parts of this section.

From the k known values it is desired to determine an estimator
(B28) $\quad T_{n, k}^{\prime}=W_{1}^{\prime} x_{n-k+1}^{\prime}+w_{2}^{\prime} x_{n-k+2}^{\prime}+\ldots+w_{k}^{\prime} x_{n}^{\prime}, k \leq n$
(i.e., determine the weights $w \underset{j}{\prime}$ ) of the general parameter (B29)

$$
t_{F}=u+\beta y_{F}
$$

of the extreme-value population (B5), such that $T^{\prime}$ in (B28) is (i) unbiased and (ii) of minimum variance. Mathematically, this means respectively, that

$$
\begin{equation*}
E\left(T^{\prime}\right)=t_{F}, \tag{B30}
\end{equation*}
$$

where E denotes mathematical expectation, and

$$
\begin{equation*}
\operatorname{Var}\left(T^{\prime}\right)=a \operatorname{minimum} \tag{B31}
\end{equation*}
$$

subject to the above condition.
From (B5),
(B32)

$$
x=u+\beta y
$$

where $y$ is the reduced variable and $x$ the observed variable. The corresponding relation for the order statistics $x_{i}$ and $y_{i}$ is
(B33)

$$
x_{j}^{\prime}=u+\beta y_{j}^{\prime}, \quad j=n-k+1, n-k+2, \ldots, n,
$$

where
(B34)

$$
x_{n-k+1}^{\prime} \geq x_{n-k+2}^{\prime} \geq \cdots \geq x_{n}^{\prime}
$$

and
(B35)

$$
Y_{n-k+1}^{\prime} \geq Y_{n-k+2}^{\prime} \geq \cdots \geq Y_{n}^{\prime}
$$
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From (B33) it follows that

$$
\begin{equation*}
E_{S}\left(x_{j}^{\prime}\right)=u+\beta E_{S}\left(y_{j}^{1}\right), \tag{B36}
\end{equation*}
$$

since $u$ and $\beta$, though unknown, are constants not subject to sampling variation when the operation of expectation is performed. The values $\mathbb{E}_{S}\left(y_{j}^{\prime}\right)$ may be obtained with the aid of the table in [12]. This table gives the values of $E_{L}\left(y_{r}^{1}\right)$ where the order statistics $y_{r}$ are in descending order (as indicated by the prime); the means needed in (B36) are therefore obtained as
(B37)

$$
E_{S}\left(y_{S}^{\prime}\right)=-E_{L}\left(y_{n-s+1}^{\prime}\right) .
$$

The reference gives the values of $E_{L}\left(y_{r}^{\prime}\right)$ for $r=1(1) \min (n, 26)$, $\mathrm{n}=1(1) 10(5) 60(10) 100$.

The relation (B30) gives, in view of (B28) and (B36),
(B38)

$$
E\left(T^{\prime}\right)=\sum_{j=1}^{k} W_{j}^{\prime}\left[u+\beta E\left(y_{n-k+j}^{\prime}\right)\right]=t_{F}=u+\beta y_{F} .
$$

This is required to be an identity for all values of the parameters $u, \beta$. Equating their coefficients gives the two conditions on the weights $w_{j}^{!}$:

$$
\sum_{j=1}^{k} W_{j}^{\prime}=1
$$

(B39)

$$
\sum_{j=1}^{k}\left(E y_{n-k+j}^{\prime}\right) w_{j}^{\prime}=y_{F},
$$

where the numerical values Ey ${ }_{\mathrm{n}-\mathrm{k}+\mathrm{j}}^{\prime}$ may be obtained from [12] as already indicated.

For the variance condition (B31), we have, in view of (B28),
(B40) $\quad \sigma_{S}^{2}\left(T^{\prime}\right)=\sum_{j=1}^{k} w_{j}^{\prime 2} \sigma^{2}\left(x_{n-k+j}^{\prime}\right)+\sum_{\substack{j=1 \\ i \neq j}}^{\sum_{i=1}^{k} w_{i}^{\prime} w_{j}^{\prime} \sigma\left(x_{n-k+i}^{\prime}, x_{n-k+j}^{\prime}\right) .}$

From (B33) we have

$$
\sigma^{2}\left(x_{r}^{\prime}\right)=\beta^{2} \sigma^{2}\left(y_{r}^{\prime}\right)=\beta^{2} \sigma_{r}^{2},
$$

(B41)

$$
\sigma\left(x_{r}^{\prime}, x_{s}^{\prime}\right)=\beta^{2} \sigma\left(y_{r}^{1}, y_{s}^{\prime}\right)=\beta^{2} \sigma_{r s}^{\prime} .
$$

Hence the condition (B3I) becomes
(Bl|2)

$$
\operatorname{Var}\left(T^{\prime}\right)=\left[\Sigma w_{j}^{\prime} \sigma_{n-k+j}^{\prime}+\Sigma \Sigma w_{i}^{\prime} w_{j}^{\prime} \sigma_{n-k+i, n-k+j}^{\prime}\right] \beta^{2}=V_{k}^{(n)^{\prime}} \beta^{2}
$$

$$
5-1
$$

$$
=\text { minimum sub ject to }(B 30) \text {. }
$$

This is a constrained minimum problem for variation in the unknown $w_{j}$, and is equivalent to finding the (unconstrained) minimum of
where $\lambda_{1}, \mu_{1}$ are Lagrange multipliers. Since $\beta^{2}>0$ is constant, though unknown, this is the same as minimizing
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$$
\begin{aligned}
& M_{1}=\left(\sum_{j} \sigma_{n-k+j}^{\prime 2}{ }^{W} \dagger_{j}^{2}+\sum_{j i}^{\prime \prime} \sigma_{n-k+i}^{\prime}, n-k+j^{W} w_{j}^{\prime} W_{j}^{\prime}\right) \beta^{2} \\
& +\lambda_{I}\left(\sum_{j} w_{j}^{\prime}-I\right)+\mu_{I}\left[\sum_{j}\left(E y_{n-k+j}^{\prime}\right)_{j}^{\prime}-y_{F}\right],
\end{aligned}
$$

## 畍 <br> 是 I I

(B44) $\quad M=\frac{M_{1}}{\beta^{2}}=\Sigma \sigma_{n-k+j}^{\prime} j_{j}^{2}+\Sigma \Sigma ' \sigma_{n-k+i}^{\prime}, n-k+j_{i}^{W \prime W} j$

$$
+\lambda\left(\Sigma w_{j}^{j}-I\right)+\mu\left[\Sigma\left(E y_{n-k+j}^{\prime}\right) w_{j}^{\prime}-y_{F}\right],
$$

where $\lambda=\lambda_{I} / \beta^{2}, \mu=\mu_{I} / \beta^{2}$. Setting the derivatives with respect to $w_{j}, j=1,2, \ldots, k$, equal to zero and dividing by 2 gives
(B45) $\quad \sigma_{n-k+j}^{\prime 2} w_{j}^{\prime}+\sum_{\substack{i=1 \\ i \neq k}}^{k} \sigma_{n-k+i, n-k+j}^{\prime} w_{j}^{\prime}+\lambda+\mu E y_{n-k+j}^{\prime}=0$

$$
j=1,2, \ldots, k
$$

For each fixed value of $k \leq n$ these are $k$ linear equations which, with the two in (B39), form a simultaneous system of ( $k+2$ ) equations in the ( $k+2$ ) unknowns $w_{1}^{1}, w_{2}^{1}, \ldots, w_{k}^{\prime}$, $\lambda, \mu$. The values of $\lambda$ and $\mu$ are useful as a check, since, if (B45) is multiplied by $\mathrm{w}_{\mathrm{j}}$ and summed for $\mathrm{j}=1,2, \ldots, k$, the result is, in view of (B39) and (B42),
(B46)

$$
\mathrm{V}_{\mathrm{k}, \min }^{(\mathrm{n})^{\prime}}+\lambda+\mu \mathrm{Y}_{\mathrm{F}}=0 ;
$$

that is, we should have

$$
\begin{equation*}
\mathrm{V}_{\mathrm{k}, \min }^{(\mathrm{n})^{\prime}}=-\lambda-\mu \mathrm{Y}_{\mathrm{F}} \tag{B47}
\end{equation*}
$$

The minimum value $\mathrm{V}_{\mathrm{k} ; \text { min }}^{(\mathrm{n})^{\prime}}$ will be denoted by $Q_{\mathrm{n}, \mathrm{k}}^{\prime}$.

In general, there will be a set of $(k+2)$ linear equations to solve for each $k=2, \ldots, n$. To avoid cumbersome notation the case $k=n$ will be discussed first and the case $k<n$ then referred to in terms of $i t$.
(i) Case $k=n$. For $k=n$, the matrix of coefficients and right-hand "constant terms" of (B45) and (B39) is the $(n+2) x(n+3)$ matrix
$(B 48) \quad \Omega_{n}^{0}=$


The ordinary $(n+2) x(n+2)$ matrix of coefficients, without the constant terms, will be denoted by $\Lambda_{n}$ 。 If $\Gamma_{n}$ denotes the vector column of constant terms, then
(B49)

$$
\Lambda_{n}^{0}=\left[\Lambda_{n}: \Gamma_{n}\right],
$$

and the linear system of $(n+2)$ equations may be denoted

## 家

$$
\begin{equation*}
\Lambda_{n} W_{n}^{r}=\Gamma_{n}, \tag{B50}
\end{equation*}
$$

where $W_{n}^{\prime}$ denotes the column vector of the ( $n+2$ ) unknowns $w_{i}^{\prime}, w_{2}^{1}, \ldots, w_{n}^{\prime}, \lambda, \mu$.

Before solving the set of equations (B50) its coefficients must be evaluated. The means Ey ${ }_{j}^{\prime}$ have been tabulated, as already mentioned. The variances and covariances involve complicated integrals that have been evaluated in terms of simpler functions, Lieblein [10]. The numerical values of the coefficients are shown in Table B-l for $\mathrm{n}=2$ to $\mathrm{n}=6$. While this table is primarily for the smallest-value case, it can also be used for the largestvalue case in the manner indicated. In the smallestvalue case the order-statistics are in descending order, and therefore primed. The means $\mathrm{E}_{\underline{S}}\left(\mathrm{y}_{\mathrm{i}}\right)$ are for the smallest-value case, a fact denoted by the subscript $S$. In the largest-value case the order is the reverse, ascending, but the same column can be used for the means $E_{L}\left(y_{i}\right)$ provided all signs are reversed:

$$
E_{L}\left(y_{i}\right)=-E_{S}\left(y_{i}^{i}\right) .
$$

The ( $\mathrm{n}+2$ ) solutions of ( B 50 ) are all expressible linearly in terms of the components of $\Gamma_{n}$. Thus the solutions all take the form

$$
B-27
$$

$$
w_{j}^{\prime}=a_{j}^{!}+b_{j}^{\prime} y_{F}, \quad j=1,2, \ldots, n
$$

(B51)

$$
\begin{aligned}
& \lambda=c_{I}^{r}+d_{I}^{\prime} y_{F} \\
& \mu=c_{2}^{\prime}+d_{2}^{1} y_{F}
\end{aligned}
$$

Substituting these $W_{j}$ in (BL 2 ) gives an expression of the form

$$
\begin{equation*}
Q_{n, n}^{\prime}=V_{n, \min }^{(n)^{\prime}}=A_{n}^{\prime} y_{F}^{2}+B_{n}^{\prime} y_{F}+C_{n}^{\prime} \tag{B52}
\end{equation*}
$$

The quantities $a_{j}^{\prime}, b_{j}^{\prime}$ for the weights $w j$, for $n=2$ to 6 , may be found from Table B-2 in a manner to be discussed under the case $k<n$. The coefficients $A_{n}^{\prime}, B_{n}^{\prime}, C_{n}^{\prime}$ of $Q_{n, n}^{\prime}$, and the values of $Q_{m, n}^{\prime}$ evaluated at $F=.90, .50$, corresponding to $L_{10}, L_{50}$, respectively, may likewise be found from Table B-3.

The solution of the system of equations became increasingly lengthy for increasing values of $\underline{n}$, with correspondingly diminishing yield in the number of decimal places. On the other hand, the "efficiency" of the result (see below) increased as $\underline{n}$ increased, so that at $n=6$ it had reached useful levels for practical purposes. For these reasons calculations were not pushed beyond $n=6$ in the present study. Methods for larger values of $\underline{n}$ will be taken up subsequently.

Table B-3 shows that as sample size increases from $\mathrm{n}=2$ to 6 (in the case $\mathrm{k}=\mathrm{n}$ ), the variance diminishes as regards the percentage-point parameters $t_{F}$ for $F=.90$ and . 50, i.e., $t_{F}=x_{10}=\ln L_{10}$ and $t_{F}=x_{50}=\ln L_{50}$. This is a common characteristic of the behavior of estimators for increasing sample size. Another method whereby estimators may be compared is through their "efficiency". Efficiency is a measure intended to provide a convenient standard of comparison for estimators. This is done for two estimators to be compared by dividing the variance of each into a theoretically specified variance, $Q_{\text {LB }}$, known as the "Cramér-Rao lower bound". Further details in the case of complete samples where $k=n$, as here, may be found in [11], pages 14 and 15; values of $Q_{L B}$ are also indicated in this reference in Table III(a).

Table B-4 shows the efficiency values so obtained, for the case $k=n, n=2$ to 6, as regards the orderstatistics estimators for the parameters $x_{10}=\ln L_{10}$, $x_{50}=\ln L_{50^{\circ}}$

These values show that as regards $\mathrm{x}_{10}$, the efficiency, starting with under 70 percent for $\mathrm{n}=2$, increases rapidy until 89 percent, out of a possible maximum 100 percent, is reached for $\mathrm{n}=6$. A 90-percent efficient estimator is generally considered to be very good. As regards $x_{50}$ ( $F=.50$ ), the efficiency is well above 95 percent for all
the values of $n$, and for $n=6$ exceeds 99 percent. In view of results of this nature, and because of the heavy computations necessary, calculations were not carried beyond $\mathrm{n}=6$ in [11].

The above applies to estimation of the parameters $X_{10}$ and $x_{50}$, which it will be recalled are the logarithms of the actual life estimates $\mathrm{L}_{10}, \mathrm{~L}_{50}$. It is believed that efficiency of the method of order statistics in obtaining estimates of actual life $I_{10}, L_{50}$ is probably not unreasonable, in view of its high efficiency in estimating the logarithms, $x_{10}, x_{50^{\circ}}$
(ii) Case $k<n$. For the case $k<n$, the procedure is very similar. One starts with a $(k+2) x(k+3)$ order matrix $\Lambda_{k}^{0}$ derived from $\Lambda_{n}^{\circ}$ in ( $B 48$ ) by striking out the first ( $n-k$ ) rows and columns. Thus, when $k=n-l$, the matrix of the linear system in ( $n+1$ ) variables to be solved is
(B53) $\quad \Lambda_{n-1}^{0}=$
$\left[\begin{array}{llllll}\sigma_{22}^{\prime} & \cdots & \sigma_{2 n}^{\prime} & 1 & \mathrm{Ey}_{2}^{\prime} & 0 \\ \vdots & & \vdots & \vdots & \vdots & \vdots \\ \sigma_{n 2}^{\prime} & \cdots & \sigma_{n n}^{\prime} & 1 & \mathrm{Ey}_{n}^{\prime} & 0 \\ 1 & \cdots & 1 & 0 & 0 & 1 \\ \mathrm{Ey}_{2}^{\prime} & \cdots & E y_{n}^{\prime} & 0 & 0 & y_{F}\end{array}\right]$
etc. until when $k=2$ it becomes
(B54) $\quad \Lambda_{2}^{O_{2}}=\left[\begin{array}{lllll}\sigma_{n-1, n-1}^{\prime} & \sigma_{n-1, n}^{\prime} & 1 & E y_{n-1}^{\prime} & 0 \\ \sigma_{n, n-1}^{\prime} & \sigma_{n n}^{\prime} & 1 & E y_{n}^{\prime} & 0 \\ 1 & 1 & 0 & 0 & 1 \\ E y_{n-1}^{\prime} & E y_{n}^{\prime} & 0 & 0 & y_{F}\end{array}\right]$,
representing a set of 4 equations in 4 unknowns.
This procedure is convenient for high-speed automatic computation, since the master matrix $\Lambda_{n}^{\circ}$ can be read in for each $\underline{n}$, and the matrix for each value of $\underline{k}$ then obtained by the machine from the one for the preceding value by successively deleting rows and columns starting with the first row and column. It is thus not necessary to feed in the $n-l$ separate matrices (corresponding to $\mathrm{k}=2,3, \ldots, \mathrm{n}$ ) for each value of n . The resulting weights ${ }^{W}{ }_{j}^{\prime}$ and variances $Q_{n}^{1}, k$ were obtained in similar manner to those for $k=n$ in (B51), (B52). These, it will be recalled, are primed quantities, associated with descending order of the order statistics. Since, however, the observations, $x$, for successive failures naturally arise in ascending order, it is more useful for actual application, in contrast to theoretical development, to tabulate the

weights and covariances for the order statistics in ascending order. This has been done in Table B-2, giving the weights $w_{i}=a_{i}+b_{i} y_{F}$, and in Table B-3, giving the variances $Q_{n, k}=A y_{F}^{2}+B y_{F}+C$ for the estimators $T_{n, k}$ formed with the above weights, and also these variances evaluated as regards the parameters $\mathrm{x} .90=\ln \mathrm{L}_{10}$, $x_{.50}=\ln L_{50^{\circ}}$ The relationships of these unprimed quantities (smallest values--ascending order) to the primed ones (smallest values--descending order) of the previous theoretical development is merely a reversal of the order throughout, as indicated by subscripts: i.e., every $a_{i}$ is changed to the corresponding $a_{k-i+1}$ and similarly for $b_{i}^{1}$ and $w_{i}^{!}$. The variances Q remain unchanged, by the following reasoning. Since the reversal of order changes $x_{i}^{1}$ into $x_{n-i+1}$, that is $x_{n-k+1}^{1} \geq x_{n-k+2}^{1} \geq \cdots \geq x_{n}^{\prime}$ in to $x_{k} \geq x_{k-1} \geq \cdots \geq x_{2} \geq x_{1}$, which is the same as $x_{1} \leq x_{2} \leq \cdots \leq x_{k}$ in Tables B-2 and B-3, it follows that the sum of square terms in the variance of

$$
T_{n, k}=\sum_{j=1}^{k} w_{j}^{p} x_{n-k+j}
$$

in (B40) becomes

## $0$

$$
B-32
$$

$$
\sum_{j=1}^{k} w_{j}^{2} \sigma^{2}\left(x_{n-k+j}^{\prime}\right)=\sum_{j=1}^{k} w_{k-j+1}^{2} \sigma^{2}\left(x_{k-j+1}\right)
$$

i.e., the corresponding sum $\sum_{r=1}^{k} w_{r}^{2} \sigma^{2}\left(x_{r}\right)$ in the variance of $T_{n, k}=\sum_{j=1}^{k} W_{i} X_{j}$, and similarly for the cross-product
sum. Thus all variances $Q$ remain unaffected.

## b. Extension to larger samples

The key to handling samples of more than six items is to break them up into independent samples of 6 with a remainder subgroup, if necessary, of from 2 to 5 items. Since, however, the endurance data were arranged in increasing order of life, independent random subgroups could not be obtained by simply taking groups of 6 in the (numerical)order in which they appeared on the worksheets. It was therefore first necessary to randomize the endurance lives on each data worksheet. This.was accomplished by use of random numbers which were generated in the electronic computer (the SEAC) as needed.

Such randomization is not desirable when it can be avoided, as it may lose information embodied in the order of the bearings under test. It is therefore recommended that whenever a group of bearings are placed upon test machines for simultaneous testing, a record should be kept of their order of placement, or order of manufacture, or some other meaningful order that could be considered to be random. Then the fatigue lives will also represent a series in random order, and it is in this order that the endurance data should be available for analysis. If any need should occur for ordering the fatigue lives in increasing length, this can then be obtained, but the original order will be avàilable if needed.

The original order will not be necessary, however, if calculations of the weights, etc. would be extended up to the number of bearings in a test group, such as $n=20$ 。 In that case it would not be necessary to use subgroups and the sample could be treated as a whole。

In the present investigation, however, subgroups were necessary, as indicated. Each subgroup was treated as a random sample by the methods already developed for size 6 or less. That is, a "sub-estimator" was calculated for each subgroup and the results averaged to produce an over-all sample estimator.
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An estimator, both for the individual subgroup and for the overall sample, was obtained for each of 4 population quantities:

$$
u_{,} \beta, t_{.90}=x_{10}=\ln L_{10}=u+y_{.90} \beta
$$

(B55)

$$
\mathrm{t}_{.50}=\mathrm{x}_{50}=\ln \mathrm{L}_{50}=\mathrm{u}+\mathrm{y}_{.50} \beta
$$

For subgroups, these four parameter estimates are given by (caret denotes "estimate of")
(B56)

$$
\begin{aligned}
& \hat{u}=\sum_{i}^{k} \sum_{i} a_{i} x_{i} \quad, \quad \hat{\beta}=\sum_{i=1}^{k} b_{i} x_{i}, \\
& \hat{x}_{10}-T_{n_{, k}}(10)=\hat{u}+y_{.90} \hat{\beta}, \hat{x}_{50}-T_{n, k}(50)=\hat{u}+y_{.50} \hat{\beta} \\
& y_{.90}=-2.25037 \text {, y. } 50=-0.36651,
\end{aligned}
$$

where $x_{1} \leq x_{2} \leq \ldots \leq x_{k}, 2 \leq k \leq n \leq 6$, are the logarithms of the actual observed lives in a subgroup arranged in ascending order, the $a_{i}$ and $b_{i}$ are read directly from Table B-2, and y. 90 and y. 50 were given in (Bl4). For the overall sample estimator, the subestimators $T_{n, k}$ are merely averaged, as already noted.

For later use (APPENDIX C) the variance of the overall esti-' mator $T$ and its relation to sample size will be considered here. Consider first the case of a complete sample-no intact bearings are present because the test is run to completion. Let $\underline{n}$ be the sample size. There are two cases, according as (i) $n \leq 6$, or (ii) $\mathrm{n}>6$.
(i) $n \leq 6$. Table $B-3$ gives the numerical variances, $Q_{10}$ and $Q_{50}$, for $n=2$ to 6. These values are plotted in Figure 2 on double-logarithmic paper. The values for $Q_{50}$ are seen to lie on a straight line of slope unity. This shows that in this case, variance is inversely, proportional to sample size. For the other case, $Q_{10}$, a straight line also gives a reasonably good fit, and its slope appears to differ only a little from unity. Hence the underlined statement is approximately applicable here too.

FOR THE USE OF THE ASA LOAD RATING COMMITTEE ONLY, NOT FOR PUBLICATION
(ii) $n>6$. Larger samples are broken up into subgroups and an overall estimator formed by taking a weighted average of the sub-estimators as already described. It will now be shown that the underlined rule holds here as well: If the variances of a set of independent quantities formed for differentosize samples varies inversely with sample size, so also does the variance of a weighted average of the set, weighted by sample size。

Let $T_{n_{i}}$ denote the given set of quantities formed for sample size $n_{i}, i=1,2, \ldots 0, t$ and let the variances, by assumption, be

$$
\sigma^{2}\left(\mathrm{~T}_{\mathrm{n}_{\mathrm{i}}}\right)=\frac{\mathrm{A}}{\mathrm{n}_{\mathrm{i}}}, \quad i=1,2, \ldots, t_{,},
$$

where $A$ is independent of sample size. Denote the weighted average by

$$
\bar{T}_{n}=\sum_{i=1}^{t}\left(\frac{n_{i}}{n_{1}}\right) T_{n_{i}}, \sum_{i=1}^{t} n_{i}=n_{0}
$$

Then, since the $T_{n_{i}}$ are independent,

$$
\begin{aligned}
\sigma^{2}\left(\bar{T}_{n}\right) & =\Sigma\left(\frac{n_{i}}{n}\right)^{2} \sigma^{2}\left(T_{n_{i}}\right)=\Sigma\left(\frac{n_{i}}{n}\right)^{2} \frac{A}{n_{i}} \\
& =\frac{A}{n^{2}} \Sigma n_{i}=\frac{A}{n} ;
\end{aligned}
$$

i.e., the variance of $\mathrm{T}_{\mathrm{n}}$ formed for a sample of n is also inversely proportional to sample size $n_{0}$

Thus the desired relationship is demonstrated, to a reason able approximation, for complete samples of any size。

When a sample contains intact bearings, so that we have $k$ observed lives out of $n$, $k$ is defined to be the "effective" sample size. Study of the variances in Table B-3, along the lines of that above for complete samples, indicates that for incomplete or censored samples, variance varies approximately as effective sample size, provided the number of intact bearings remains the
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same．To the extent that the number intact varies in the differ－ ent subgroups of an over－all samples the relationship of variance to sample size would depart from that in the more simple situaw tion．However，it is felt that in most of the cases the relation－ ship，variance inversely proportional to effective sample size， holds sufficiently to be adopted as a working rule。 In that case， the weights used in the regression analysis，which are proportional to the reciprocal of the variance，would merely be effective sam－ ple size。 However，in the interests of simplicity，the total actual，rather than effective sample size was used in weighting。 But since the actual weights used in APPENDIX C were obtained by reducing by a factor of five，it was felt that the difference be－ tween effective and actual sample size would not significantly affect the analysis．

Two complete runs were made on the SEAC for each of the 253 test groups of data and the two results were averaged for each group，giving values of the averages
（B56） $\bar{u}_{,} \bar{\beta}, \bar{\epsilon}_{090}=\overline{\Omega_{10}}, \overline{t_{050}}=\overline{1 n L_{50}}$.

From these，the values of $L_{10,} L_{50}$ were obtained from a table of exponentials and the Weibull slope $e=1 / \bar{\beta}$ obtained as a con－ sequence of formula（BS\}. An example showing the steps in calculation of $L_{10^{\prime}} L_{50^{\prime}} e^{e}$ is discussed below．

In determining the number of runs necessary to minimize the variation due to randomization，the following considerations come into play．The effect of randomizing the individual results within a test group is to introduce an additional source of variability． Consider the average value $\overline{\ln L_{10}}\left(0,5 \overline{\ln L_{50}}\right.$ ，etc．$)$ ，an estimate which is made up of（say）r values of $\ln L_{10}$（or $\ln L_{50^{2}}$ etc．）， each value obtained from a different randomization of the same data within a test group．Then the variance， $0^{2}$ ，of this com－ bined estimate is made up of two additive components as follows：
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$$
\sigma^{2}=\sigma_{b}^{2}+\frac{\sigma^{2}}{\frac{r}{r}}
$$

The component $\sigma_{b}^{2}$ is the sampling variance, namely, the variance if randomization were not necessary (such as if the individual test results had already been given in some order considered random); $\sigma_{r}^{2}$ is the variance introduced by randomization. It is to be noted that as $r$ increases (many randomizations) the component of variation due to randomization, $\sigma_{r}^{2} / r$, decreases, whereas $\dot{\sigma}_{b}^{2}$ is not affected.

For these purposes, only ragh approximations were necessary, and they were obtained by making a few trial runs on each of several sets of data, giving $\sigma_{6}^{2}=0.4, \sigma_{r}^{2}=0.5$. Thus

$$
\sigma^{2}=0.4+\frac{0.5}{r},
$$

which gives the following approximate values of the standard deviation, $\sigma$, for 1,2 , and 3 randomizations or runs:

| $r$ | 0 | Percentage improve <br> ment over single run |
| :---: | :---: | :---: |
| 1 | 0.95 | $0-\infty=0$ |
| 2 | .81 | $\frac{.14}{095}=15$ per cent |
| 3 | .75 | $\frac{020}{0,95}=21$ per cent |

This indicates that the greatest improvement in precision came from making a second run, and the additional improvement from a third run did not seem to be worth the effort。

## c. Worked example

The example that will be given to illustrate the foregoing procedures will be the one that was worked out as a "test problem for the SEAC before using the full set of data。 The test group selected for this purpose was that designated "Record
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## 

No．l－l＂in Table A－1，for SKF deep groove bearings．The test group consisted of 24 hall hearings，Bearing：No。6309，of which 4 remained intact when the test was discontinued．The details of the computation for obtaining values of $L_{10,} \dot{L}_{50}$ ，and weibull slope $e$ from the test group of data are contained in Table $B=5$ and described in the steps below．

The endurance lives in observed（increasing）order are listed in column（1）．The arrows indicate the four＂run＝outs＂， or＂intacts＂，whose testing was discontinued at the number of million revolutions indicated．All that is known about these four bearings is that their fatigue lives exceeded the values shown。

Step 1．Randomization．The order of endurance lives in column（1）was randomized by use of a set of random numbers gen－ erated in the SEAC as part of the computation work．The result is shown in column（2）of Table B－5．

Step 2．Subgroups．The lives in randomized order were divided，as shown by the lines of separation，into subgroups of size $n=6$ ，the maximum size for which the order－stafistics weights had been computed．＊Each subgroup was then prepared for the application of the order－statistics method by reareanging in increasing order（column（3））．Natural logarithms were then taken as in column（4）．

Step 3．Weights．Each subgroup was regarded as consisting of $k$ actual observations out of a censored sample of $n$ 。 It happened here that $n$ was 6 for every subgroup；$k$ took the values $6,5,6,3$ ．These values are shown in the subscripts $T_{n, k}$ written in column（4），and they determined the weights $a_{i}$ and $b_{i}$ to be selected from Table B－2．These weights are represented in columns （5）and（6）．

Since sample size 24 is an exact multiple of $n=6$ ，it so happened that there was no＂remainder subgroup＂．This will not usually be true，but the procedure is identical for other values of $n$ ，differing merely in the numerical weights to be used．
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Step 4. Cross-products. The cross-products
$T_{n, k}=\sum_{i=1}^{k} a_{i} x_{i}, \quad \sum_{i=1}^{k} b_{i} x_{i}$ were then evaluated and placed as shown for each of the subgroups.

Step 5. Estimates. A simple arithmetic average of the four values was taken for each of the two columns (5) and (6), and denoted by $\overline{T_{1}}=\hat{u_{,}}, \overline{T_{2}}=\hat{\beta}$, respectively. These are the orderstatistics estimates of the two parameters $u, \beta$ of the extremevalue distribution which represents the underlying Weibull distribution。

The reciprocal of $\hat{\beta}$ yields the Weibull slope $e=1.32497$ 。
The logarithmic life estimates were given by following linear combinations of the estimates $\hat{u}$ and $\hat{\beta}$, using the given values of y. $90^{\text {, y. }} .50^{\circ}$

$$
\begin{aligned}
& \hat{\mathbf{x}}_{10}=\ln \mathrm{L}_{10}=\hat{u}-2.25037 \hat{\beta}=2.982305 \\
& \hat{\mathbf{x}}_{50}=\ln \mathrm{L}_{50}=\hat{u}-0.36651 \hat{\beta}=4.404120
\end{aligned}
$$

$$
\text { The rating life } L_{10}=\operatorname{antilog}\left(\hat{x}_{10}\right)(\text { base } \epsilon)=19.2333 .
$$

$$
\text { The median life } \left.\Sigma_{50}=\text { antilog }\left(\hat{x}_{50}\right) \text { base } \varepsilon\right\rangle=81.7872 \text {. }
$$

These three values (A), (B), (C) represent the outcome of the calculation. Convenient methods of finding confidence intervals for the population parameters $\mathrm{L}_{10}{ }^{\prime} \mathrm{L}_{50}$ are discussed in APPENDIX D.

In the full-scale computing program, calculations were carried out by the SEAC to a larger number of places than is shown ${ }^{\text {in }}$ the table for presentation purposes. In general, however, the number of places shown here should be adequate.

The values $L_{10}{ }^{\prime} L_{50}$, and e shown here differ slightiy from those recorded in Table $A=1$. The reason is that after all calculations for all companies were completed, an entirely independent
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second calculation was run using different random numbers, and therefore giving another set of values. This not only served as a check on the first run, but also made it possible to eliminate much of the variation in results due to randomization by averag ing the two determinations in the manner already mentioned. It may be of interest to compare the results of the two runs in this example:

|  | $\mathrm{L}_{10}$ | $\mathrm{~L}_{50}$ | e |
| :--- | :---: | :---: | :---: |
| 1st run | 19.73 | 81.79 | 1.325 |
| 2nd run | 18.62 | 87.31 | 1.219 |
| recorded <br> value <br> Table A-1) | 19.2 | 84.5 | 1.27 |

It should be noted that the recorded value was not obtained as a simple average of the two runs shown. The average was taken of their logarithms or reciprocals. The recorded values therefore represent the geometric mean in the case of $L_{10}$ and $L_{50^{2}}$ and the harmonic mean in the case of the Weibull slope e.
$5$

## SYNOPSIS OF APPENDIX B

## 1．The Weibull distribution

This distribution is described and two types of reasons are discussed for choosing this as the underlying population for fatigue life of ball bearings．

## 2．The extreme－value distribution

a：Relation to Weibull distribution
This relation is the consequence of a simple logarithmic transformation．The reasonableness of the extrememvalue distri－ bution（for logarithm of life）is discussed in comparison with the use of the normal distribution by some authors．Reasons are also discussed for the use of this distribution as a basis for estimating life in preference to a＂least squares＂type of pro－ cedure commonly used．
b．Description of extreme－value distribution
Here are discussed several useful parameters fot all indea pendent）of this distribution and their relationship to the con cepts rating life， $\mathrm{L}_{10^{\circ}}$ and median life， $\mathrm{L}_{50^{\circ}}$ ．
c．Conversion from largest to smallest values
This discussion is necessary in order to be able to make immediate use of previous results in extreme－value analysis．By a careful choice of orientation of the order statistics，i。e。，to rank them in descending order for smallest values and in ascending order for largest values，it becomes possible to take advantage of very simple relations between the distributions of largest and of smallest values and their related order statistics．This solves the problem for the case of complete or uncensored samples．

3．Method of order statistics
a．For small samples（i。e，$n \leq 6$ ）
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## E

## SYNOPSIS (Cont'd)

For a censored sample ( $k<n$ ), the minimization procedure is described that yields the "optimum" (this term is defined in the body of Appendix) estimators of the various quantities (parameters) of interest: $u, \beta, \ln L_{10}, \ln L_{50}$. For purposes of tabulation for convenience in applications, the necessary weights and variances for the estimators are rearranged so that they can be used with the observations in increasing order. The relevant tables, $\mathrm{B}-1$ to $\mathrm{B}-4$, are explained in detail.
b. Extension to larger samples ( $n>6$ )

For larger samples than 6 the procedure is to act as though one had started with the appropriat number of separato samples each of size 6 or less, make the required calculations upon each, and average the results. Care should be taken that the separate samples should be independent. This is not the case, for example, when the over-all sample is already arranged in order, in which case randomization is necessary. This situation should be avoided, whenever possible。

It is also shown, for use in APPENDIX C, that with minor exceptions, variance varies inversely with sample size, and this relation is a good general working rule.
c. Worked example

A complete example is worked through in detail, taken from an actual test group in the data, and the results of the various steps shown in a concise table, together with the final outcomes.
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## ABSTRACT

"Estimation from 'Censored" Samples of Extreme Datag" J。Lieblein National Bureau of Standards

In a previous report (NACA Technical Note 3053, [11]), the author has obtained unbiased minimum-variance order statistics estimators of an arbitrary linear function of the two parameters of the extreme-value distribution with cod.f. $P(x)$ $\exp [-\exp [-(x-u) / \beta]]$. These estimators are "optimum ${ }^{\circ 0^{-}}$within the class of all linear functions of the order statistics of a sample of given size $n_{0}$. The present paper extends these methods, tom gether with the necessary tables, to the case of a "censored" sample, defined as one where the total oumber of observations is known but full information is not available with regard to some of them. For example, in fatigue testing, the test may be dism continued before all test specimens have failed, so that the enm durance lives for the "intacts" are not available. The method is applied to an example of fatigueolife testing of ball beare ings.
reduced extreme-value distribution $G(y)=\exp \left(-\epsilon^{-y}\right), n=2$ to 6
For distribution of largest values, $\mathrm{y}_{1} \leq \mathrm{y}_{2} \leq \cdots \leq \mathrm{y}_{\mathrm{n}}$
For distribution of smallest values, $\mathrm{y}_{1}^{\prime} \geq \mathrm{y}_{2}^{\prime} \geq \cdots \geq \mathrm{y}_{\mathrm{n}}^{\prime}$

| n | i | MEANS* <br> $\mathrm{E}_{\mathrm{S}}\left(\mathrm{y}_{\mathrm{I}}^{\prime}\right)$ | VARIANCES AND COVARIANCES ${ }^{*} \sigma_{i j}^{*}=\sigma_{j i}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $j=1$ | $\mathrm{j}=2$ | $j=3$ | $j=4$ | $j=5$ | $j=6$ |
| 2 | $\begin{aligned} & 1 \\ & 2 \end{aligned}$ | $\begin{array}{r} 0.71593152 \\ -1.27036285 \end{array}$ | 0.68402804 | $\begin{array}{ll} 0.48045 & 301 \\ 1.64493 & 407 \end{array}$ |  |  |  |  |
| 3 | $\begin{aligned} & 1 \\ & 2 \\ & 3 \end{aligned}$ | $\begin{array}{r} 0.40361359 \\ -0.45943263 \\ -1.67582795 \\ \hline \end{array}$ | 0.44849796 | $\begin{aligned} & 0.30137144 \\ & 0.65852235 \end{aligned}$ | $\begin{aligned} & 0.24375810 \\ & 0.54629438 \\ & 1.64493407 \end{aligned}$ |  |  |  |
| 4 | 1 2 3 4 | 0.57351263 -0.10608352 -0.81278175 -1.96351003 | 0.34402477 | $\begin{array}{ll} 0.22455 & 344 \\ 0.41553 & 113 \end{array}$ | $\begin{array}{ll} 0.17903 & 454 \\ 0.33720 & 966 \\ 0.65180 & 236 \end{array}$ | $\begin{aligned} & 0.15388918 \\ & 0.29271188 \\ & 0.57432356 \\ & 1.64493407 \end{aligned}$ | - - |  |
| 5 | 1 2 3 4 5 | $\begin{array}{r} \hline 0.69016715 \\ 0.10689454 \\ -0.42555061 \\ -1.07093582 \\ -2.18665358 \end{array}$ | 0.28486447 | $\begin{aligned} & 0.18202536 \\ & 0.30849748 \end{aligned}$ | $\begin{aligned} & 0.14358737 \\ & 0.24676731 \\ & 0.40598292 \end{aligned}$ | $\begin{aligned} & 0.12257865 \\ & 0.21226644 \\ & 0.35267072 \\ & 0.64907 \end{aligned}$ | 0.10901329 <br> 0.18967383 <br> 0.31716095 <br> 0.58991519 <br> 1.64493 <br> 007 |  |
| 6 | 1 2 3 4 5 6 | $\begin{array}{r} \hline 0.77729368 \\ 0.25453448 \\ -0.18838534 \\ -0.66271588 \\ -1.27504579 \\ -2.36897513 \end{array}$ | 0.2465820 | $\begin{aligned} & 0.1549674 \\ & 0.2485456 \end{aligned}$ | $\begin{array}{ll} 0.1212161 \\ 0.1967062 \\ 0.2976159 \end{array}$ | $\begin{array}{ll} 0.10291 & 64 \\ 0.16806 & 28 \\ 0.2561660 \\ 0.40185 & 52 \end{array}$ | 0.0911619 0.1494532 0.2288790 0.3614555 0.6476996 | $\begin{array}{lll} 0.08285 & 42 \\ 0.13619 & 10 \\ 0.20925 & 46 \\ 0.33204 & 51 \\ 0.59985 & 67 \\ 1.64493 & 41 \end{array}$ |

* The means are for smallest values; for largest values, change all signs. The $\sigma_{i j}$ are the same for both.

TABLE B=2
Weights $W_{i}$ for the order-statistics estimator. $T_{n, k}$ for the parameter $t_{F}=u+\beta y_{F}$ of the extreme-value distribution (smallest values) from a censored sample of $n=2$ to 6 , where only the $k$ smallest values are known

$$
\begin{gathered}
T_{n, k}=w_{1} x_{1}+w_{2} x_{2}+\ldots+w_{k} x_{k}, w_{i}=a_{i}+b_{i} y_{F} \\
x_{1} \leq x_{2} \leq \ldots \leq x_{k}, k=2 \text { to } n
\end{gathered}
$$

| n | k |  | $x_{1}$ | $\mathrm{x}_{2}$ | $\mathrm{x}_{3}$ | $\mathrm{x}_{4}$ | $\mathrm{x}_{5}$ | $\mathrm{x}_{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 2 | $\left\|\begin{array}{l} a_{i} \\ b_{i} \end{array}\right\|$ | $\begin{array}{r} .0836269 \\ -.7213475 \end{array}$ | $\begin{array}{r} .9163731 \\ .7213475 \end{array}$ |  |  |  |  |
| 3 | 2 | $\begin{aligned} & a_{i} \\ & b_{i} \\ & a_{i} \\ & b_{i} \end{aligned}$ | $\begin{array}{r} -.3777001 \\ -.8221012 \\ .0879664 \\ -.3747251 \end{array}$ | $\begin{array}{r} 1.3777001 \\ .8221012 \\ .2557135 \\ . .2558160 \end{array}$ | $\begin{aligned} & .6563201 \\ & .6305411 \end{aligned}$ |  |  |  |
| 4 | 2 3 | $\begin{aligned} & a_{i} \\ & b_{i} \\ & a_{i}^{i} \\ & b_{i} \\ & a_{i}^{i} \end{aligned}$ | $\begin{array}{r} -.7063194 \\ -.8690149 \\ -.0801057 \\ -.4143997 \\ .0713800 \\ -.2487965 \end{array}$ | $\begin{array}{r} 1.7063194 \\ .8690149 \\ .0604316 \\ -.3258576 \\ .1536799 \\ -.2239192 \end{array}$ | $\begin{array}{r} 1.0196741 \\ .7402573 \\ .2639426 \\ -.0859035 \end{array}$ | $\begin{array}{r} .5109975 \\ .5586192 \end{array}$ |  |  |
| 5 | 2 3 4 5 | $\begin{aligned} & a_{i} \\ & b_{i} \\ & a_{i} \\ & b_{i} \\ & a_{i} \\ & b_{i} \\ & a_{i} \\ & b_{i} \end{aligned}$ | -. 9598627 <br> -. 8962840 <br> -. 2101141 <br> -. 4343479 <br> -. 0153832 <br> - . 2730342 <br> .0583502 <br> - . 1844826 | $\begin{array}{r} 1.9598627 \\ .08962840 \\ -.0860231 \\ -.3642463 \\ .0519642 \\ -.2499429 \\ .01088236 \\ -.1816564 \end{array}$ | $\begin{array}{r} 1.2961372 \\ .7985882 \\ .1520750 \\ -.1491094 \\ .1676091 \\ -.1304534 \end{array}$ | $\begin{array}{r} .8113440 \\ .6720865 \\ .2462831 \\ -.0065354 \end{array}$ | $\begin{aligned} & .4189341 \\ & .5031278 \end{aligned}$ |  |
| 6 | 2 3 4 5 | $\begin{aligned} & a_{i} \\ & b_{i} \\ & a_{i}^{i} \\ & b_{i} \\ & a_{i} \\ & b_{i} \\ & a_{i}^{i} \\ & b_{i} \\ & a_{i} \end{aligned}$ | $-1.1655650$ <br> -. 9142358 <br> -. 3153968 <br> - . 4466018 <br> -. 0865378 <br> - . 2858647 <br> .0057311 <br> - . 2015431 <br> .0488669 <br> -. 1458072 | $\begin{array}{r} 2.1655650 \\ .9141358 \\ -.2034315 \\ -.3886492 \\ -.0280534 \\ -.2654739 \\ .0465729 \\ -.1972753 \\ .0835221 \\ -.1495332 \end{array}$ | $\begin{array}{r} 1.5188283 \\ .8352510 \\ .0649390 \\ -.1858756 \\ .0 .002523 \\ -.1536040 \\ .1210527 \\ -.1267277 \end{array}$ | $\begin{array}{r} 1.0496521 \\ .7372142 \\ .1722784 \\ -.0645894 \\ .1656192 \\ -.0731937 \end{array}$ | .6751653 <br> .6170118 <br> .2254909 <br> .0359868 | $\begin{aligned} & .3554481 \\ & .4592751 \end{aligned}$ |

## TABLE B $=3$

Variance $Q_{n, k} \beta^{2}$ of order-statistics estimator $T_{n, k}$, given in Table B-2, and its numerical values $Q_{n, k}(10)=Q_{10}{ }^{2} \quad Q_{n_{, k}}(50)=Q_{50}$ for estimators of parameters $t_{{ }_{90}}=x_{10}=\ln I_{10}, \quad t_{{ }_{0} 50}=x_{50}=\ln L_{50}$, respectively, for a censored sample of $n=2$ to 6 . Variances in units of $\beta^{2}$.

$$
\begin{gathered}
Q_{n, k}=A y_{F}^{2}+B y_{F}+C^{*} \\
x_{1} \leq x_{2} \leq \cdots \leq x_{k}, k=2 \text { to } n
\end{gathered}
$$

| $n$ | $k$ | $A$ | $B$ | $C$ | $Q_{10}$ | $Q_{50}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 2 | .6595467 | .0643216 | .7118574 | 3.975015 | .708021 |
| 3 | 2 | .9160386 | .4682465 | .8183654 | 2.952920 | .682735 |
| 4 | 2 | 1.3340189 | .7720298 | .8670220 | 2.250056 | .884572 |
| 5 | 2 | 1.7891720 | 1.0115594 | .0247719 | .344717 | 2.260033 |

For $Q_{10}, y_{F}=-2.25037$; for $Q_{50}, J_{F}=-0.36651$.

## $B=49$

TABLE B -4

Efficiency of order-statistics estimator of Iogarithmic life $x_{10}=\ln I_{10}$ and $x_{50}=\ln I_{50}$ for complete samples ( $k=n$ ) of size $n=2$ to 6

| n | Efficiency (in percent) with respect to |  |
| :---: | :---: | :---: |
|  | $x_{10}=\ln L_{10}$ | $x_{50}=\ln I_{50}$ |
| 2 | 67.2 | 97.4 |
| 3 | 78.8 | 98.3 |
| 4 | 84.0 | 98.7 |
| 6 | 87.0 | 98.9 |

## TABLE B-5

Example showing use of order statistics method of computing values of $L_{10}, I_{50}$, e from endurance data for a given test group.

Test Group No. $1-1$, SKF (Deep Groove) Bearing No。6309
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$$
B=51
$$

TABLE B-5, continued

Example showing use of order statistics method of computing values of $L_{10}, L_{50}$, e from'endurance data for a given test group. Test Group No. 1-1, SKF (Deep Groove) Bearing No. 6309

| Endurance, million revs. |  |  | Natural Logarithms $x_{i}$ | Weights |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Observed Order | Randomized Order | Ascending Order Within Subgroups |  |  |  |
|  |  |  |  | $\mathrm{a}_{\text {i }}$ | $\mathrm{b}_{i}$ |
| (1) | (2) | (3) | (4) | (5) | (6) |
| 146.0 $(150.0) \rightarrow$ | $\begin{gathered} 17.8 \\ (153.0) \rightarrow \\ (153.0) \rightarrow \\ (153.0) \rightarrow \\ 50.5 \\ 74.0 \end{gathered}$ | $\begin{aligned} & 17.8 x_{1}=2.87920 \\ & 50.5 x_{2}=3.92197 \\ & 74.0 x_{3}=4.30407 \\ &(153.0) \rightarrow\left(x_{4}\right) \\ &(153.0) \rightarrow\left(x_{5}\right) \\ &(153.0) \rightarrow\left(x_{6}\right) \end{aligned}$ |  | $\begin{array}{r} -0.315397 \\ -\quad .203432 \\ 1.518828 \end{array}$ | $\begin{array}{r} -0.446602 \\ -.388649 \\ .835251 \end{array}$ |
| .151 .0 $(153.0) \rightarrow$ |  |  |  |  |  |
| $(153.0) \rightarrow$ $(153.0) \rightarrow$ |  | $T_{6,3}: \sum_{1}^{k} a_{i} x_{i}=4.831197$ |  |  | 0.784853 |

$$
\overline{\mathrm{T}}_{1}=4.680738 \quad \overline{\mathrm{~T}}_{2}=0.754735
$$

SUMMARY

$$
\begin{array}{cc}
\overline{\mathrm{T}}_{1}=\hat{\mathrm{u}}=4.680738 & \overline{\mathrm{~T}}_{2}=\hat{\beta}=0.754735 \\
\mathrm{y}_{.90}=-2.25037 & \mathrm{e}=1 / \hat{\beta}=1.32497 \\
\mathrm{y}_{.50}=-0.36651 \\
\hat{\mathrm{x}}_{10}=\ln \mathrm{L}_{10}=\hat{u}+y_{.90} \hat{\beta}=2.982305, \quad \mathrm{I}_{10}=19.7333 \\
\hat{\mathrm{x}}_{50}=\ln L_{50}=\hat{u}+\Psi_{.50} \hat{\beta}=4.404120, \quad \mathrm{I}_{50}=81.7872
\end{array}
$$



Figure 1. General form of extreme-value distribution (for smallest $\nabla$ alues) showing relationship of parameters $t_{F}, x_{10}=\ln L_{10}$, and $x_{50}=\ln \mathrm{L}_{50}$, to $u$ and $\beta$.
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Figure 2. Relationship of variances $Q_{10}$ and $Q_{50}$ to sample size $n$ for $n=2$ to 6 (double-logarithmic scale).
$Q_{10}$ is variance of estimator of $x_{10}=\ln I_{10}$
$Q_{50}$ is variance of estimator of $X_{50}=\ln L_{50}$
(AII Q's are in units of $\beta^{2}$.)

## APPENDIX C

# EVALUATION AND ANALXSIS OF THE UNKNOWN PARAMETERS IN THE LIFE EQUATION WITH RESPECT TO COMPANIES AND BEARING TYPES 

## Summary

Equation (2) of the main text, namely

$$
L=\left[\frac{f_{c} z^{2} 1 D_{a}^{2}(i \cos \alpha)^{2}}{p}\right]^{p}
$$

expresses the dependence of fatigue-life $L$ on the design characterm istics of the bearing ( $Z, D_{2}$, $i$, ard $\alpha$ ), the bearing load $p$, and the "workmanship factor" $f_{c}$. This appendix outlines the statism tical methods that were used (2) to determine "best" empirical values for the parameters $f_{c}, a_{1},_{2}, a_{3}$, and $p$ of this life formula, (b) to derive the associated intervals of uncertainty, and (c) to answer various questions about the values of these parameters, from the basic endurance data furnished to us by the Committee, which are summarized in APPENDIX A. These methods are applied separately in each case to the rating iffe ( $L_{10}$ ) and median life ( $L_{50}$ ) values derived from the basic endurance tests data as described in APPENDIX B.

Section 1 outlines, and summarizes the application of the statistical methods used to determine best empirical values, and intervals of uncertainty, for the parameters $f_{c}{ }^{\prime} a_{1}{ }^{\prime} a_{2}$, and $p$ in the case of deepogroove bearings, for which i $\cos \alpha=1$, so that the parameter $a_{3}$ may be ignored. Section 6 gives the cortesc ponding analysis for the case of self-aligning bearings, for which $i \cos \alpha$ varies, so that $a_{3}$ may not be ignored.

Sections $2-5$ outline the statistical analyses employed to answer various questions about the values of $f_{C^{2}}{ }^{2} 1_{1} a_{2}$, and $p$ for the deepogroove bearings of SKF, New Departure, and Fafmir. In particular, section 2 gives the malysis employed to determine
whether values of these four parameters are the same for the bearings of the three companies. This analysis is carried out separately for rating life $L_{10^{\prime}}$ and median ife $L_{50}$, and the postulated "complete between-companies homogeneity" is not supported in either instance. Section 3 gives the analysis appropriate to determining whether the data are consistent with the supposition that the value of $p$ is the same for the three companies (regardless how the values of the other parameters may differ); this analysis is applied to the $L_{10}$ and $L_{50}$ data, with an affirmative conclusion in both in stances. It is concluded further that the data are consistent with the supposition that this common value for $p$ is equal to 3.

Section 4 presents the analysis employed to determine whether the values of the parameters $f_{c}{ }^{\prime} A_{1} a_{2}$, and $p$ are the same for the three types of deepogroove bearings (Extra light, Light, and Medium) for which New Departure data wexe available. A negative conclusion is reached. These data are then reanalyzed to determine whether they are consistent with the supposition that $p=3$ for each of the three types, regardless of differences in the other parameters. An affirmative conclusion is reacheo in this case.

Section 5 has to do (a) with the extent to which the $\mathrm{L}_{10}$ and $L_{50}$ values for deep-groove bearings of $\mathrm{SKF}^{2}$, New Departure, and Fafnir are consistent with the supposition that the values of 2 Is $\mathrm{a}_{2}$, and p are 2/3, 1.8 , and 3, respectively, as given in $\mathrm{A} / \mathrm{P} 1947$; and ( $b$ ), with the determination of more precise values for $f_{c}$ in those cases in which the foregoing supposition is supported.

Finally, Section 7 presents an analysis of the comsistency of the semi-empirical values for $C=f_{C} Z^{0.7} \mathrm{D}_{\mathrm{a}}^{1.8}$ (icos $\alpha \mathrm{J}^{\circ} \mathrm{f}$ currentiy used by SKF, Fith the $L_{10}$. values derived from the SKF data for deep-groove and self-aligning bearings by the method of APPENDIX B..

1. Determination of "best" values for the parameters and theix associated intervals of uncertainty.

As shown in Section III of the main text, if (natural) loge arithms are taken of both sides of the life equation (equation 2), the resulting equation expresses the (natural) logarithm of rating life $\mathrm{L}_{10}$ (or median life $\mathrm{L}_{50}$ ) as a linear function of the (natural) logarithms of the characteristics of the beand $n g\left(z, D_{a}, i\right.$, and $\alpha$ ), and the bearing load $P$, with coefficients that are simple functions of the "workmanship factor" $f_{c}$, and the exponents $a_{1}, a_{2}, a_{3}$, and p. Furthermore, in the case of deep-groove bearings, $i=1$ and $\alpha=0^{\circ}$ throughout, so that the term in in (i $\cos \alpha$ ) vanishes identically, irrespective of the value of $a_{3}$. Consequently for deep-groove bearings, the logarithmic form of the life equation is (C-1)

$$
\mathrm{y}=\mathrm{b}_{0}+\mathrm{b}_{1} \mathrm{x}_{1}+\mathrm{b}_{2} \mathrm{x}_{2}+\mathrm{b}_{3} \mathrm{x}_{3}
$$

where
(C-2)

$$
\left\{\begin{array}{l}
y=\ln L \\
x_{1}=\ln z \\
x_{2}=\ln D_{a} \\
x_{3}=\ln p
\end{array}\right.
$$

and
(C-3)

$$
\left\{\begin{array}{l}
b_{0}=p I n f_{c}=p a_{0} \\
b_{1}=p a_{1} \\
b_{2}=p a_{2} \\
b_{3}=-p
\end{array}\right.
$$

are unknown constants to be estimated from the data.
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The variables $x_{1}, x_{2}$, and $x_{3}$ axe fixed variates. Their values are uniquely determined by the design of the bearing and the bearm ing loads that are used in the tests. The variable $X$, on the other hand, denotes the mean values of $\ln \mathrm{L}_{10^{\prime}}$ or $\ln \mathrm{L}_{50^{\prime}}$ for the popum lation of all bearings with characteristics $x_{1}$ and $x_{2}$, tested at load $x_{3}$ 。

In the practical situation $Y$ is never known, but must be dew termined from the results of endurance tests. The methods used for obtaining such estimates of $Y$ from exduranceotest data are given in APPENDIX B. To distinguish $Y$ from an empirical estimate of it, the estimate will be denoted by the lower case letter y.

Generally speaking, an estimate y is a random variable, having a probability distribution that depends on $x_{1}, X_{2}$, and $x_{3}$. We assume that the mean of this distribution is $Y=Y\left(x_{1}, x_{2}, x_{3}\right)$, and that its dispersion, or more precisely, its variance, is inm versely proportional to the number of bearings ( $w$ ) in the test group from which the estimate $\left.y=y\left(x_{1}, x_{2}, x_{;} ;\right)^{\prime}\right)$ derived, that is
(C-4)

$$
\left\{\begin{array}{l}
\text { mean of } y=y \\
\text { yaxiance of } y=\frac{\sigma^{2}}{W}, \\
\text { i.e.g standard deviation } \sigma / \sqrt{W}
\end{array}\right.
$$

where $\sigma^{2}$ denotes some positive constant and wis the number of bearings in the test group.

The statistical methods used to estimate the unknown parameters $b_{0}{ }^{2} b_{1}, b_{2}$ and $b_{3}$ from the data are termed regression tech niques. The books by Anderson and Bancroft [1]:2 Dixon and Massey [3], Hald [5], Kempthorne [6], Mood [7], and Wilks [9] give extenm
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sive discussion of these techniques. For completeness some of the techniques and rationale of regression analysis bearing on the work enbodied in this report are summarized below. More detailed discussions can be found in the above references.

## Estimation

The problem of estimating the unknown parameters in the life equation can be stated as follows: Given independent observations

$$
\left(y_{\alpha} ; x_{1 \alpha,} x_{2 \alpha,} x_{3 \alpha ;} w_{\alpha}\right)
$$

from $\underset{\sim}{n}$ test groups $(\alpha=1,2, \ldots 0, n)$ where $y \alpha$ is the estimate of $\ln \mathrm{L}_{10}$ or $\ln \mathrm{L}_{50}, \mathrm{x}_{10}$, $\mathrm{x}_{2 \alpha}$ are the logarithms of the bearing characteristics $Z$ and $D_{a,} x_{3 \alpha}$ is the logarithm of the load, and ${ }^{W} \alpha$ is the number of individual bearings tested for $\alpha$ th test group; to estimate the values of the parameters $b_{0}, b_{1}, b_{2}$, and $b_{3}$, in equation ( $C \infty l$ ) using some optimum method of estimation. Estimates for the $b_{i}(i=0,1,2,3)$ which are free of systematic error and have smaller variances than any other linear unbiased estimates are obtained by minimizing the quadsatic form

$$
\begin{equation*}
Q=\sum_{\sum_{1}}^{D} w_{\alpha}\left(y_{\alpha}-b_{0}-b_{1} x_{1 \alpha}-b_{2} x_{2 \alpha}-b_{3} x_{3 \alpha}\right)^{2} \tag{C-5}
\end{equation*}
$$

with respect to each of the $\left.b_{i}(1) 0,1,2,3\right), *$

Estimates having these properties me usually termed minimum variance unbiased estimates, and the proof of the fact that the procedure used here leads to such estimates is sometimes referred to as the GaussmMarkoff theorem. Its relation to Gauss development of the Method of Least Squares is given by Plackett [8].
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The resulting equations defining the parameter estimates axe termed the normal equations and can be written in the form*
(C-6)

$$
\left\{\begin{array}{l}
a_{00} \hat{b}_{0}+a_{01} \hat{b}_{1}+a_{02} \hat{b}_{2}+a_{03} \hat{b}=g_{0} \\
a_{10} \hat{b}_{0}+a_{11} \hat{b}_{1}+a_{12} \hat{b}_{2}+a_{13} \hat{b}_{3}=g_{1} \\
a_{20} \hat{b}_{0}+a_{21} \hat{b}_{1}+a_{22} \hat{b}_{2}+a_{23} \hat{b}_{3}=g_{2} \\
a_{30} \hat{b}_{0}+a_{31} \hat{b}_{1}+a_{32} \hat{b}_{2}+a_{33} \hat{b}_{3}=g_{3}
\end{array}\right.
$$

where
(C-7) $\quad a_{i j}=\sum_{i=1}^{n} w_{\alpha} x_{i \alpha} x_{j \alpha} \quad \quad i, j=0,1,2,3$.
$(C-8) \quad g_{i}=\sum_{\infty}^{n} W_{\alpha} x_{i \alpha} y \alpha \quad i=0,1,2,3$.
and $x_{0 \alpha}=1$ for all $\alpha$.
If the coefficient matrix $\left\|a_{i j}\right\|$ of the normal equations is not singular, then unique solutions will exist for the $\hat{b}_{i}$. These can be written as

$$
(C-9) \quad \hat{b}_{i}=\sum_{j=0}^{3} c_{i j} g_{j} \quad \text { for } \quad \text { i }=0,1,2,3 .
$$

where $c_{i j}(i, j=0,1,2,3)$ are the elements of the inverse matrix to $\left\|a_{i j}\right\|$.
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The variances and covarances for the b's are estimated by

$$
\begin{cases}\text { variance } \hat{b}_{i}=c_{i i} s^{2} & i=0,1,2,3 .  \tag{C-10}\\ \text { covariance }\left(\hat{b}_{i}, \hat{b}_{j}\right)=c_{i j} s^{2} & i \neq j=0,1,2,3 .\end{cases}
$$

where the quantity $s^{2}$ is an estimate of the constant $\sigma^{2}$ in the second of equations $C-4$. If one defines the residual sum of squares b.y

$$
S=\alpha \sum_{i=1}^{n} W_{\alpha}\left(y_{\alpha} \infty \sum_{i=0}^{3} \hat{b}_{i} x_{i \alpha}\right)^{2},
$$

which also can be written in the alternative form
$(C-11) \quad S=\sum_{i=1}^{n} w_{\alpha} y_{\alpha}^{2}=\sum_{i=0}^{3} \hat{b}_{i} g_{i}$,
then the optimum estimate of $\sigma^{2}$ is
$(C-12) \quad s^{2}=\frac{S}{n-4}$

The quantity $(n-4)$ is the rank of the quadratic form $S$ and is called the degrees of freedom associated with $S$.

The above method of estimation does not depend on y having a particular assumed probability distribution. AIl that is neceso sary to specify about the probability distribution of y $\alpha$ is that it possess a finite mean and variance. The solution of the normal equations $(C-6)$ has the property that the weighted sum of squares of the deviations about y will be a minimum. This is a so-called "least square" property of the solutions, but it is only a conseo quence of the method and is not the justification for using this method of estimation. The justification for the method is that this is the only one which results in minimum variance unbiased estimates for the $b_{i}(i=0,1,2,3)$.
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Values for $b_{i}(i=0,1,2,3)$ ，and hence for $a_{i}$ and $p$ ，can be obtained using either the $\mathrm{In}_{\mathrm{n}} \mathrm{L}_{10}$ or $\ln \mathrm{L}_{50}$ values for $\mathrm{y}_{\alpha}$ ．In all cases where the $a_{i}$ and $p$ have been obtained for rating life （ $\mathrm{L}_{10}$ ），another set of parameters have also been calculated for median life（ $\mathrm{L}_{50}$ ）。

## Intervals of uncertainty and inferences

The methods so far discussed for finding estimates of unknown parameters need no assumption as to the form of the underlying prob ability distribution of $y_{\alpha}$ 。 However something more must be as－ sumed about the distribution of $y_{\alpha}$ if（a）one wishes to place an interval about an estimate of a parameter that mill include the ＂true＂（or population）value of the parameter with given assurance， or（b）if one desires to make inferences about the parameters of the life equation for the population from which the bearings are a sample．

Although the endurance lives for individual bearings may follow a Weibull distribution，the distribution of $y_{\alpha}$ will not be of this form．However the estimate $y_{\alpha}\left(C I_{0}\right.$ ．APPENDIX B）is an average of several independent estimates，each based on linear functions of six or less order statistics．Hence by the central limit theorem， the distribution of the estimate $y_{\alpha}$ will be approximated by a nor－ mal distribution when $n$ is large（cf．Cramer［2］，po 213）．The statistical tests of significance used in this report are not greatiy affected by moderate departures from normality．Therefore for making all inferences，it will be further assumed that the estimate y $\alpha$ follow a normal distribution。

The intervals of uncertainty calculated for each parameter are 95 per cent confidence limits equivalent to the usual＂two－sigma＂ limits）which were referred to in the main text．Confidence limits for the parameter $p=-b_{3}$ can be calculat using conventional methods．However，the confidence Iimits for $a_{0} a_{1} a_{2}$ and $a_{2}$ are somewhat more complicated．The method used here for this purpose
is sometimes referred to as Fieller's theorem (af. Finney [4], p. 27). The main result states that confidence intervals for the $a_{i}$ are the roots of a quadratic equation, which for the problem cono sidered here, can be written as

$$
\begin{gather*}
\theta^{2}\left[\hat{p}^{2}-t^{2} c_{33} s^{2}\right]+2 \theta\left[\hat{p} \hat{b}_{i}-t^{2} c_{i 3} s^{2}\right]  \tag{c-13}\\
+\left[\hat{b}_{i}^{2}-t^{2} c_{i i} s^{2}\right]=0
\end{gather*}
$$

where $\hat{p}=-\hat{b}_{3}$ and $t^{2}$ is the square of "Student's trobulated in most statistical texts) for the degrees of freedom associated with $s^{2}$ 。

In order to make inferences about the parameters with respect to the different companies or bearing types, certain statistical tests of significance were used in this report. These are all based on a test statistic $F$, termed the variance ratio or Foratio, which takes the form

$$
F=\frac{Q_{1} / \nu_{1}}{Q_{2} / \nu_{2}}
$$

where $Q_{1}$ and $Q_{2}$ are quadratic forms calculated from the data and $\nu_{1}, \nu_{2}$ are the respective ranks of the quadratic forms. The explicit expressions for $Q_{1}$ and $Q_{2}$ depend upon the particular hypothesis being tested. The subsequent sections which employ a variance ratio statistic also give the explicit expressions for the two quadratic forms.

The distribution of the variance ratio is tabulated in most statistical texts for the case where the hypothesis tested is true. This distribution depends only on the degrees of freedom of the numerator and denominator, $i_{0} e_{0}, \nu_{1}$ and $V_{2}$. If the hym pothesis being tested is true, then the calculated variance ratio will deviate from unity in accordance with the tabulated distribution. However, if the hypothesis is false, then the variance ratio
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will be substantially greater than undty and the "more false" the stated hypothesis, the larger the value for the variance ratio. Thus when the hypothesis tested is false, this will be detected by an abnormally large $F-r a t i o$.

Since the calculated variance xatio is based upon the reo sults of endurance tests which themselves are subject to consider. able variability, the calculated variance satio may exceed unity by chance even if the hypothesis in question is true。 In order to objectively determine if a calculated variance ratio is significantily greater than unity, one selects a critical value of from tables of the variance ratio distribution, such that there is omy a small probability of the calculated variance ratio exceeding the critical value from purely chance causes. The critical value for $F$ used in all variance ratio tests heres has been selected such that there is only a probability of 0.05 of its being exceeded by a calculated variance ratio from purely chance causes. This critical value will be denoted by $F_{0.05}\left(\nu_{1} s \nu_{2}\right)$. More extensive discussions of these procedures are found in Kempthorne [6], Chapter 5.

All statistical tests of siguificance to test relevant hypotheo sis have been carried out both for rating life $\left(L_{10}\right)$ and median life $\left(L_{50}\right)$.
2. Analysis to determine whether companies have common values for all the parameters in the life cquation (deepogroove).

This section deals with the details of estimating the values of the parameters in the life equation for each company. Furthere more a statistical analysis is made to determine whether the como panies have common values for all the parameters in the life equan tion. The F-ratio (equation C-19), which is used to test this hypothesis, is obtained from the following procedires:

First, a single set of parameters $b_{1}(i=0,1,2,3)$ is obo tained by fitting all the data, irrespective of company, to the
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logarithmic life equation and then calculating the resulting resio dual sums of squares $S$ (equation $C-17$ ) having 206 degrees of frees dom. If the hypothesis of common values for all the parameters is not true, then a better fit to the data can be made by fitting the life equation separately to each company.' These calculations rem sult in the individual residual sums of squares $S_{1} s S_{2}$ s and $S_{3}$ (equation $C-16$ ) haying 46,144 , and 8 degres of freedom respeco tively. Thus the total residual sums of squares $\left(S_{1}+S_{2}+S_{3}\right)$ will have $46+144+8=198$ degrees of freedom. Then the differm ence between $S$ and $\left(S_{1}+S_{2}+S_{3}\right)$, i.e., $\left\{S \infty\left(S_{1}+S_{2}+S_{3}\right)\right\}$, is also a quadratic form having 206-198 $=8$ degrees of freedom。 If a substantially better fit was obtained by fitting a separate life equation to the data for each company, as compared to a single life equation, the difference between the two xesidual sums of squares $\left\{S \circ\left(S_{1}+S_{2}+S_{3}\right)\right\}$ will be large. To determine whether this difference is statistically significant the variance ratio (C-19) is employed.

## Mathematical formulation

It will be convenient to adopt the following notation: let the superscript $u=1,2,3$ refer to $S K F$, New Departure, and Fafnir respectively. Also, for each manufacturer, let $\hat{b}_{i}^{(u)}$ for $i=0,1,2,3$ refer to the estimates of the parmeters in equation ( $C \infty 1$ ), and $a_{i j}^{(u)}, g_{i}^{(u)}$ denote the sums of cross products defined in ( $C=7$ ) and ( $\mathrm{C}-8$ ) 。* Then the normal equations which give the parameter estio mates for the uth company axe

[^3]
(C-14)
$$
\sum_{j=0}^{3} a_{i j}^{(u)} \hat{b}_{j}^{(u)}=g_{i}^{(u)}
$$
$$
(i=0,1,2,3)
$$
and the estimates for the parameters $a_{i}(i * 0,1,2)$ and $p$ in the life equation, are obtained from the relations given by (Cm). These results are summarized in Tables Va, Vb and II respectively in the main text.

To test the hypothesis that all parameters in the life equation are the same for each company is equivalent to the hypothesis that
(C-15)
$b_{i}^{(1)}=b_{i}^{(2)}=b_{i}^{(3)}$
for $\mathfrak{i}=0,1,2,3$ 。

Define the residual sum of squares for the uth company by

$$
\begin{equation*}
S_{u}=\sum_{\alpha=1}^{\sum_{i=1}^{u}} w_{u \alpha} y_{u \alpha}^{2}-\sum_{i=0}^{3} \hat{b}_{i}^{(u)} g_{i}^{(u)} \quad \text { for } u * 1,2,3, \tag{C-16}
\end{equation*}
$$

and let

$$
\begin{equation*}
S=\sum_{u=1}^{3} \sum_{\alpha=1}^{n} \sum_{u \alpha}^{u} w_{u \alpha}^{2}-\sum_{i=1}^{3} \hat{b}_{i} g_{i}, g_{i}=\sum_{u=1}^{3} g_{i}^{(u)} . \tag{C-17}
\end{equation*}
$$

where $\hat{b}_{i}(i=0,1,2,3)$ are the estimates obtained from the solum tions of the normal equations without regard to company differences, i.e.,

$$
\begin{equation*}
\left.\sum_{j=0}^{3}\left[\sum_{u \sum_{i=1}^{3}}^{\sum_{i j}(u)}\right] \hat{b}_{j}=\sum_{u \sum_{1}}^{\sum_{i}}{ }_{i}^{(u)} \quad \text { (i}=0,1,2,3\right) \tag{C-18}
\end{equation*}
$$

Then the variance ratio for testing the hypothesis given by (C-15) is

$$
\begin{equation*}
F=\frac{\left(S-S_{1}-S_{2}-S_{3}\right) / 8}{\left(S_{1}+S_{2}+S_{3}\right) / 198} \tag{C-19}
\end{equation*}
$$

and the critical $F$ value is $F_{.05}(8,198)=1.98$.
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## Numerical calculations

The numerical values for ${ }_{i j}^{(u)}$ are shown in Tables $C-1, C-2$, and $C-3$ where the $a_{i j}^{(u)}$ are given as a triangular array, e. g.
$(C-20) \quad a^{(u)}=\left[\begin{array}{ccc}a_{00}^{(u)} & a_{01}^{(u)} & a_{02}^{(u)} \\ & a_{11}^{(u)} & a_{03}^{(u)} \\ & & a_{12}^{(u)} \\ & a_{22}^{(u)} & a_{13}^{(u)} \\ & & a_{23}^{(u)} \\ & & a_{33}^{(u)}\end{array}\right]$

The values for $g_{i}^{(u)}(i=0,1,2,3)$ and $\sum_{1}^{n} w_{u} y_{u s}^{2}(u=1,2,3)$ are summarized in Tables $C-4$ and $C-5$ for $L_{10}$ and $L_{50}$ respectively. Table $C-6$ summarizes the values for $S_{u}$ and $\mathbb{S}_{u}^{2}(u=1,2$, 3)。

The values of the $F$ statistic (equation $C=19$ ) calculated from the quantities given in Table $C \infty$ are
( $\mathrm{C}-21$ )

$$
\left\{\begin{array}{l}
\text { for } L_{10}: F=3.32 \\
\text { for } L_{50}: F=3.98
\end{array}\right.
$$

These calculated $F$ values are both larger than the critical value, F. $05(8,198)=1.98 ;$ actually the probability is less than 0.0005 of having an Foratio as large as those above from purely chance causes. Thus from the above statistical tests of sigmificance, the conclusion is reached that the three companies do not have common values for all the parameters in the life equation.
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TABLE C-1. VALUES OF $a_{i j}^{(1)}$ FOR SKF
$a^{(1)}=\left[\begin{array}{cccc}252.0000000 & 533.2092214 & -125.9088049 & 2052.028218 \\ & 1129.678133 & -267.6498233 & 4340.657154 \\ & & 86.37042375 & -981.0460941\end{array}\right]$

TABLE C-2. VALUES OF $a_{i j}^{(2)}$ FOR NEW DEPARTURE
$a^{(2)}=\left[\begin{array}{cccc}668.0000000 & 1516.872777 & -598.2684700 & 5027.985042 \\ & 3459.745060 & -1362.350294 & 11420.85716 \\ & & 617.5688586 & -4337.475983\end{array}\right]$

TABLE C-3. VALUES OF a ${ }_{\text {ij }}^{(3)}$ FOR FAFNIR
$a^{(3)}=\left[\begin{array}{cccc}58.00000000 & 116.8290299 & -37.23287485 & 422.3706781 \\ & 235.9119681 & -75.38686387 & 851.2083966 \\ & & 24.72718606 & -270.8359778\end{array}\right]$
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TABLE C-4. SUMMARY OF $g_{i}^{(u)}$ AND $\sum_{\alpha=1}^{n} w_{u \alpha} y_{u a}^{2}$ BY COMPANIES FOR $L_{10}$


TABLE C-5. SUMMARY OF $g_{i}^{(u)}$ AND $\sum_{a=1}^{n_{u}} w_{u \alpha} y_{u a}^{2}$ BY COMPANIES FOR $L_{50}$

|  | SKF | New Departure | Fafnir |
| :---: | :---: | :---: | :---: |
| $g_{0}$ | 987.7087610 | 2605.650712 | 258.9632205 |
| $\mathrm{~g}_{1}$ | 2087.560362 | 5916.331934 | 519.2863296 |
| $\mathrm{~g}_{2}$ | -506.1125459 | -2367.253498 | -163.5201590 |
| $\mathrm{~g}_{3}$ | 7948.474829 | 19453.90754 | 1869.950560 |
| $\mathrm{y}_{\mathrm{u} \alpha}^{2}$ | 4181.969283 | 10613.239803 | 1220.597660 |
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TABLE C-6. SYNOPSIS OF CÁLCULATIONS TO DETERMINE WHETHER COMPANIES HAVE COMMON VALUES FOR ALL PARAMETERS IN L EEE EQUATION

|  | Degrees of freedom | $\mathrm{L}_{10}$ | $\mathrm{L}_{50}$ |
| :---: | :---: | :---: | :---: |
|  |  | $\mathrm{S}_{\mathrm{u}} \quad \mathrm{s}^{2}$ | $\mathrm{S}_{\mathrm{u}} \quad \mathrm{s}^{2}$ |
| Companies combined | 206 | 446.684633 | 348,285324 |
| SKF | 46 | 102.552212 | 89.734079 |
| New Dep. | 144 | 285.121962 | 201.935797 |
| Fafnir | 8 | 6.160858 | 8.357822 |
| sum | 198 | 393.835032 1.9891 | 300.027693 1.5153 |
| Difference | 8 | 52.8496016 .6062 | 48.257626 6.0322 |
| (equation |  | $\frac{6.6062}{1.9891}=3.32$ | $\frac{6.0322}{1.5153}=3.98$ |



3. Analysis to determine whe ther companies have a cormon
value for the exponent p (deep groove)
The previous analysis resulted in the conclusion that the parameters in the life equation are different for each company. However, this does not exclude the possibility that all companies may have a cormon $\underline{p}$, even though the $a_{i}(i=0,1,2)$ differ from company to company. This section discusses the analysis made to determine whether the companies have a common value for the exponent $\underline{p}$. The analysis given here consisted of the following procedure: First the logarithmic life equation (c-22), having a common value of $p$, but allowing the $a_{i}$ to vary for each company, was fitted to all the data, and the resulting residual sum of squares, $S^{\prime}$ (equation C-25) having 200 degrees of freedom, calculated. The total residual sum of squares from fitting the life equation separately to each company (allowing $p$ to vary in addition to the $a_{i}$ ) is given by ( $S_{1}+S_{2}+S_{3}$ ) having 198 degrees of freedom (cf. section 2 of this Appendix). Then the reduction in the residual sum of squares achieved by using a different exponent $p$ for each company is $\left\{s 1-\left(S_{1}+S_{2}+S_{3}\right)\right\}$ having 200-198 = 2 degrees of freedom. To test whether this reduction in the residual sums of squares is statistically significant, the variance ratio (C-26) is employed.

## Tatheratical forrulation

The logarithmic life equation, having a common value for the exponent $p, c a n$ be written for the $a^{\text {th }}$ test group in the $u^{\text {th }}$ company as

$$
\begin{aligned}
(c-22) \quad Y_{u a}= & b_{0}^{(u)}+b_{1}^{(u)} x_{l a}^{(u)}+b_{2}^{(u)} x_{2 a}^{(u)}+b_{3}^{(u)} x_{3 a}^{(u)} \\
& \text { for } a=1,2, \ldots, n_{u} ; u=1,2,3 .
\end{aligned}
$$

Note that although each company has the same parameter $b_{3}$ in the above equation, the parameters $b_{0}^{(u)}, b_{l}^{(u)}$, and $b_{2}^{(u)}$ are different for each of the three companies. Thus there are 10 different parameters (i.e., $b_{i}^{(u)} i=0,1,2$; $u=1,2,3$ and $b_{3}$ ) to be estimated from the data.

The normal equations for estimating these parameters are
(C-23) $\left\{\begin{array}{l}\sum_{j=0}^{2} a_{i j}^{(u)} \hat{b}_{j}^{(u)}+a_{i 3}^{(u)} \hat{b}_{3}=g_{i}^{(u)} \quad(i=0,1,2 ; u=1,2,3) \\ \sum_{u=1}^{3} \sum_{j=0}^{2} a_{3 j}^{(u)} \hat{b}_{j}^{(u)}+a_{33} \hat{b}_{3}=g_{3}\end{array}\right.$
where

$$
a_{33}=\sum_{u=1}^{3} a_{33}^{(u)}, \quad g_{3}=\sum_{u=1}^{3} g_{3}^{(u)} .
$$

Thus the set of equations given by (C-23) is a system of 10 linear equations in 10 unknowns. Once the solutions
are obtained, the estimates for $a_{i}(i=0,1,2)$ in the life equation are calculated from the relationship

$$
\begin{equation*}
\hat{a}_{i}^{(u)}=-\frac{\hat{b}_{i}^{(u)}}{\hat{b}_{3}} \quad \text { for } i=0,1,2 ; \quad u=1,2,3 \text {. } \tag{c-24}
\end{equation*}
$$

The residual sums of squares (denoted by $\mathrm{Si}^{\text {) }}$ associated with fitting the life formula (C-22) to the data is given by
(C-25) $\quad S_{1}=\sum_{u=1}^{3} \sum_{a=1}^{n_{u}} w_{u a} y_{u \alpha}^{2}-\sum_{u=1}^{3} \sum_{i=0}^{2} \hat{b}_{i}^{(u)} g_{i}^{(u)}-\hat{b}_{3} g_{3}$

Then to test the hypothesis that the companies have a common value of $\underline{p}$, regardless of the values for the other parameters in the life equation, the variance ratio

$$
\begin{equation*}
F=\frac{\left(S^{\prime}-S_{1}-S_{2}-S_{3}\right) / 2}{\left(S_{1}+S_{2}+S_{3}\right) / 198} \tag{c-26}
\end{equation*}
$$

having 2 and 198 degrees of freedom is used. The critical $F$ value is $F .05(2,198)=3.04$.

## Numerical calculations

All the quantities needed for the normal equations (C-23) are summarized in tables C-1, 2, 3, 4, 5. The values of $S$ for both $L_{10}$ and $L_{50}$ are
(C-27) $\left\{\begin{array}{lll}L_{10}: & S^{\prime}=393.272847 & \text { d.f. }=200 \\ L_{50}: & S^{\prime}=301.687871 & \text { d.f. }=200\end{array}\right.$
Thus the calculated $F$ values (using equation $C-26$ )
give
$(C-28) \quad \begin{cases}L_{10}: & F=-0.14_{1} \% \\ L_{50}: & F=0.548\end{cases}$
Since both variance ratios are smaller than the critical value $F .05(2,198)=3.04$, the conclusion drawn from this statistical analysis is that the data support the hypothesis of a cormon value of $\underline{p}$ for the three companies. This holds both for rating life ( $L_{10}$ ) and median life $\left(L_{50}\right)$. The values for the common $p$ are given in
*
From theory, the calculated value for the F-ratios can never be negative. The reason for the negative value of $F$ for $L_{10}$ is that the value for the numerator of $(c-26)$ is only accurate numerically to one decimal place on account of round off errors arising from the solution of the normal equations ( $C-23$ ). Thus if the hypothesis of a common $p$ value is true, then the F-ratio will not be large and round off errors may effect the resulting calculation. Alternatively, if the null hypothesis was false, then the calculated F-ratio would be larger then 3.04 and the round off error should be of no consequence.

table I of the main text. The values for the remaining constants in the life equation $a_{i}(i=0,1,2)$ are found from the relations (c-24). These results are summarized in tables IVa and IVb of the main text.
4. Analysis to determine whe ther three New Departure bearing types, i.e., Extra light, Light, and Medium, have cormon values for all the parameters in the life equation (deep-groove)

The analyses, discussed in previous sections, dealt with determining whether where are differences in the parameters of the life equation between companies. This section investigates (a) whether three different bearing types made by New Departure have cormon values for all the parameters in the life equation, and (b) whe ther the exponents $\underline{p}$ calculated for each bearing type are consistent with the value of $\mathrm{p}=3$.

The analysis for (a) is similar to the analysis made in section 2 of this appendix; ï.e., separate life equations were fitted to each bearing type and the resulting residual sum of squares was compared with the residual sum of squares arising from fitting a single equation to all New Departure data, irrespective of bearing type. The variance ratio for statistically testing (a) is given by equation ( $\mathrm{C}-32$ ).

The analyses for (b) was governed by the following considerations. If the true (or population) value of the exponent p is $\mathrm{p}=3$, regardless of bearing type, then the estimates for $\underline{p}$ obtained by fitting a separate life equation to each bearing type should not differ from $p=3$ by more than the dispersion inherent in the endurance lives of the bearings. The agreement of the values of $p$ estimated for each bearing type with $p=3$ is tested for statistical significance by the variance ratio C-33.

## Mathematical formulation

The 148 test groups from New Departure can be divided into three bearing types corresponding to 37 groups for Extra light, 94 groups for Light, and 17 groups for Medium bearings. Let the bearing type be denoted by $v=1,2,3$ for Extra light, Light, and Medium type bearings, respectively. Also define
$(c-29) \begin{cases}A_{i j}^{(v)}=\sum_{a=1}^{n} W_{v a} & x_{i \alpha}^{(v)} x_{j a}^{(v)} \\ G_{i}^{(v)}=\sum_{a=1}^{n_{v}} W_{v a} & x_{i a}^{(v)} y_{v a}^{(v)} \quad i=0,1,2,3 ; \quad v=1,2,3 .\end{cases}$
where $\mathrm{n}_{\mathrm{v}}$ is the number of test groups for bearing type v . Then the normal equations, which determine the estimates for the parameters in the logarithmic life equation, are
$\left(\because-3, \quad \sum_{j=0}^{3}(v) \hat{b}(v)=G_{j}^{(v)} \quad i=0,1,2,3 ; \quad v=1,2,3\right.$.

Thus for each bearing type, the values for the parameters $a_{i}(i=0, l, 2)$ and $p$ in the life equation cart e ti shod from the relations

$$
\begin{aligned}
& \hat{a}_{i}^{(v)}=-\frac{\hat{b}_{i}^{(v)}}{\hat{b}_{3}^{(v)}} \\
& \hat{p}^{(v)}=-b_{3}^{(v)}
\end{aligned}
$$

Therefore the residual suns of squares for the $v^{\text {th }}$ bearing type is
$(c-31) \quad S_{0}^{(v)}=\sum_{\sigma=1}^{n_{v}} w_{v a} y_{v a}^{2}-\sum_{i=0}^{3} \hat{b}_{i}^{(v)} G_{G}^{(v)} \quad v=1,2,3$.
having $\left(n_{V}-1\right)$ decrees of frecodom. Then the hypothesis of common parameters for the three bearing tropes can be tested by the variance ratio

$$
\begin{equation*}
F=\frac{\left(S_{2}-S^{(1)}-S^{(2)}-S^{(3)}\right) / 3}{\left(S^{(1)}+S^{(2)}+S^{(3)}\right) / 136} \tag{c-32}
\end{equation*}
$$

having a critical value of $\mathrm{F} .05(8,136)=2.01$.

$$
\text { Now since the analysis given in section } 3 \text { of this }
$$ appendix reached the conclusion that all companies have a

$=$
$=$
$=$

common value for $\underline{p}$, and since this value (cf. table I of main text) with its associated uncertainty includes the value $p=3$ given in $A / P$ 1947, it seems desirable to also test a second hypothesis that the values of $p$ for each of the bearing types is consistent with $\mathrm{p}=3$. The F-ratio for this hypothesis is given by

where the $\hat{p}^{(v)}\left(v^{*}=1,2,3\right)$ refer to the estimates of $p$ obtained for each bearing type; and $C_{33}^{(v)}(v=1,2,3)$ is the element occurring in the last row, last colum of the inverse matrix to $\left\|A_{i j}^{(v)}\right\|(v=1,2,3)$. The critical value for the variance ratio $(C-33)$ is $F_{.05}(3,136)=2.67$.

## Numerical results

The estimates of $a_{i}^{(v)}(i=0,1,2)$ and $p^{(v)}$ obtained
from the solutions of the normal equations ( $(\mathbf{c}-30)$ are summarized in tables VIa, VIb, and III in the main text, respectively. Tables C-7, 8 and 9 summarize the values for $A_{i j}^{(v)}$ in the form of a triangular array. Table Colo and C-ll summarize the values for $G_{i}^{(v)}$ and $\sum_{a=1}^{n_{v}} W_{v a} y_{v a}^{2}$. The
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TABLE C-7. VALUFS OF $A_{i j}^{(1)}$ FOR EXTRA LIGHT BEARINGS
$A^{(1)}=\left[\begin{array}{cccc}214.0000000 & 518.1383084 & -248.9295851 & 1506.575333 \\ & 1258.277638 & -597.8263023 & 3661.658351 \\ & & 300.7637617 & -1725.381891 \\ & & & 10693.46018\end{array}\right]$

TABLE C-8. VALUES OF $A_{i j}^{(2)}$ FOR LIGHT BEARINGS
$A^{(2)}=\left[\begin{array}{cccc}401.0000000 & 889.3252551 & -325.2355955 & 3083.034363 \\ & 1975.516399 & -715.3345135 & 6852.948565 \\ & & 294.2929935 & -2433.705085\end{array}\right]$

TABLE C-9. VALUES OF $A_{i j}^{(3)}$ FOR MEDIUM BEARINGS
$A^{(3)}=\left[\begin{array}{rrrr}53.00000000 & 109.4092134 & -24.10328938 & 438.3753462 \\ & 225.9510228 & -49.18947836 & 906.2502425 \\ & & 22.51210338 & -178.3890070\end{array}\right]$


|  | Extra Light | Light | Medium |
| :---: | :---: | :---: | :---: |
| $G_{0}$ | 602.0143335 | 1027.110445 | 128.2559173 |
| $G_{1}$ | 1451.867253 | 2273.867843 | 264.3254755 |
| $G_{2}$ | -710.5400693 | -854.1381299 | -66.32324354 |
| $G_{3}$ | 4148.761977 | 7826.050226 | 1041.366231 |
|  |  |  |  |
| $\sum_{a=1}^{\sum_{v} w}{ }^{W} \mathrm{y}_{v a}^{2}$ | 1984.783747 | 2885.087835 | 336.5267544 |

TABLE C-11. SUMMARY OF $G_{i}^{(v)}$ AND $\sum_{\alpha=1}^{n}{ }^{n} w a y_{v a}^{2}$ BY BEARING TYPE FOR $L_{50}$

|  | Extra Light | Light | Medium |
| :---: | :---: | :---: | :---: |
| $G_{0}$ | 862.7854 .631 | 1537.980372 | 204.8848770 |
| $G_{I}$ | 2087.149852 | 3406.325505 | 422.8565766 |
| $G_{2}$ | -1006.992510 | -1263.434071 | -96.82691696 |
| $G_{3}$ | 6004.772590 | 11767.86813 | 1681.266822 |
|  |  |  |  |
| $\nabla{ }_{V} Y_{v \alpha}^{2}$ | 3709.734322 | 6081.616419 | 821.8890620 |

calculations for the variance ratio (c-32) are summarized in table c-l2.

TABLE C-12. SYNOPSIS OF CALCULATIONS TO DETERMINE WHETHER ALL BEARING TYPES HAVE COMMON PARAMETERS IN LIFE EQUATION (NEW DEPARTURE ONLY)

| Type of Bearing | $\begin{array}{\|l\|} \hline \text { Degrees } \\ \text { of } \\ \text { Freedom } \end{array}$ | $s^{(v)} \quad \mathrm{L}_{\mathrm{s},}(\mathrm{v})^{2}$ | $s^{(v)} \quad s_{s(v)^{2}}^{L_{50}}$ |
| :---: | :---: | :---: | :---: |
| All types combined | 144* | 285.121962* | 201.935797* |
| $\begin{aligned} & \text { Extra light } \\ & \text { Light } \\ & \text { Medium } \end{aligned}$ | $\begin{aligned} & 33 \\ & 90 \\ & 13 \\ & \hline \end{aligned}$ | $\begin{array}{r} 68.558298 \\ 174: 325939 \\ 11.537480 \\ \hline \end{array}$ | $\begin{array}{r} 33.016973 \\ 131.142017 \\ 8.505638 \\ \hline \end{array}$ |
| Sum | 136 | $254.421716 \quad 1.8707$ | 172.6646281 .2696 |
| Difference | 8 | 30.7002463 .8375 | 29.2711693 .6589 |
| $\begin{gathered} F \\ \text { (equation } \end{gathered}$ | c-32) | $\frac{3.8375}{1.8707}=2.05$ | $\frac{3.6589}{1.2696}=2.88$ |

From table C-6
Corresponding to the hypothesis that the three bearing types have the same parameters in the life equation, the calculated variance ratios (c-32) yield

$$
\begin{cases}L_{10}: & F=2.05  \tag{c-34}\\ L_{50}: & F=2.88\end{cases}
$$

Since the critical $F$ value is $F .05(8,136)=2.01$, both the $L_{10}$ and $L_{50}$ calculated variance ratios are statistically significant, although the $\mathrm{I}_{10}$ value is "just barely" significant. Therefore, one would conclude from the above F-ratios that the parameters do differ between bearing types.

However this does not exclude the possibility that the values for the exponent $p$ are consistent with the value $p=3$. Substituting the appropriate quantities in equation (C-33) results in
(C-35) $\quad \begin{cases}I_{10}: & F=1.18 \\ I_{50}: & F=2.32\end{cases}$
where

$$
\begin{aligned}
& C_{33}^{(1)}=0.53294 \\
& C_{33}^{(2)}=0.107395 \\
& C_{33}^{(3)}=0.396744
\end{aligned}
$$

Thus since both of the above calculated F-ratios are less than the critical value, $F .05(3,136)=2.67$, the conclusion can be made that the values of $p$ are consistent with $p=3$ for different bearing types, although possibly some (or all) of the other parameters in the life formula (i.e., $a_{i}(i=0,1,2)$ may differ among the different bearing types.

The values for $a_{i}^{(v)}(i=0,1,2 ; \quad v=1,2,3)$ arising from the analysis by ball bearing types have very large confidence limits (intervals of uncertainty). This is mainly due to the fact that an analysis restricted to one
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bearing type is essentially an analysis on bearings having almost the same values for $Z$ and $D_{a}$. In order to estimate the $a_{i}^{(v)}$ with good precision, it is necessary to have results for bearings having wide variations with respect to $Z$ and $D_{a}$. Thus the estimates for $a_{i} b a s e d$ on all bearing types for New Departure (tables IVa, IVb, or $\mathrm{Va}, \mathrm{Vb}$ ) have substantially smaller confidence intervals as compared to the intervals based only on a single bearing type.
5. Determination of $f_{c}$ assuming values $a_{1}=2 / 3, a_{2}=1.8, p=3 \%$ and the analysis, both by company and bearing type to determine whether these assumed parameter values are consistent with the given data (deep-groove).

The values for the parameters $a_{1}{ }^{\prime} a_{2}$, and $p$ given in A/P 1947 are

$$
a_{1}=2 / 3 ; \quad a_{2}=1.8, \quad p=3
$$

If these parameter values are valid for the data at hand, then more precise estimates for the "workmanship" parameter $a_{0}$ (or $f_{c}$ ) can be made for each company or bearing type. These will generally have better precision compared to the estimates of $a_{0}$ made when the other parameters' in the life equation are simultaneously estimated along with $a_{0}$. This section considers the problem of verifying whether the A/P 1947 parameter values, given above, are valid for the given data, and for those cases where this is true, estimates of $a_{0}$ (or $f_{c}$ ) are obtained assuming these A/P 1947 values for the other parameters.

The procedure for determining whether the values $a_{1}=2 / 3$, $a_{2}=1.8, p=3$.are valid for a given classification of the data (with respect to a company or bearing type) is to fit the data to the life equation using the assumed values for $a_{1}, a_{2}$, and $p$. Thus there is only one unknown parameter, $a_{0}$, in the life equation to be estimated. Then the resultant residual sum of squares, denoted by $R$ (equation $C-42$ ), can be calculated having ( $n=1$ ) degrees of freedom. Alternatively, the life equation can be fitted to the data such that all the unknown parameters are simultaneously estimated. The residual sum of squares from this latter fit, $S$, will have ( $n=4$ ) degrees of freedom. Then if the A/P 1947 parameter values are not consistent with the given data, $R$ will be appreciably larger than $S$. The variance ratio ( $C=43$ ) is used to determine if the difference between these two residual sum of squares, i.e. ( $R-S$ ) having $(n-1)-(n \sim 4)=3$ degrees of freedom, is statistically signifim cant.
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## Mathematical formulation

Let $\underline{n}$ be the number of test groups within a particular classicfiction (either by company or bearing type). Then assuming the values $a_{1}=2 / 3, a_{2}=1.8$, and $p=3$, the logarithmic life equal lion for the $\alpha$ th test group can be written as
(C-36)

$$
Y_{\alpha}=3\left\{a_{0}+x_{\alpha}\right\}
$$

$$
(\alpha=1,2, \ldots, n),
$$

where

$$
\begin{equation*}
x_{\alpha}=\left[\frac{2}{3} x_{1 \alpha}+1.8 x_{2 \alpha}-x_{3 \alpha}\right] \tag{C-37}
\end{equation*}
$$

The resulting normal equation for estimating $a_{0}$ is
( $\mathrm{C}-38$ )

$$
\hat{a}_{0}=\frac{\alpha \sum_{1}^{n} \frac{{ }^{w}{ }^{\frac{y}{3}} \alpha}{3}-\alpha \sum_{\sum_{1}}^{n} w_{\alpha} x_{\alpha}}{\alpha_{\sum_{1}}^{\sum_{1}}{ }^{w}}
$$

which also can be written as a function of the sums of cross products $g_{i}$, $a_{i j}$, ego,

$$
\begin{equation*}
\hat{a}_{0}=\frac{1}{a_{00}}\left\{\frac{g_{0}}{3}-\left(\frac{2}{3} a_{01}+1.8 a_{02}-a_{03}\right)\right\} \tag{C-39}
\end{equation*}
$$

Hence the variance for this estimate of $a_{0}$ is (C-40) variance $\hat{a}_{0} \quad \frac{s^{2}}{9200}$
where

$$
\begin{equation*}
s^{2}=\frac{\mathbb{R}}{n-1}=\frac{9\left[\sum_{\alpha}^{n}{ }_{i} w_{\alpha}\left(\frac{\alpha^{\prime}}{3}-x_{\alpha}\right)^{2}-a_{00} \hat{a}_{0}^{2}\right]}{n-1} \tag{C-41}
\end{equation*}
$$

The residual sum of squares, $R$ having ( $n=1$ ) degrees of freedom, can also be written as a function of the sums of cross products, e.gog
(C-42)

$$
\begin{aligned}
\mathrm{R}=9\{ & \frac{1}{9} \sum_{\alpha}^{\mathrm{n}} \mathrm{w}_{\alpha} \mathrm{y}_{\alpha}^{2}-\frac{4}{9} \mathrm{~g}_{1} \propto 1_{.2} \mathrm{~g}_{2}+\frac{2}{3} \mathrm{~g}_{3} \\
& +\frac{4}{9} \mathrm{a}_{11}+3.24 \mathrm{a}_{22}+\mathrm{a}_{33}+2.4 \mathrm{a}_{12} \\
& \left.-\frac{4}{3} \mathrm{a}_{13}-3.6 \mathrm{a}_{23}=a_{00} \hat{a}_{0}^{2}\right\}
\end{aligned}
$$

In the analyses made in the preceeding sections, the ball bearing data have been analyzed with respect to individual companies or bearing types. It thus seems desirable to determine whether the data within these classifications support the hypothesis that $a_{1}=2 / 3, a_{2}=1.8, p=3$ as given in $A / P 1947$. The variance ratio used to test this hypothesis is
(C-43)

$$
\mathrm{F}=\frac{(\mathrm{R}-\mathrm{S}) / 3}{\mathrm{~S} /(\mathrm{n}-4)}
$$

where for testing within companies

$$
S=\left[\begin{array}{ll}
S_{1} & \text { for SKF } \\
S_{2} & \text { for New Dep. } \\
S_{3} & \text { for Fafnir }
\end{array}\right\} \begin{aligned}
& \text { defined by equation (C-16) } \\
& \text { and given in Table } C-6
\end{aligned}
$$

and for testing within bearing types, $a_{i j}^{(u)}$ is repiaced by $A_{i j}^{(v)}$,

$$
S=\left[\begin{array}{ll}
S^{(1)} & \text { for Extra light } \\
S^{(2)} & \text { for Light } \\
S^{(3)} & \text { for Medium }
\end{array}\right\} \begin{aligned}
& \text { defined by equation (C-31) } \\
& \text { and given in Table } C-12
\end{aligned}
$$

and $R$ (equation $C \sim 42$ ) refers to the calculated residual sum of squares within the particular classification.
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## Numerical calculations

Table C-13 summarizes with respect to SKF, New Departure, and Fafnir the values of $\hat{a}_{0}, R$, the calculated $F-r a t i o$ (equation $C-43$ ), and the critical $F$ value. Table $C-14$ summarizes the same quantities for the Extra light, Light, and Medium type bearings made by New Departure。

The results of this analysis show that the values $2_{1}=2 / 3$, $a_{2}=1.8$, and $p=3$ are consistent for rating life ( $L_{10}$ ) data with respect to each of the three companies. However for median life $\left(L_{50}\right)$, these assumed parameter values are oniy consistent for the SKF data.

The results for the same analysis made on the three different bearing types, indicate that the A/P 1947 parameter values are only consistent with the Extra light and Light bearing with respect to median life ( $\mathrm{L}_{50}$ ).

Note that the analysis for New Departure (ignoring bearing types) showed that the assumed values for the parameters are consistent with the $\mathrm{L}_{10}$ data, however, a finer analysis by bearing type revealed that these values are not valid. for Medium type bearings. This apparent inconsistency stems from the fact that the analysis for New Departure, taken as a whole, is dominated by those bearing types having the larger number of test groups, ioe, Extra light, Light。

The estimates for $f_{c}$ assuming $a_{1}=2 / 3, a_{2}=1.8$, and $p=3$, are summarized in Table VII of the main text for rating life ( $L_{10}$ ). This summary also includes the value of $f_{c}$ for M.R.C. computed from only three test groups. (Because of the small number of test groups, it was not possible to verify whether the A/P 1947 param eter values are valid for these data.)
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TABLE C-13. SUMMARY OF COMPUTATIONS (BY COMPANIES) TO TEST HYPOTHESIS THAT DATA ARE CONSISTENT WITH ASSUMED VALUES $a_{1}=2 / 3, a_{2}=1.8, a_{3}=3$.

| Company | $\mathrm{L}_{10}$ |  |  | $\mathrm{~L}_{50}$ |  |  | Crit- <br> ical <br> $F$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{a}_{0}=\operatorname{lnf} \mathrm{c}$ | R | F | $\mathrm{a}_{0}=\operatorname{lnf} \mathrm{c}$ | R | F |  |
|  | 8.4205 | 102.539286 | $-0.06 *$ | 8.9382 | 94.367916 | 0.79 | 2.80 |
| New Dep. | 8.5021 | 287.613198 | 0.42 | 8.9254 | 217.560672 | 3.71 | 2.65 |
| Fafnir | 8.1001 | 8.375562 | 0.96 | 8.5832 | 8.488584 | 9.92 | 3.59 |

TABLE C-14. SUMMARY OF COMPUTATIONS (BY BEARING TYPE) TO TEST HYPOTHESIS' THAT DATA ARE CONSISTENT WITH ASSUMED

$$
\text { VALUES } a_{1}=2 / 3, a_{2}=1.8, a_{3}=3
$$

| Type | $\mathrm{L}_{10}$ |  |  | $\mathrm{L}_{50}$ |  |  | $\begin{aligned} & \text { Crito } \\ & \text { ical } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{a}_{0}=\operatorname{lnf} \mathrm{c}$ | R | F | $\mathrm{a}_{0}=1 \mathrm{nf}{ }_{c}$ | R | F |  |
| Extra light | 8.4575 | 73.821978 | 0.84 | 8.8636 | 44.883126 | 3.95 | 2.86 |
| Light | 8.5236 | 181.128312 | 1.17 | 8.9482 | 141.731604 | 2.42 | 2.70 |
| Medium | 8.5203 | 27.014247 | 5.81 | 9.0022 | 18.905517 | 5.21 | 3.24 |

*Negative value due to rounding computations.
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## 6. Determination of the parameter values for selfoaliguing bear

 ing (SKF)*This section deals with finding estimates of the parameters in the life equation for self-aligning bearings using data from 40 test groups of SKF self-aligning bearings. The only difference between this and the deep -groove case is that the selfoaligning bearings require the additional term (i $\cos \alpha)^{3}$ in the life equation. Thus the logarithmic life equation can be written as
(C-44) $\quad Y_{\alpha} \approx b_{0}+b_{1} x_{1 \alpha}+b_{2} x_{2 \alpha}+b_{3} x_{3 \alpha}+b_{4} x_{4 \alpha}(\alpha=1,2, \ldots, n)$,
where $b_{i}(i=0,1,2,3)$ and $x_{i}(i=1,2,3)$ have the same mean o ing as for deepogroove bearings and $b_{4}\left(p_{3}\right)_{8} x_{4}=\ln (i \cos a)$. The normal equations for estimating the $b_{i}(i=0,1,2,3,4)$ are

$$
\begin{equation*}
\sum_{j}^{4}{\underset{a}{i j}} \hat{b}_{j}=g_{i} \tag{C-45}
\end{equation*}
$$

$$
(i=0,1 ; 2,3,4)
$$

where

$$
\begin{aligned}
& a_{i j}=\sum_{1}^{n}{ }_{1}{ }^{n} x_{i \alpha} x_{j \alpha} \\
& g_{i}=\sum_{i=1}^{n}{ }^{N} x_{i \alpha} y_{\alpha}
\end{aligned} \quad(n=40)
$$

Estimates for $\left.a_{i} f i=0, l_{1} 2,3\right)$ can be obtained from the $\hat{b}_{i}$ using the relations

$$
\left\{\begin{align*}
\hat{a}_{i}=-\frac{\hat{b}_{i}}{\hat{b}_{3}} & \text { for } i=0,1,2  \tag{C-46}\\
\hat{a}_{3}=-\frac{\hat{b}_{4}}{\hat{b}_{3}}, & \hat{p}=-\hat{b}_{3}
\end{align*}\right.
$$

All the notation used in this section will refer to the selfaligning bearings only, unless otherwise specified e
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The appropriate intervals of uncertainty for the $a_{i}$ can be calcu lated using Fieller's theorem (as giver in equation Col3)。 Where $s^{2}$ is taken to be
$(C-47) \quad s^{2}=\frac{\sum_{i=1}^{n} w_{\alpha} y_{\alpha}^{2}-i_{i=0}^{4} \hat{b}_{i} g_{i}}{35}$
The estimates for the $a_{i}$ together with their associated intervals of uncertainty are summarized in Table VIII of the main text. The values for $a_{i j}(i, j=0,1,2,3,4)$ are summarized in Table C-15. Table $C-16$ gives the values for $\alpha \sum_{1}^{n} W_{\alpha} y_{\alpha}^{2}$ and $g_{i}(i=0,1$, $2,3,4$ ) both for $\mathrm{L}_{10}$ and $\mathrm{L}_{50}$.

TABLE C-15. VALUES OF $a_{i j}$ FOR SELF-ALIGNING BEARINGS (SKF ONLY)
$\left[\begin{array}{ccccc}238.00000000 & 648.7845195 & -172.0909813 & 1911.497205 & 161.5118702 \\ & 1770.460480 & -472.2281104 & 5211.817531 & 440.3712025 \\ & & 156.9382746 & -1362.806927 & -116.8392512 \\ & & & 15486.38403 & 1297.119642\end{array}\right]$
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TABLE C-16. SUMMARY OF $\sum_{\sum_{1}}^{n} W_{\alpha}^{y_{\alpha}^{2}}$ AND $_{j}(i \equiv 0,1,2,3,4)$ SELF $-A L I G N I N G$ BEARINGS (SKF ONLY)

|  | $\mathrm{L}_{10}$ | $\mathrm{~L}_{50}$ |
| :---: | :---: | :---: |
| $\mathrm{~g}_{0}$ | 418.8179296 | 765.4465183 |
| $\mathrm{~g}_{1}$ | 1139.906247 | 2082.557309 |
| $\mathrm{~g}_{2}$, | -308.8485452 | -554.0338357 |
| $\mathrm{~g}_{3}$ | 3158.390004 | 5923.501002 |
| $\mathrm{~g}_{4}$ | 284.2203906 | 519.3826284 |
| $\sum_{\sum_{1} \mathrm{w}_{\alpha} \mathrm{y}_{\alpha}^{2}}$ | 1285.621913 | 3058.794005 |

7. Analysis to determine whether values for dynamic capacity $\left(\mathrm{C}=\mathrm{f}_{\mathrm{c}} \mathrm{r}^{0.7} \mathrm{D}_{\mathrm{a}}^{1.8}(\mathrm{i} \cos \alpha)^{0.7}\right)$ in current use by SKF are
consistent with data.
line life equation can be written in the alternative form (cf. equation 1 of main text)
(C-48)
$L=(C / P)^{p}$
where the constant $\mathbb{C}$ is the basic dynamic capacity. Taking logarithms of both sides of equation ( $C \sim 48$ ) results in an alternate form of the logarithmic life equation, i.e.
(C-49) $Y=p x$
where

$$
\mathrm{Y}=\ln \mathrm{L}, \mathrm{x}=\ln (\mathrm{C} / \mathrm{P})
$$

This section deals with the problem of determining whether the "semi-empirical" values of C in current use by SKF contain a bias.* For this purpose, the SKF data included values for (C/D), both for deepogroove and self-aligning bearing, where $\mathrm{c}=\mathrm{f}_{\mathrm{c}} \mathrm{Z}^{0.7} \mathrm{D}_{\mathrm{a}}^{1.8}(\mathrm{i} \cos \mathrm{i})^{0.7}$.

The rationale guiding this analysis was that if the values of C, in current use by SKF, are free from a bias or systematic error, then the interval of uncertainty ( 95 per cent confidence limit) for p based on equation ( $C=49$ ), would overlap the intervals of uncertainty for $p$ obtained from Sections 2 and 6 of this Appendix.where no a priori values for the parameters were assumed. If the confidence intervals do not overlap, then one would suspect that the values for (C/P), and hence C, currently used by SKF contain some type of bias.
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The estimate of $p$ using equation ( $\mathrm{C}=49$ ) is
(C-50)

$$
\hat{p}=\frac{\alpha^{\frac{n}{\sum_{1}} w_{\alpha} y_{\alpha} x_{\alpha}}}{\sum_{1}^{n} \sum_{1} W_{\alpha} x_{\alpha}^{2}}
$$

and the variance of $\hat{p}$ is estimated by

$$
\begin{equation*}
\text { variance }(\hat{p})=\frac{s^{2}}{\left(\sum_{\alpha=1}^{n} w_{\alpha} x_{\alpha}^{2}\right)} \tag{C-51}
\end{equation*}
$$

where
( $\mathrm{C}-52$ ) $\quad s^{2}=\frac{\sum_{\equiv 1}^{\mathrm{E}} \mathrm{w}_{\alpha} \mathrm{y}_{\alpha}^{2}-(\hat{p})^{2}\left(\sum_{\sum_{1}}^{n} w_{\alpha} x_{\alpha}^{2}\right)}{(n-1)}$
Confidence intervals for the parameter $p$ are then given by

$$
\begin{equation*}
\hat{\mathrm{p}} \pm \mathrm{t} \sqrt{\text { (variance } \hat{\mathrm{p}})} \tag{C-53}
\end{equation*}
$$

where $t$ is the appropriate value taken from Student's table having ( $n=1$ ) degrees of freedom.

Substituting the numerical values with respect to deepogroove bearings ( $\mathrm{L}_{10}$ only) in equations ( $\mathrm{C}-50$ ) and ( $\mathrm{C}-51$ ) results in

$$
\begin{equation*}
\hat{p}=\frac{573.7085232}{202.3046333}=2.84 \tag{C-54}
\end{equation*}
$$

and
$(\mathrm{C}-55) \quad$ variance $(\hat{\mathrm{p}})=\frac{(94.164039) / 49}{202.3046333}=0.009488$
Using the same equations but substituting the numerical values for self-aligning bearings ( $L_{10}$ only) results in
$(\mathrm{C} \sim 56) \quad \hat{\mathrm{p}}=\frac{506.902149}{216.141147}=2.35$
and
$(\mathrm{C}-57) \quad$ variance $(\hat{\mathrm{p}})=\frac{(96.816238) / 39}{216.141147}=0.011485$
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Table C-17 compares the above results with those obtained in Sections 2 and 7 of the Appendix.

TABLE C $\quad$ 17. COMPARISON OF VALUES FOR $\hat{p}$

|  | $\hat{p}$ |  |
| :--- | :---: | :---: |
|  | Using (C/p) | No a priori <br> values fQr |
| deep groove ( $\mathrm{L}_{10}$ ) | $2.84 \pm 0.19$ | $3.00 \pm 0.64$ |
| selfoaligning $\left(\mathrm{L}_{10}\right)$ | $2.34 \pm 0.22$ | $1.77 \pm 0.46$ |

It is clear from Table $C=17$ that the values of $\hat{g}$ using the variate ( $C / P$ ) show good agreement with those values calculated without making assumptions as to the nature of C. Hence there is no indication of a bias in the use of the semioempirical values for c which SKF is currently employing.
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## APPENDIX D

NON $=$ PARAMETRIC CONFIDENCE INTERVALS FOR $I_{10}, I_{50}$

The purpose of this Appendix is to indicate a method of obtaining confidence intervals for $I_{10}, I_{50}$ that does not depend on the underlying functional form of the distribution of fatigue lives, is simple to employ, and is independent of any particular estimates of $L_{10}, L_{50^{\circ}}$ on the other hand, because it requires so little information, the method will generally yield rather wide limits, unless the sample size is very large. This method is termed non-parametric because it does not depend on a specific type of distribution (such as Weibull, logmormal, etc.).

Description of method
Let the $\underline{n}$ observed fatigue lives for a test group of bearings (including "intacts") be ranked in increasing order and denoted by $x_{1} \leq x_{2} \leq \cdots \leq x_{i} \leq \cdots \leq x_{n}$. The confidence intervals are of the form $\left(x_{r}, x_{S}\right)$. Table $D-1$ shows, for given size $\underline{n}$, the ranks $\underline{r}$ and $\underline{s}$ of the $X^{\prime}$ s which will enclose the unknown population value, $I_{10}$, with probability approximately 95 percent. Similarly, table $D-2$ gives the ranks for determining confidence intervals for $I_{50^{\circ}}$. An example will make this clear.

## D-2

The data in the specimen Worksheet, Appendix A, having $n=23$ bearings are taken for illustration. This worksheet is summarized as Record No. 2-4 in Table A-2. The number of bearings in the test group is $\mathrm{n}=23$. To calculate the confidence intervals for rating life $L_{10}$, enter table D-1 with $n=23$ and read $r=0, s=5$ and $P_{10}=0.927$. This means that the .927 confidence interval for $L_{10}$ is given by the interval between 0 and the 5 th smallest observation, i.e., $x_{5}=42.12$. Hence with probability .927, the interval ( $0,42.12$ ) will contain the population value of $L_{10}$

To calculate a confidence interval for the median life $L_{50}$, enter table $D-2$ with $n=23$ and read $r=7$, $s=17$, and $P_{50}=0.965$. This means that the .965 confidence interval for $I_{50}$ is given by $\left(x_{7}, x_{17}\right)=$ (48.48, 93.12)。
L

It is interesting to note that the estimates of $L_{10}$ and $L_{50}, 28.5$ and 69.2 respectively, calculated on the assumption of an underlying Weibull distribution, both fall within the above non parametric confidence limits。

Mathematical formulation
Let $x_{1} \leq x_{2} \leq \cdots \leq x_{n}$ be an ordered sample of $\underline{n}$ observations from some population having the probability density function $f(x)$. Define $L$ (l00p) by

$$
\begin{equation*}
p=\int_{L_{(100 p)}^{\infty}}^{\infty} f(x) d x \quad(0<p<1) \tag{D-1}
\end{equation*}
$$

that is, if $p=1 / 10$, then $L_{10}$ is that value exceeded by 90 percent of the population; and if $p=1 / 2$, then $I_{50}$ is the value exceeded by 50 percent of the population. Then the interval determined by the $r^{\text {th }}$ and $s^{\text {th }}$ ordered observations define a confidence interval such that
(D-2) $\operatorname{Prob}\left\{x_{r} \leq L_{(100 p)} \leq x_{s}\right\}=P(100 p)$
where
$(D-3) \quad P_{(100 p)}=\sum_{i=r}^{S-1}\binom{n}{i} p^{i}(1-p)^{n-i}$

Equation (D-2) is read as "the probability that the interval ( $x_{r}, x_{s}$ ) includes the true value, L (100p), is ${ }^{P}(100 p)$ ". Tables D-1 and D-2 which refer to $L_{10}$ and $L_{50}$ respectively, list values of $r$ and $s$ for $n=6(1) 50$, and selected higher values of $\underline{n}$ corresponding to the larger size test groups included in the original data.

An outline of the derivation of equation ( $D-2$ ) can be found in Mood [1], page 388 ff . and Wilks [3], p. 14 ff 。

## Discussion

Note that in order to calculate the non-parametric confidence intervals for $L_{10}$ or $L_{50}$, it is not necessary for all the $\underline{n}$ bearings to be tested to fatigue failure. Referring to the Specimen Worksheet in Appendix A, the test could have ceased after the 5 th bearing failed, if all that was desired was a confidence interval for $L_{10^{\circ}}$ However, the problem of finding a suitable nonparametric estimate for $I_{10}\left(o r L_{50}\right.$ ) has not yet been satisfactorily solved. An obvious device is to say that $x_{i}$ estimates the ( $i / n$ )-percent point $t_{\text {. }}$ e.g., for $L_{10}$ and $L_{50}, i=n / 10, n / 2$, respectively; some workers use $x_{i}$ as an estimate for the $\left(\frac{i}{n+1}\right)$-percent point--a procedure

## $D-5$

which is rigorously correct only for the rectangular distribution; still others use $\frac{\left(i-\frac{1}{2}\right)}{n}$ in place of $\frac{i}{n+1}$. Which, if any, of these procedures may be correct for ball bearing fatigue data would be a subject for future research. Below are summarized the results of the above procedures applied to the aforementioned worksheet in Appendix A.

Non-parametric
Method of Appendix B i/n i/(n+1) (i-1 $1 / n$ $\mathrm{L}_{10}$ $L_{50}$ 28.5 30.14 30.55 32.18 onflance Intervals
$\qquad$ (0,42.12) 68.22 67.80 67.80
$(48.48,93.12)$

To obtain these results, interpolation has been used as illustrated by the following example for $\mathrm{n}=23$, if the "(i/n)" procedure is used to estimate the 。10-percent point $L_{10}$, then $i / 23=.10$, $i=2.3$, giving $x_{i}=" x_{2.3} "$ as the estimate. The quantity in grotos is merely a shorthand expression for the interoolated value between $x_{2}$ and $x_{3}$ :

$$
x_{2.3}=.7 x_{2}+.3 x_{3}=30.14
$$
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TABLE D -1 NON $\subset$ PARAMETRIC CONFIDENCE INTERVALS FOR $L_{10}$

| $\begin{gathered} \text { Sample } \\ \text { size } \\ \text { n } \end{gathered}$ | r | S | $\mathrm{P}_{10}$ | $\begin{gathered} \text { Sample } \\ \text { size } \\ n \end{gathered}$ | $x$ | § | $\mathrm{P}_{10}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 6 | 0 | 3 | . 984 | 31 | 1 | 8 | . 952 |
| 7 | 0 | 3 | . 974 | 32 | 1 | 8 | 。954 |
| 8 | 0 | 3 | . 962 | 33 | 1 | 8 | . 955 |
| 9 | 0 | 3 | . 947 | 34 | 1 | 8 | . 955 |
| 10 | 0 | 3 | . 930 | 35 | 1 | 8 | . 955 |
| 11 | 0 | 4 | . 982 | 36 | 1 | 8 | . 954 |
| 12 | 0 | 4 | . 974 | 37 | 1 | 8 | . 952 |
| 13 | 0 | 4 | . 966 | 38 | 1 | 8 | . 950 |
| 14 | 0 | 4 | . 956 | 39 | 1 | 8 | . 947 |
| 15 | 0 | 4 | :944 | 40 | I | 8 | . 943 |
| 16 | 0 | 4 | . 932 | 41 | 1 | 8 | . 939 |
| 17 | 0 | 5 | . 978 | 42 | 1 | 8 | . 934 |
| 18 | 0 | 5 | . 972 | 43 | 1 | 9 | . 965 |
| 19 | 0 | 5 | . 965 | 44 | 1 | 9 | . 962 |
| 20 | 0 | 5 | . 957 | 45 | 1 | 9 | . 959 |
| 21 | 0 | 5 | . 948 | 46 | 1 | 9 | . 956 |
| 22 | 0 | 5 | . 938 | 47 | 1 | 9 | . 952 |
| 23 | 0 | 5 | . 927 | 48 | 1 | 9 | . 947 |
| 24 | 0 | 6 | . 972 | 49 | 1 | 9 | . 942 |
| 25 | 0 | 6 | . 967 | 50 | 2 | 10 | . 942 |
| 26 | 0 | 6 | . 960 | 55 | 2 | 10 | . 934 |
| 27 | 0 | 6 | . 953 | 60 | 2 | 11 | . 954 |
| 28 | 0 | 6 | . 945 | 67 | 2 | 13 | . 95 * |
| 29 | 1 | 7 | .931 | 94 | 3 | 15 | . $95 *$ |
| 30 | 1 | 8 | . 950 |  |  |  |  |

*These values are based on using a normal approximation for large samples.

TABLE D-2. NON-PARAMETRIC CONFIDENCE INTERVALS FOR $L_{50}$ (ADAPTED FROM NAIR, [2])

| $\begin{gathered} \text { Sample } \\ \text { Size } \\ n \end{gathered}$ | $r$ | S | $\mathrm{P}_{50}$ | Sample Size n | $r$ | S | $\mathrm{P}_{50}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 6789101112131314151617181920212223 | 11122233344555666778889 | 67889101011121213131415151617171818192020 | $\begin{aligned} & .969 \\ & 0984 \\ & 0992 \\ & 0961 \\ & 0979 \\ & .988 \\ & .961 \\ & \div 978 \\ & 0987 \\ & 0965 \\ & 0979 \\ & 0951 \\ & 0979 \\ & 0981 \\ & 0959 \\ & .973 \\ & 0983 \\ & 0965 \\ & 0977 \\ & .957 \\ & 0971 \\ & .981 \\ & .964 \end{aligned}$ | 29 | 9 | 21 | -976 |
|  |  |  |  | 30 | 10 | 21 | -957 |
|  |  |  |  | 31 | 10 | 22 | -971 |
|  |  |  |  | 32 | 10 | 23 | . 980 |
|  |  |  |  | 33 | 11 | 23 | $\because 965$ |
|  |  |  |  | 34 | 11 | 24 | -976 |
|  |  |  |  | 35 | 12 | 24 | -959 |
|  |  |  |  | 36 | 12 | 25 | . 971 |
|  |  |  |  | 37 | 13 | 25 | -953 |
|  |  |  |  | 38 | 13 | 26 | . 966 |
|  |  |  |  | 39 | 13 | 27 | -976 |
|  |  |  |  | 40 | 14 | 27 | -962 |
|  |  |  |  | 41 | 14 | 28 | . 972 |
|  |  |  |  | 42 | 15 | 28 | -956 |
|  |  |  |  | 43 | 15 | 29 | . 968 |
|  |  |  |  | 44 | 16 | 29 | . 951 |
|  |  |  |  | 45 | 16 | 30 | . 964 |
|  |  |  |  | 46 | 16 | 31 | -974 |
|  |  |  |  | 47 | 17 | 31 | . 960 |
|  |  |  |  | 48 | 17 | 32 | $\bigcirc$ |
|  |  |  |  | 49 | 18 | 32 | -956 |
|  |  |  |  | 50 | 18 | 33 | . 967 |
|  |  |  |  |  |  |  |  |
|  |  |  |  | 55 | 20 | 36 | .970 |
|  |  |  |  | 60 | 22 | 39 | .973 |
|  |  |  |  | 67 | 26 | 42 | . 950 |
|  |  |  |  | 94 | 38 | 56 | . $95 \%$ |

※
This value is based on normal approximation for large samples.
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[^0]:    It will be rocalled that the natural logarithm (base $\epsilon$ ) is related to tho ordinary locarithr (rase lo) by $\ln a=2.302551 \log _{10} a$.

[^1]:    Numbers in square brackets refer to references at the end of this Appendix.

[^2]:    *A caret ( $(\wedge)$ is used here to distinguish the fact that the solustions of the normal equations are estimated values of the parameters and not the parameters themselves.

[^3]:    Since it is only the ratio of the number of observations which is important for weighting, the weights w used in the calculation of the sums of cross products have been taken as iategral multiples of 5 ; e.g. if the number of bearings in test group is 26 (say) then $w=5$. This is the way the weights were takon in all analyses.

[^4]:    SKF was the only company which included values of (C/P) with their raw data.

