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1. Introduction. A purely formal description of the type of problem to be dealc with in this paper in as follows. be $\mathfrak{c}=\mathbb{C}(x)$ and $u_{0}=u_{0}(x)$ be real-valued iunctions defined on a coordinate space $R$, which my be multidimensional. Let
$L=L(t)$ be a linear teanstormation defined on the space of all real-valued functions if wose arguments belong to Ro Required, to calculate the sequence of functions $u_{1}, u_{2}, \ldots$ defined by the recursion iormula

$$
\begin{equation*}
u_{N+1}=\mathbb{L}\left(u_{N}\right)+e_{9}, \quad N=0,1,2,0 . \tag{1.1}
\end{equation*}
$$

This problem arises in many contexts in both pure and applied mathematics. Much attemtion has recently been focused on the numerical aspects of it by the nuclear physicists, because the recursion Lormula ( 1.1 ) is obtained when time-dependent diffusion and transport problems are formulated in a discrete form. The methods to be discussed here for estimaring the solution are matgrowth of novel stochastic attack suggested during the tace war by Von Numam and Ulam in connection with difiusion problems.a Their idea was co bypass the mathemetca formserion (1.才), and set up a computing procedure with various rendom decisions in it which more or less chosely imitared the physical phenomenor under study.

This type of approach to distribution problems has long been known to statisticians under the name of "model sampling." The physicists have thought up a new name for it that seems likely to stick: the "Monte Carlo Method."

The formal solution of (1.1) is the truncated Neman
series

$$
\begin{equation*}
u_{N}=c+L(c)+L^{2}(c)+\ldots+L^{N-1}(c)+L^{N}\left(u_{0}\right), \quad N>0, \tag{1.2}
\end{equation*}
$$

where $L^{K}$ means the $K$-th iterate of $L$. Especial interest, of course, lies in the case in which the corresponding infinite series converges. If it does, it represents a function which satisfies the equation

$$
\begin{equation*}
\mathbf{u}=\mathbf{L}(\mathbf{u})+\mathbf{c} \tag{1.3}
\end{equation*}
$$

The error estimate is then provided by

$$
\begin{equation*}
u_{N}-u=L_{0}^{N}\left(u_{0}-u\right) \tag{1.4}
\end{equation*}
$$

Equation (1.2) shows that it makes no difference in the long run how $u_{0}$ was chosen, but $E q$ 。 (1,4) suggests that the nearer $u_{0}$ is to $u_{\text {, }}$ the faster the convergence will be 。

The stochastic approach to estimating the solution of (1.1) will now be described in correspondingly general terms. Consider the space $R$ over which the functions $c, u_{0}, u_{1}, \ldots$, are defined. Let $x$ be a point in it at which it is desired to calculate $\mathrm{u}_{\mathrm{N}}$. A probability distribution is now set up on each of the spaces $\mathbf{R}, \mathbb{R} \times \mathbf{R}, \mathbf{R} \times \mathbf{R} \times \mathbf{R}$ go..., where $\mathbb{R} \times \mathbf{R}$ dem notes the Cartesian product of $R$ and $R$. Random variables
$Z_{0}, Z_{1}, Z_{2}, \ldots$ are defined on these respective product spaces. The chain of probability distributions and of random variables is such that the sequence of conditional mean values*
$v_{0}(x)=E\left(Z_{0} \mid Z_{0}=u_{0}(x)\right) \quad v_{1}(x)=\mathbb{E}\left(Z_{1} \mid Z_{0}=u_{0}(x)\right)$, $v_{2}(x)=E\left(z_{2} \mid Z_{0}=u_{0}(x)\right), \ldots$ satisiles (1.1). Since $v_{0}=u_{0}$, it follows thet $v_{N}(x)=u_{N}(x)$ 。

The computational problem then becomes one of calculating repeated realizations of $\mathbb{Z}_{\mathrm{N}}$ and combining them into an appropriate statistical estimator of ${ }^{*} \mathrm{~N}^{\circ}$

The stochastic method is particularly well adapted to the case in which the value of $u_{N}(x)$ or $u(x)$ is to be estimated at only one point $x$.

In the case in which the interest lies in estimating the solution of ( 1.3 ), it is quite possible to carty the sequence $\mathbb{Z}_{1}, \mathbb{Z}_{2}, \ldots$ on to intinity and detine a random variable $Z$ on the ininite product-space $\mathbb{R} X \mathbb{R} X$ 。o But this has no significance lor actual practice, and curiously enough, it turns out to be theoretically disadvantageous. That arises from the fact that mean values in sutistics are ordinarily defined through absolutely convergent integrals and sums. This in turn
*We shall use the symbol Prea|b) to denote the conditional probability of the cyent ag given that bas occurred, the symbol $E(Y)$ denote the mean value of the random variable $Y$, and the $¥ y m b o l \mathbb{E}(X \mid$ b) to renote the mean value of the conditional distribution of $Y$, given that b has occured.
imposes some irrelevant restrictions on $\mathbb{L}$ if $v_{o o}$ is to be identified with $u_{\text {, }}$ least in the cases to be considered in this paper.* Therefore the atitude here in the "steady state" situation will be that a suitably large but finite $N$ will be chosen once and for all and held fixed during the sampling. The mathematical material preceding Section 7 is in the main a rearrangement and mathematical formulation of known procedures, presented so as to show up their relationships. The method of exror andysis proposed in Section 4 and most of the material in Sections 7, 8, 9, and 10 are believed to be new. However, good deal of wak on the Monte Carlo Method has been ${ }^{n 9} p u b l i s h e d$ in privately circulated, sometimes classified, reports, and one cam never be quite sure of a priority under such circumstances.

A word of caution to the reader may be in order. The Monte Carlo method as computational procedure has had its chief successes in problems which had matural stochastic bases and which were at the same time so complicared that they were inaccessible to ordinary anclytic or numerical methods. This paper makes no pretense of putting the method into competition with the standard numerical practices, especially for the

[^0]simpler type of problem for which good methods already exist. The idea here is merely to present some theory which may be of some interest for itself alone, and which umifies and clarifies certain of the Monte Carlo devices which have been proposed, and which lays the groundwork for further numerical experimentation aimed at investigating the limits of usefulness of the method for non-stechastic problems.

We propose to srop short of describing the practical computational detailis. Except for the process of generating the necessary random clements, they can all be supplied oasily by the experts in computing. The process of correctly generating the random elements and making sure that they are appropriately random could be the subject of another article at least as long as this one. If it were well done, it might contain substam tial contributions to the philosophy of probability。
2. Specialization of the problem. The foregoing introduction has been very vague as to the nature of the operator $L$ 。 Actually, the stochastic method to be presented here seems to be automatically confined to operators $\mathbb{L}$ of a Lebesgue-Stieltjes type,

$$
\begin{equation*}
L(u)=\int_{R} h(x, y) u(y) d_{y} k(x, y), \tag{2,1}
\end{equation*}
$$

in which $k$ is of bounded variation and h has integrability properties which will permit the iteration. We shall not pursue the question of generability any further, however. Instead we shall present the theory for two special cases: that in which L is an ordinary integral transform,*

$$
\begin{equation*}
L(u)=k \int_{\mathbb{R}} h(x, y) u(y) d y \tag{2,2}
\end{equation*}
$$

and that in which $L$ is a matrix and $u$ is a vector.
The second case is the special case of (2.1) in which $k$ is a step-function. Most of the exposition except for that in Section 4 will be directed toward this case. It is the more fundamental one in numerical analysis and the majority of the results can be carried over so readily to the continuous operator (2.2) that no comment on the matter will be necessaryo**

It is convenient to introduce new notation for the matrix case. The space $R$ will be thought of in this case as

[^1]consisting of a pinite discrete set of points $x_{\mathcal{1}}, x_{2}, \ldots, x_{n}$. The function $u=u(x)$ will be represented by the vector $u=\left(u_{1}, u_{2}, \ldots, u_{n}\right)=\left(u\left(x_{1}\right), \ldots o g u\left(x_{n}\right)\right)$. Similarly, we write $u_{\mathbb{N}}=\left(u_{N}\left(x_{1}\right), u_{N}\left(x_{2}\right), \ldots, u_{N}\left(x_{n}\right)\right)=\left(u_{N 1}, u_{N}, \ldots, u_{N_{n}}\right), N=0,1,2, \ldots$, and $c=\left(c\left(x_{1}\right), c\left(x_{2}\right), \ldots 0, c\left(x_{n}\right)\right)=\left(c_{1}, c_{2}, \ldots 0, c_{n}\right)$ finally, the function $h(x, y)$ is represented by the matrix
$H=\left[h\left(x_{i}, y_{j}\right)\right]=\left[h_{i_{j} j}\right]$ 。
Equation ( 1.1 ) becomes in matrix notation
\[

$$
\begin{equation*}
\mathbf{u}_{\mathbf{N}+\boldsymbol{q}}=\mathbb{H} \mathbf{u}_{\mathbf{N}}+\mathbb{C}_{0} \tag{2.3}
\end{equation*}
$$

\]

The problem connected with this equation is to calculate one or more components of the vector $u_{N g}$ given $H, u_{O}=\left(u_{01}, u_{02}, 00, u_{0 n}\right)$, and c.

The series solution $(1.2)$ becomes
$(2.4) \quad u_{N}=c+H C+H^{2} c+0.0+H^{\mathbb{N}-1} \mathbb{C}+H^{N_{U}}=\left(I-H^{N}\right)(I-H)^{-1} \mathbb{C}$ $+H^{N_{0}} \mathbf{U}_{0} \mathbb{N}=1,2,00$.

Here the symbol I stands for the unit matrix. or course the third member of the equation can be written down only il I-H is non-singular.

It is well known that the necessary and sufficient condition tor Hone $H^{N}=0$ is that all the eigenvalues of $H$ $N \rightarrow \infty$
 must Hie within the unit circle of the complex plane.* If this *See [13. pp. 97-98].
is the case－and we shall always assume that it is whenever we are discussing the 豆全谒tion as $N \rightarrow \infty=0$ then，$(I-H)^{-1}$ exists， and $u=\lim _{\mathbb{N} \rightarrow \infty} u_{N}=(I-H)^{-1} \mathbb{C}$ ，which sarisfies the linear equa－ tions

$$
\begin{equation*}
u=\mathbb{H u}+\mathbb{C} \text { 。 } \tag{2.5}
\end{equation*}
$$

3．The solution of au $=b$ 。
We digress for moment here to note the relationship betwoen（2．3），（2．4），and（2．5），and the important problem of solving the system of linear equations

$$
\begin{equation*}
A u=b_{g} \tag{3.1}
\end{equation*}
$$

Where $b=\left(b_{1}, 000, b_{m}\right)$ is an arbitrary vector。 Choose the matrix $H$ ，and also a mew one $M$, that $H+M A=I$ ，and choose $c=M b$ 。 Then（2．5）reduces to MAus $=\mathrm{Mb}$ 。 If is nom－玉ingular，then this system is precisely equivalent o（3．1）in the sense that each solution of（ 2.5 ）is © Solution of（ 3.1 ），and vice versa． If there is more than one solution to（3．1），then $A$ is singular． and in this case it is casily checked thri one of the cigen－ values of $H=I$－MA is unity．This means that unin（2．3） and（2．4）cannot converge to the solution．We shall therefore exclude this case and assume that $A$ is nonmingular．

With $M$ and $A$ both nomosingularg and with $H$ having its eigenvalues all inside the unit cirele，（2．3）beemes what is known in the theory of limear algebraic syetems as a stationary
linear iterative process, or Wittmeyer process, for solving $A u=b$. There are obviously an infinite number of ways of choosing $M$ and $H$ so that the conditions are fulfilled. One standard method is to split up $A$ into the difference of two matrices $V$ and $W$, where $V$ is easily inverted. That is, let $A=V-W$. Then take $M=V^{-1}, H=V^{-1} W$. It is easily checked that $H+M A=I$ and it is not hard to arrange things so that the eigenvalues of $H$ are all suficiently small in modulus.* The calculation of $A^{-1}$, if that is the problem, can of course be accomplished by specializing b appropriately. Alternatively, the mittmeyer process can be directly adapted to this problem by replacing ce by m, and $u_{0}, u_{1}, u_{2}, \ldots$, by square matrices $\bar{U}_{0}, \bar{U}_{1}, \bar{U}_{2}, \ldots$.

The importance of these remarks in the present context is merely that they show that with \& fitc preliminary preparation any system $A u=b$ with a non-singular metrix can be solved by the Monte Carlo methods be described hereinaiter.

[^2]4. The stochastic methods for $N=1$. The basic idea in the Monte Carlo attack on problems (1.1) and (1.3) will now be described for the case of the zero-th iteration of the recursion formula. To avoid dealing with a trivial problem, we present the ideas here with $L$ taken as the continuous operator (2.2) rather than as a discrete operator.

The problem then is to estimate the numerical value of

$$
u_{1}(x)=\int_{\mathbb{R}} h(x, y) u_{0}(y) d y+c(x)
$$

The function $\mathbb{C}(x)$ will play no significant role in the present discussion, nor will $k$, so we confine ourselves to the estimation of

$$
I(x)=\int_{R} h(x, y) u(y) d y
$$

Now let functions $z(x, y)$ and $p(x, y)$ be chosen so that*

$$
\begin{gather*}
z p=h  \tag{1}\\
p \geqq 0 \\
\int_{\mathbb{R}} p(x, y) d y=1 \tag{2}
\end{gather*}
$$

Then for each $x$, $p$ may be regarded as a probability density on R. Let $X$ be a vector random variable with the probability distribution defined by $p$. Consider the random variable $Z=z(x, X) u(X)$ Clearly

$$
\begin{aligned}
E(z) & =\int_{R} z(x, y) u(y) p(x, y) d y \\
& =\int_{R} h(x, y) u(y) d y=I(x) .
\end{aligned}
$$

*The stochastic mechanism which is being arranged here has been proposed by various writers. See Kahn [11], and also [14]。

As an example，let $\mathbb{R}$ be one dimensional，and let

$$
h(x, y)= \begin{cases}e^{-x y}, & y \geqq 0 \\ 0 & ,\end{cases}
$$

Then $I(x)=\int_{0}^{\infty} e^{-x y} u(y) d y$ ，the Laplace transform of $u(y)$ 。 $A$ natural choice for $p(x, y)$ would be the Pearson Type III density function，$e^{-x y / X}$ ．Then $g(x, y)=x$, and $Z=x u(X)$ 。

One of the standard statistical procedures for estima－ ting the mean of the distribution of a random variable $Z$ is to make $V$ independent observations on the ramdom variable and then take their average $\bar{Z}$ as the estimator．It the standard devia－ tion＊$\alpha$ of the distribution of the random variable is finite， then the probability distribution of $\bar{Z}$ is asymptotically Gaus－ siang or ${ }^{\text {M日 }}$ momar，with（or course）the same average，and a standard deviation equal to $\alpha / /^{1 / 2}$ 。（This is a special case of the famous Central Limit Theorem；see Cramer［3，pp．215－217］． The approximation is usually very close ior $V \geqq 30$ 。）

More than 99 per cont ol a normal distribution lies within the interval：［mean $t 3 \times$ standard deviation］．From this we can casily calculate the sample size $V$ theoretically necessary to achieve with this level ol certainey a given stat－ istical accuracy in using $\bar{Z}$ as an estimator of $I(x)$ 。
＊Thestandard deviation or is delined to be $\left\{E\left[(Y-E(Y))^{2}\right]\right\}^{1 / 2}=$ $\left\{E\left(X^{2}\right)-[E(X)]^{2}\right\} 1 / 2$ ．The square of the standard deviation is called the variance；we shall write it as Var（Y）。

Let us say that we wish to be almost sure that $\overline{\mathbf{Z}}$ will lie in the interval $I \pm \Delta I$ 。 That is, we want to arrange things so that $\operatorname{Pr}(|\bar{Z}-I| \leqq \Delta I) \geqq 099$. This means that $\Delta I \geqq 3^{\sigma / J^{1 / 2}}$, from which we get

$$
\begin{equation*}
v \geqq \frac{9 a^{2}}{(\Delta I)^{2}}=\frac{9 \operatorname{Var}(Z)}{(\Delta I)^{2}} \tag{4.1}
\end{equation*}
$$

The formula shows that il $\Delta I$ is to be small, say 0.005 , then unless $\operatorname{Var}(Z)$, is also small, $\mathcal{V}$ will be well up in the hundreds of thousands. The two redeeming traits of the stochastic method are that (1) the sampling error and necessary sample size are independent of dimensionality and (2) they are independent of how locally smooth the integrand of $I(x)$ is. (It will be recalled that the error terms in the standard quadrature formulas involve high order derivatives.)

But it is clearly worth while to consider methods of reducing the sample size. The statisticians have a number of devices for increasing the accuracy of sampling surveys, and almost all of them are applicable here. In the present paper we shall study only the procedures known as "sampling with probabilities in proportion to size, " or "importance sampling".* They take advantage of the fact that we have an infinite number of ways to choose $z$ and $p$ for any given problem, and an astute choice may decrease the variance by a surprising amount.
*See Deming [6 pp. 92-93].

The variance of $Z$（and we henceforth assume that it is finite）is given by the formula

$$
\boldsymbol{a}^{2}=E\left(z^{2}\right)-[E(z)]^{2}=\int_{\mathbb{R}} z h u^{2} d y-I^{2}
$$

If the answer I were known in advance，and $z$ were chosen to be $I_{u}$（p would then have to be $h y / I$ ，which would mean that the integrand hu was non－negative），then clearly $a^{2}=0$ ．This leads us to propose the following arrangement as a guide in choosing $z$ and $p$ ．First choose an integrable，non－ negative function $p^{\prime}$ such that the function $\xi=\epsilon(x, y)$ de－ fined by
（4．2）

$$
\text { hu }-p^{0}=p^{0} 6
$$

is as small as possible in absolute value．The function $p^{\prime}$ is， moreover，to be chosen so that the integral $J \int_{R} p^{0} d y$ can be obtained numerically without too much trouble。 Let $p=p \% J$ and let $z=h / p=J(1+\epsilon) / u_{0}$ ．Then it is easily seen that $z$ and $p$ satisfy the conditions（1）（3）1isted above。 The estima－ tor $Z$ is given by $Z=J(x)(1+\epsilon(x, x))$ 。

The variance of $\alpha+\beta Y$ ，where $\alpha$ and $\beta$ are constants and $Y$ is a random variable，is simply $\beta^{2} \operatorname{Var}(Y)$ 。 Thus （4．3）

$$
a^{2}=\operatorname{Var}(z)=J^{2} \operatorname{Var}[\epsilon(x, x)]
$$

If $e(x)$ is the least upper bound of $|\epsilon(x, y)|$ for $Y$ on $\mathbb{R}$ ，then it might be sate to presume that $\operatorname{Var}(e) \leqq e^{2 / 2}$ 。（If the dis－ tribution of $\in$ were rectangular with range $2 e-$ an unfavorable
case - then $\operatorname{Var}(\epsilon)=e^{2 / 3}$. This appraisal gives us the formula (4.4)

$$
\checkmark \geqq \frac{4.5 \mathrm{~J}^{2} \mathrm{e}^{2}}{(\Delta \mathrm{I})^{2}}
$$

for the sample size theoretically required to achieve an occuract of $\pm \Delta I$ with at least $99 \%$ certainty.*

It might be noted that (4.3) and (4.4) are quite independent of whether or not $|\in|$ remains small for all $y$. If it does, then there is an implication that hue cannot go very far in the negative direction, since $\mathrm{p}^{\prime}$ cannot be negative. These restrictins on the usefulness of the arrangement (4.2) can be circumvented to some extent, but we shall not go into the matter here.

We have been carrying the somewhat superfluous parameter $x$ throughout the above discussion mainly to emphasize the link between quadrature and other problems. The usual quadrature problem would of course be presented with $h(x, y)=h(y)$, $u(y) \equiv 1$ 。 But it is perhaps worthwhile to observe that if there is a parameter $x$ in the problem, then by choosing $p$ so that it is dependent only on $x-y$, a set of determinations of $X$ can be gotten once and for all, from which the statistics for $Z$ can be computed over and over again for as many different values of $x$ as may be desired.

One final remark which applies to all the remaining sections of this paper as well as to the present section is this: *In any case, certainly Var $(\epsilon) \leqq e^{2}$

The statistical error was the only kind of error under consideration here, but of course there would be many other possible sources of error in the actual numerical applications. For example, there would be possible round-off errors, mistakes, and systematic errors oi one kind or another. In accordance with the resolution expressed at the end of the Introductiong none of these nonmstatistical errors will be discussed.
5. The Case $N>$ 1. Suppose that the method of the preceding section had been applied to the trivial problem of estimating

$$
\left.u_{1 i}=\sum_{j=1}^{n} h\left(x_{i}, x_{j}\right) u\left(x_{j}\right)=\sum_{j=1}^{n} h_{i j} u_{j}=H u\right]_{i}
$$

for some ifxed i, where the notation is that of section $3^{*}$ 。 The procedure would have been to select numbers $z_{i j}=z\left(x_{i}, x_{j}\right)$ and $p_{i j}=p\left(x_{i} q_{j}\right)$ such that
(1) $\quad z_{\mathbf{i} j} p_{\mathbf{i} j}=k_{i j}{ }^{g} \quad$ i, $j,=1,000 n_{9}$
(2) $p_{i j} \geqslant 0$, $\quad$ i, $j,=1,00, n_{9}$
(3) $\quad \sum_{j} p_{i j}=1, \quad \quad i=1,000, n_{i}$
then to let $x$ be a vector random variable with the probability distribution given by $\operatorname{Pr}\left(X=X_{j}\right)=P_{i j}$ and to form the random variable $Z=z\left(x_{\text {i }} g\right) u(X)$ as belore。 Hts mean value would be

$$
E(Z)=\sum_{j} \mathbb{Z}\left(x_{i}, x_{j}\right) u\left(X_{j}\right) p\left(x_{i}, x_{j}\right)=u_{i i}
$$

*By $b]_{j}$, where $b$ is a vector, we mean the i-th component of $b$.

We shall now show how to extend this stochastic scheme to the iterations of H 。

We continue to define $z_{i j}$ and $p_{i j}$ as above。 Consider a random walk on $R$ defined as follows：the starting point $X_{0}$ is a random variable with a probability distribution given by $p_{i}=p\left(x_{i}\right)$ ，where $p_{i}>0, \sum_{i} p_{i}=1$ ，but $p_{i}$ is otherwise ar－ bitrary。＊Thereafter the successive positions or states vis－ ited by the random walk are random variables $X_{1}, X_{2}, \ldots$ ，whose distributions are given by the formula $\operatorname{Pr}\left(X_{k+1}=X_{j} X_{k}=x_{i}\right)=p_{i j}$, $i, j=1, \ldots, n$ ．

These directions have the effect of unambiguously spec－ ifying ${ }^{2}$ probability distribution on the product space
 probability $p_{i} p_{i j_{1}} p_{j_{1}} j_{2}{ }^{p} j_{2} j_{3}{ }^{\circ \circ p_{j_{n-1}} j}$ 。 The chain of random variables $\mathrm{X}_{0}, \mathrm{X}_{1}, \mathrm{X}_{2}, \ldots$ so defined is a simple Markov chaino＊＊

Now define a new chain of random variables as follows：

$$
\begin{aligned}
& z_{0}=z_{0}[u]=u\left(X_{0}\right) \\
& z_{1}=z_{1}[u, z]=z\left(X_{0}, X_{1}\right) u\left(X_{1}\right) \\
& z_{2}=Z_{2}[u, z]=z\left(X_{0}, X_{1}\right) z\left(X_{1}, X_{2}\right) u\left(X_{2}\right) \\
& \vdots \\
& Z_{N}=Z_{N}[u, z]=z\left(X_{0}, X_{1}\right) \ldots z\left(X_{N-1}, X_{N}\right) u\left(X_{N}\right)
\end{aligned}
$$

We shall call $Z_{0}, Z_{1}, Z_{2}, \ldots o$ ，an m－chain（m for multipli－ cative）。

[^3]Let the vectors $v_{0}, v_{1}, \ldots 0$, be defined as follows:

$$
\begin{aligned}
& v_{\text {Oi }}=v_{0}\left(x_{i} ; u\right)=u\left(x_{i}\right), \\
& v_{N i}=v_{N}\left(x_{\text {i }} ; u, \underline{Z}\right)=E_{N}\left(Z_{N}[u, \underline{Z}] \mid X_{0}=x_{i}\right), \quad N=1,2, \ldots
\end{aligned}
$$

Consider now a typical path of the random walk represented by the sequence of random variables $X_{0}, X_{1}, \ldots, X_{N^{\circ}}$ Let this path be $x_{i}, x_{j_{1}}, x_{j_{2}}, \ldots \circ, x_{j_{N-1}}, x_{j}$. The conditional probability that the random walk actually takes this path is $p_{i j} j_{1} p_{j_{1}} j_{2}{ }^{\circ}$ $P_{j_{N-1}} j^{\circ}$ Therefore by the definition of the concept of mean value in the theory of probability,

$$
\begin{aligned}
v_{N i}= & \sum_{j_{1}=1}^{n} \sum_{j_{2}=1}^{n} \cdots \sum_{j_{N-1}=1}^{n} \sum_{j=1}^{n} w_{i j j_{1}} z_{j_{1} j_{2}} \cdots \\
& \mathbb{q}_{j_{N-1}} j^{u} j^{p} p_{i j} j_{1} p_{j_{1} j_{2}} \cdots{ }^{p} j_{j_{N-1}} j \\
= & \left.\sum_{j_{1}=1}^{n} \sum_{j_{2}=1}^{n} \cdots \sum_{j=1}^{n} h_{i j j_{1}} h_{j_{1} j_{2}} \cdots h_{j_{N-1}} j^{u}=H^{N}{ }_{u}\right]_{i} .
\end{aligned}
$$

Thus

$$
\begin{equation*}
v_{N+1}=H v_{N^{2}} \quad N=0,8,2, \ldots, 9 \tag{5.1a}
\end{equation*}
$$

$v_{N}=H^{N} \mathbf{u}_{9}$,
$N=0,1,2, \ldots$.

The question of estimating $u_{N}$ in the recursion relation (2.3) can now be resolved rather easily. It is clear that

$$
\begin{aligned}
u_{N i}= & \left.\left(c+H c+\ldots+H^{N-1} c+H^{N} u_{0}\right)\right]_{i} \\
= & v_{0}\left(x_{i}, c\right)+v_{1}\left(x_{i} ; c, q\right)+\ldots c \\
& +v_{N-1}\left(x_{i} ; c, q\right)+v_{N}\left(x_{i} ; u_{0}, z\right)
\end{aligned}
$$

$$
\begin{aligned}
& =E\left(Z_{0}[c]+Z_{1}[c, z]+\ldots 0+Z_{N-1}[c, z]+Z_{N}\left[u_{0, z}\right] \mid X_{0}=x_{\mathbf{i}}\right) \\
& =\mathbb{E}\left(\sum_{N-1}[c, z]+Z_{N}\left[u_{0, z} z\right] \mid X_{0}=x_{c}\right)^{2}
\end{aligned}
$$

where $\sum_{N}[u, z]=Z_{0}[u]+Z_{1}[u, z]+\ldots 0+Z_{N}[u, z]$ 。 This shows that if we define vectors $w_{0}, w_{1}, w_{2}, \ldots 0$, by

$$
\begin{aligned}
& w_{O i}=w_{O}\left(x_{i} ; u\right)=u\left(x_{i}\right), \\
& w_{N i}=w_{N}\left(x_{i} ; c, u, z\right)=E\left(\sum_{N-1}[c, z]+Z_{N}[u, z]\left|x_{0}=x_{i}\right|, N=1,2, \ldots \ldots,\right.
\end{aligned}
$$

then with $u=u_{0}$ ，these vectors satisfy the relations

$$
\begin{equation*}
w_{N+1}=H w_{N}+c, \quad N=0,1,2, \ldots 0, \tag{5.2a}
\end{equation*}
$$

$$
(5.2 b) \quad w_{N}=\left(I-H^{N}\right)(I-H)^{-1} c+H^{N} u_{0}, \quad N=1,2, \ldots .
$$

Furthermore，if we assume that the eigenvalues of $H$ are in modulus all less than unity，then the vector $w_{\infty}=\operatorname{Lim}_{\mathrm{N} \rightarrow \infty}{ }^{w}{ }_{N}$ exists and is the solution of the system $u=H u+c$ 。

Thus the conditional mean values of the chain of random variables $\sum_{N-1}+Z_{N}$ ，$N=1,2,0.0$ provide a solution to our basic problem．The actual computation would consist in making a large number of realizations of the vector random variable（ $X_{0}, X_{1}, 0 \ldots, X_{N}$ ）， calculating $\sum_{N-1}+Z_{N}$ for each realization，and averaging the results，or otherwise combining them into a statistical estima－ tor of the mean value 。

Several remarks are now in order．
（1）This method of solving linear equations was pro－ posed by Wasow［16］．He considered only the infinite product space $\mathbb{R} \times \mathbf{R} \times \ldots$ ，and was thereby forced to use the restriction that the matrix of the absolute values of the elements of $H$
had its eigenvalues in the unit circle. The pedigree of Wasow's suggestion goes back to a well-known paper of Courant, Friedrichs, and Lewy [1], in which the Green's function of an elliptic difference equation is identified with the mean number of visits to the points of the latice made by a particle performing a certain random walk on the lattice. (See the remark (3) belowo)
(2) Wasow and other writers describe the process of realizing $\mathbb{Z}_{N}$ as a weighted random walk in which the particle starts at $X_{i}$ with a pmassis unity, which is then multiplied by the factor $\mathbb{z}\left(x_{i}, x_{j_{1}}\right)$, then multiplied by $z\left(x_{j_{1}}, x_{j_{2}}\right)$, and so forth. He deals in [16] with matrix inversion and chooses $u_{0}=0$, so his $c=\left(\delta_{k j}, j=1,2, \ldots, n\right)$, where $\delta_{k j}=1, j=k$, $\delta_{k j}=0, j \neq k$ 。 with this specialization, $\Sigma_{N}$ then becomes in Wasow's words the total amount of mass carried through the point $x_{k}$ during the $N$ steps of the random walk.
(3) If in the function $\sum_{N}[c, 2]$ we take $\mathbb{z}_{i j} \equiv 1$, $c=\left(\delta_{k j}\right)$, then $\sum_{N}$ is the total number of visits to $X_{k}$ made by the $N-s t e p$ random walk starting at $x_{i}$, counting in one visit for the starting point if $i=k$; and $w_{N+1}\left(x_{i} ;\left(\delta_{k j}\right), 0,1\right)$ is the mean number of visits to $x_{k}$. (In making this observation we are of cours no longer tying ourselves down to the requirement that $z_{i j} p_{i j}=h_{i j}$ where $h_{i j}$ is given in advance, but instead we are assuming that the $p_{i j}$ are given a priorio)
(4) The chain $Z_{0}, Z_{1}, Z_{2}, \ldots 0$ represents a type of branching process. It is a Markov chain which may be of any order from one to infinity, depending on the choice of the $z^{i} s$. Such chains have been studied by Montroll [15], together with the companion type obtained by replacing multiplications by additions. They have numerous applications to theoretical physics and physical chemistry.
(5) In the solution of $u=H u+c$, or in the problem of inverting of $I-H$, it should be noted that once a large set of realizations of ( $X_{0}, X_{1}, X_{2}, \ldots, X_{N}$ ) has been obtained with all the randon walks starting from some fixed $x_{i}$, then by proper bookkeeping procedure they can be used a number of times. Not only can they be used to get the statistics for a number of different vectors $\mathbb{C}$ - say, all the columns of the identity matrix I, which would be the procedure for inverting $I-H-$ but also, by considering a visit to $x_{j}, j \neq i$ as starting a new random walk, they can be used to find components of $u_{N i}, N^{\prime}<N$, or of u, other than the i-th component. Nevertheless a peculiarity of the stochastic method here presented is that it seens to appear to the best advantage in comparison with the standard deterministic methods when the problem is to find only one component of $u_{N}$ or of $u_{\text {g }}$ or one row of $(I-H)^{-1}$. This fact has already been commented upon once before, in the Introduction.
(6) A final remark of minor importance is that the estimator used in the quadrature problem of Section 4 was
analogous to the $Z_{1}$ in the present section，not to $\mathbb{Z}_{0}$ 。 Thus to achieve strict parallelism between the two sections，we should have assigned an appropriate distribution to $R \times R$ in Section 4 rather than just to $R$ ，and then considered a condi－ tional distribution in $\mathbb{R} \times \mathbb{R}$ under a hypothesis relating to $\mathbb{R}$ 。 6．The m－chain method．The development of the preceding sec－ tion can easily be modified so that an mechain does the work of the random sequence $\sum_{0}+z_{1} \Sigma_{1}+z_{2}, \ldots 0$ ．To accomplish this， we adjoin $n$ additional points $x_{n+1}, x_{n+2}, \ldots 0, x_{2 n}$ to $R$ ，and set up the $2 \mathrm{n} \times 2 \mathrm{n}$ partitioned matrix

$$
H^{*}=\left[\begin{array}{l}
h *\left(x_{i}, x_{j}\right) \\
i=1,000,2 n \\
j=1, \ldots 0,2 n
\end{array}\right]=\left[\begin{array}{c:c}
H & I \\
\hdashline 0 & I
\end{array}\right]
$$

Also，we let $\left(u_{0}: c\right)=\left(u_{01}, u_{\left.02, \ldots 0, u_{0 n}, c_{1}, c_{2}, \ldots 0, c_{n}\right) \text { ，with }}\right.$ $c_{i}=c\left(x_{i}\right)=c\left(x_{i+n}\right), i=1,00, n_{\text {．}}$ It is to be noticed that $(6.1)$

$$
H^{*}{ }^{N}=\left[\begin{array}{cc}
H^{N}: & I+H+H^{2}+\ldots+H^{N-1} \\
\vdots & =\left(I-H^{N}\right)(I-H)^{-1} \\
\hdashline 1 & I
\end{array}\right]
$$

 $\sum_{j=1}^{2 n} p_{i j}^{*}=1$ 。 Set up the random walk $X_{o}^{*}, X_{j}^{*}, \ldots, 0$ on the lat－ tice $x_{1}, \ldots 0, x_{n}, x_{n+1}, 000, x_{2 n}$ using the transition probabili－ ties $p_{1}^{*} j^{\circ}$ Then construct the new m－chain。

$$
\begin{aligned}
& Z_{0}^{*}=Z_{0}^{*}[(u: c)]= \begin{cases}u\left(X *_{0}\right), & X_{0}^{*}=x_{1}, 00, X_{n}, \\
c\left(X *_{0}\right), & X_{0}^{*}=x_{n+1}, 000, x_{2 n} .\end{cases} \\
& Z^{*}{ }_{1}=Z^{*}{ }_{1}\left[(u: c), z^{*}\right]=z^{*}\left(X_{0}^{*}, X^{*}\right) \times \begin{cases}u\left(X_{1}{ }_{1}\right), & X_{1}^{*}=x_{1}, \ldots 0, x_{n}, \\
c\left(X_{1}^{*}\right), & X_{1}^{*}=x_{n+1}, \ldots 0, x_{2 n}\end{cases} \\
& Z^{*}{ }_{N}=Z^{*}{ }_{N}\left[(\mathbf{u} \circ \mathrm{e}), \mathbf{z}^{*}\right] \\
& =z^{*}\left(X_{0}^{*}, X^{*}{ }_{1}\right) \ldots Z^{*}\left(X_{N-1}, X_{N}{ }_{N}\right) X \\
& \begin{cases}u\left(X^{*}{ }_{N}\right), & X^{*}{ }_{N}=x_{1}, \ldots, x_{n}, \\
c\left(X^{*}{ }_{N}\right), & X^{*}{ }_{N}=x_{n+1}, \ldots, x_{2 n} .\end{cases}
\end{aligned}
$$

Let the vectors $\mathrm{v}_{\mathrm{o}}, \mathrm{v}_{\mathrm{t}}, \ldots \ldots$, be defined as follows:

$$
\begin{aligned}
& v_{0 i}^{*}=v_{0}^{*}\left(x_{i} ;(u \circ c)\right)=\left\{\begin{array}{l}
u_{i}, i=1,2, \ldots, n, \\
c_{i-n}, i=n+1, n+2, \ldots, 2 n_{0}
\end{array}\right. \\
& v^{*}{ }_{N i}=v_{N}^{*}\left(x_{i} ;(u \circ c), z^{*}\right)=E\left(Z_{N}^{*}\left[(u: c), z^{*}\right] \mid x_{0}^{*}=x_{i}\right), N=1,2, \ldots
\end{aligned}
$$

Then according to (5.1) these vectors satisfy the relations

| $(6.2 a)$ | $\mathbf{v}_{\mathbf{N}+1}^{*}=H^{*} \mathbf{v}_{\mathbf{N}}^{*}$, | $N=0,1,2, \ldots$, |
| :--- | :--- | :--- |
| $(6.2 b)$ | $\mathbf{v}_{\mathbf{N}}^{*}=H^{*} \mathbf{N}^{\mathbf{N}}(\mathbf{u} \circ \mathrm{c})$, | $\mathrm{N}=0,1,2, \ldots \ldots$ |

The components of these vectors for $i=n+1, \ldots ., 2 n d e-$ serve some attention. From the definition of $v_{0}^{*}, v_{O}^{*}, n+i=c_{i}$, $i=1, \ldots 0, n$. As for $v$, it will be seen by looking at $H^{*}$ that
 $=\mathrm{v}_{\mathbf{N}, \mathrm{n}+\mathbf{i}}^{*}=\mathrm{c}_{\mathbf{i}}, \mathbf{i}=1, \ldots, \mathrm{n}_{\mathrm{i}}$

Using ( 6.1 ) to ( 6.2 ) and these facts, we obtain, letting $u=u_{0}$
（6．3a）$\quad v_{0}^{*}=\left\{\begin{array}{l}u_{0 i} \\ c_{i-n},\end{array}\right.$

（6．3c）$v_{N i}^{*}=\left\{\begin{array}{ll}\left.\left.H^{N} u_{0}\right]_{i}+\left(I-H^{N}\right)(I-H)^{-1} c\right]_{i} & i=1, \ldots, n \\ c_{i-n}, & i=n+1, \ldots, 2 n_{0}\end{array}\right\} N=1,2, \ldots$
（In forming the product of the non－conformable factors $H$ and $v_{N}$ ， only the first $n$ components of $v_{N}^{*}$ are to be used．）

These relations show that the first $n$ components of $v_{N}^{*}$ satisfy the recursion relation（2．3）with the initial vector ${ }^{10} 0^{\circ}$ If $H^{N} \rightarrow 0$ ，then $v_{\infty}^{*}=\mathbb{L i m}_{\mathbb{N} \rightarrow \infty} v_{N}^{*}$ exists and its first $n$ components satisfy the linear equations（2．5）。

Although the vector w of the preceding section and the vector $v_{N}^{*}$ of this section must be identical，they are based on quite different stochastic processes．For one thing，in the previous section it was understood that $\sum_{j=1}^{n} p_{i j}$ always equaled unity，which implied that the random walk remained forever on $x_{i}, \ldots o x_{\mathbb{R}}$ ，whereas now the corresponding sum of probabil pities must be less than unity，and the random walk will not nee－ essarily remain forever on the first m points of the lattice．

In fact，if we choose $p_{1}^{\prime \prime}=\delta_{i j}$ for $i>n$ ，then the new points $x_{n+1}, x_{n+2}, \ldots, x_{2 n}$ become trap states or absorbing states for the random walk X答，X䊓，．．．。 It is now a random walk with absorbing barriers．

To increase the comparability of the processes of this section and of the preceding one for solving（2．3）and（2．5） we can set up the solation of the preceding section with H＊re－ placing $H, z^{*}$ replacing $z, p^{*}$ replacing $p,\left(u_{0} \AA 0\right)=\left(u_{01}, u_{02}, \ldots\right.$ ， $\left.u_{0 n}, 0, \ldots, 0\right)$ replacing $u_{0}$ ，and $(c: 0)=\left(c_{1}, c_{2}, \ldots, c_{n}, 0, \ldots, 0\right)$ replacing $c$ ．The vectors（ $u_{0}: 0$ ）and（ $c: 0$ ）have the effect of annulling the right－hand blocks of $\mathrm{H}^{*}{ }^{\mathrm{N}}$ 。 Then the process $\sum_{N-1}^{*}\left[(c: 0), z^{*}\right]+z_{N}^{*}\left[\left(u_{0}: 0\right), z^{*}\right]$ ，where $\sum_{N}^{*}=Z_{O}^{*}+\ldots+z_{N}^{*}$ ，will have the same conditional mean values for $X_{\gamma}=x_{i}$ ，$i \leqq n$ ，as
 to zero if the random walk ever visits the new part of the lat－ tice（that is，the point－set $x_{n+1}, x_{n+2}, \ldots, x_{2 n}$ ）in the course of the first $N$ steps．

The m－chain method of inverting matrices was first pro－ posed by Forsythe and Leibler［10］，following a suggestion of von Neumann．They considered only the infinite product space $\mathbb{R} \times \mathbb{R} \times \ldots$ and thus had to make a restriction on $H$ similar to that which Wasow used．

7．Variances．The variance of the random variable $Z_{N}[u, z]$ of section 5 is easily derived。 Let $K=\left[z_{i j} h_{i j}\right]=\left[h_{i j}^{2} / p_{i j}\right]$ 。 Then by the argument which led to our fundamental equations （5．1），we find that

$$
\begin{equation*}
\left.2^{v_{N i}}=2^{v_{N}}\left(x_{\mathbf{i}} ; u, z\right)=E\left\{\left(z_{N}[u, z]\right)^{2} \mid x_{0}=x_{i}\right\}=K^{N_{u}}\right]_{i} \tag{7.1}
\end{equation*}
$$

where $u^{2}$ means the vector $\left(u_{1}^{2}, u_{2}^{2}, \ldots, u_{n}^{2}\right)$ ．（We shall frequently
use this exponential notation to represent the operation of squaring the components of a vector.)

The conditional variance of $Z_{N}$, given that $X_{0}=x_{i}$, is of course the vector $2^{v_{N}} v_{N^{\circ}}^{2}$

Turning to the random variable $\sum_{N-1}[c, z]+Z_{N}[u, z]$, we first find by using the method that led to (5.1) that for $s \leqq t$,

$$
\left.E\left(Z_{s}[c, z] Z_{i} u, z \mid X_{O}=x_{i}\right)=K^{s} C H^{t-s} u\right]_{i}
$$

where $C$ is a principal diagonal matrix whose diagonal elements are $c_{1}, c_{2}, \ldots ., c_{n}$. We apply this relation and (7.1) to the expansion of the square in the last member of

$$
\begin{aligned}
2^{w} \mathrm{Ni} & =2^{w_{N}}\left(x_{i} ; c, u, z\right)=E\left\{\left(\sum_{N-1}[c, z]+Z_{N}[u, z]\right)^{2} \mid x_{0}=x_{i}\right\} \\
& =E\left\{\left(z_{0}[c]+Z_{1}[c, z]+\ldots+z_{N-1}[c, z]+Z_{N}[u, z]\right)^{2} \mid x_{0}=x_{i}\right\}
\end{aligned}
$$

By going through some matrix algebra, the following rather for midable (but equivalent) formulas can be reached:
(7.2a) $\quad 2^{W} N=(I-K)^{-1} c^{2}+K^{N}\left[u^{2}-(I-K)^{-1} c^{2}\right]$

$$
\begin{aligned}
& +2(I-K)^{-1}\left[C\left(I-H^{N-1}\right)(I-H)^{-1} H e-S_{N-1} c\right] \\
& +2 S_{N-1} H u \text {, }
\end{aligned}
$$

(7.2b) $\quad 2^{W_{N}}=K^{N-1} c^{2}+K^{N} u^{2}+(I-K)^{-1}\left(I-K^{N-1}\right)\left[2 C(I-H)^{-1} c-c^{2}\right]$

$$
-\left(\mathrm{CH}^{\mathrm{N}-1}+\mathrm{S}_{\mathrm{N}-2}\right)(\mathrm{I}-\mathrm{H})^{-1} \mathrm{He}+2 \mathrm{~S}_{\mathrm{N}-1} \mathrm{Hu} \text {, }
$$

where $S_{N}=K^{N} \mathrm{CH}+\mathrm{K}^{\mathrm{N}-1} \mathrm{CH}^{2}+\ldots+\mathrm{K}^{2} \mathrm{CH}^{\mathrm{N}-1}+\mathrm{KCH}^{\mathrm{N}}$.

The variance is of course to be obtained by subtracting the vector $w_{N}^{2}$ from the vector $2^{w} N^{\circ}$

The limiting forms of these formulas will now be derived, under the hypothesis that the eigenvalues of both $K$ and $H$ lie inside the unit circle in the complex plane. For this we need the following simple result.

Lemma. If $A$ is any $n \times n$ matrix with complex elements, and with the property that all of its eigenvalues lie in the unit circle, then there exist constants $m=m(A)>0$ and $r=r(A)>1$ which are independent of $N$, and are such that $\left|\begin{array}{c}(N) \\ i j\end{array}\right|<m / r^{N}$, $i, j=1,2, \ldots, n, N=1,2, \ldots 0$ where $a_{i j}^{(N)}$ is the element in the i-th row and the $j$-th column of $A^{N}$.

For the proof, we first observe that the eigenvalues of $\mathrm{rA}_{\mathrm{A}}$, where r is now any scalar, $\mathbb{P} \neq 0$, are those of $A$ multiplied by $r$, because if $y$ is an eigenvector for the eigenvalue $\lambda$, then the equations $A y=y$ and $r A y=r \lambda y$ are equivalent。 This means that if A satisfies the hypothesis of the Lemma, then a real number $r$ exists, $r>1$, such that the eigenvalues of $r A$ are still less than unity in modulus. Therefore $\operatorname{Lim}_{\mathrm{N} \rightarrow \infty}(\mathrm{rA})^{N}=0$ 。 Therefore there is a positive number $m$, independent of $N$, such that for all $N_{3}\left|\mathbb{T}^{N} a_{i j}(N)\right|<m$. The result follows at once from this.

We now apply the Lema to $S_{N^{\circ}}$ Let $\bar{c}=\max _{i}\left|c_{\dot{p}}\right|$. Then*

[^4]$\left|\left(K^{s} C\right)_{i j}\right|<m(K) \bar{c} /[r(K)]^{s}$, and
$\left|\left(K^{s} \mathrm{CH}^{\mathrm{N}-\mathrm{s}+1}\right)_{\mathrm{ij}}\right|<\mathrm{nm}(\mathrm{K}) \mathrm{m}(\mathrm{H}) \overrightarrow{\mathrm{c}} /[\mathbf{r}(\mathrm{K})]^{\mathrm{s}}[\mathbf{r}(\mathrm{H})]^{\mathrm{N}-\mathrm{s}+1}, 0 \leqq \mathrm{~s} \leqq \mathrm{~N}$.
With $\bar{m}=\max [m(K), m(H)], \bar{r}=\min [r(K), \mathbb{F}(H)]$, this becomes $\left|\left(K^{s} \mathrm{CH}^{\mathrm{N}-\mathrm{s}+1}\right)_{\mathrm{ij}}\right|<\overline{n m}^{-2} \vec{c} / \bar{r}^{\mathrm{N}+1}$. From this we get the fact that if the eigenvalue of $K$ and $H$ are all less than unity in modulus, then there exist numbers $\bar{m}=\overline{\mathrm{m}}(\mathrm{K}, \mathrm{H}, \mathrm{C})>0$ and $\overline{\mathrm{r}}=\overline{\mathrm{r}}(\mathrm{K}, \mathrm{H})>1$ independent of $N$ such that
(7.3) $\mid\left(S_{N}\right)_{i j} k n N \bar{m} / \bar{i} N_{i} \quad i, j=1, \ldots, m ; N=1,2, \ldots$.
(This estimate could be refined so that it is independent of $n$, using for example the methods described in [2, $p .16$ (footnote)], but it is sufficiently precise as it stands for present purposes.)

The inequality (7.3) implies, of course, that $\operatorname{Lim}_{\mathrm{N} \rightarrow \infty} \mathrm{S}_{\mathrm{N}}=0$.
Therefore the limit of the vector $2^{w} N^{\prime}$, which we shall denote by $2^{W}{ }_{\infty}$, is given by the formulas

$$
\begin{align*}
& 2_{\infty}^{w}=(I-K)^{-1} c^{2}+2(I-K)^{-1} C(I-H)^{-1} H c  \tag{7.4a}\\
& 2^{w}=(I-K)^{-1}\left[2 C(I-H)^{-1} c-c^{2}\right] . \tag{7.4b}
\end{align*}
$$

It is of interest to specialize the m-chain variance given through (7.1) to the augmented $2 n \times 2 n$ matrix $H^{*}$ discussed in Section 6. Let $z_{1}^{*} j$ and $p_{1}^{*} j$ be chosen as previously, but with the proviso now that $p_{1}^{*} j=0$ whenever $h_{i j}=0, i=1,2, \ldots, n$, $j=n+1, n+2, \ldots, 2 n$, and also that $p_{1}^{*} j=\delta_{i j}, i>n, j>n$. Then the matrix $K^{*}=\left[z_{i j}^{*} h^{\text {裳j }}\right]$ has the appearance
where $p_{\text {㭗 }}=1-\sum_{i=1}^{n} p_{1 j}{ }^{\frac{1}{2}}$ It follows as in the derivation of
(6.2) that if we define

$$
\begin{aligned}
& 2^{v_{O}^{k} i}= \begin{cases}u_{i}^{2}, & i=1, \ldots, n, \\
c_{i-n}^{2}, & i=n+1, \ldots, 2 n,\end{cases} \\
& 2^{v_{N i}^{*} \hat{i}}=E_{0}\left\{\left(Z_{N}^{*}\left[(u \circ c), z^{*}\right]\right]^{2} \mid X_{0}^{*}=x_{i}\right\}, \quad N=1,2, \ldots,
\end{aligned}
$$

then letting $u={ }_{0}$,

(7.5b)

Here denotes the principal diagonal matrix in the upper righthand corner of $K^{*}$, and $K$ means the $n \times n$ matrix* $\left[Z_{1}^{*}{ }_{j} h_{i j}\right]$ 。

The limiting form of (7.5) is
(7.6a)

$$
\left.2_{\infty O i}^{v_{i}^{*}}=\mathbb{K}\left(\sum_{2}^{v_{0}^{*}}\right)\right]_{\mathrm{i}}+Q c_{\mathrm{i}}^{2},
$$

$$
\dot{i}=1, \ldots, n
$$

$$
\left.(7.6 b) \quad 2_{0}^{v_{i}^{*}}=(I-K)^{-1} Q c^{2}\right]_{i} \quad i=1, \ldots, n
$$

To use K in this way is slightly inconsistent with the previous definition of K ; perhaps $\mathbb{K}^{* *}$ should be used; but the author felt that in deference to good taste and the British readers, the page should not be made to look any more starmpangled than it already does.

$$
\begin{aligned}
& 2^{v N, i}=\left\{\begin{array}{ll}
\left.\left.\mathbb{K}^{N} u_{0}{ }^{2}\right]_{i}+\left(I-\mathbb{K}^{N}\right)(I-K)^{-1} Q e^{2}\right]_{i} & i=1, \ldots, n \\
\mathbb{C}_{i \cdots n^{9}}^{2} & i=n+1, \ldots, 2 n
\end{array}\right\} \\
& \text { N }=1,2, \ldots .
\end{aligned}
$$

It was noted in section 6 that the process

$$
\sum_{N-1}^{*}\left[(c: 0), 2^{*}\right]+Z_{N}^{*}\left[\left(u_{0}: 0\right), z^{*}\right]
$$

has the same conditional mean value as $Z_{N}\left[(u ̊ c), Z^{*}\right]$ for $X_{0}=X_{i}$ ， $i \leqq n$ 。 With $K$ redefined as above to mean $z_{i j}^{*} h_{i j}$ ，（7．2a） （7．2b），（7．4a），and（7．4b）give the components for is of the second moment of the random variable $\sum_{N-1}^{*}+Z_{N}^{*}$ exactly as they stand now．The components with i $>\mathrm{n}$ are all zero．

Several remarks will now be made 。
（1）The formula（7．6b）was derived by forsythe and Leif－ Ier［16］as the second moment of the conditional distribution of the random variable $Z_{o}^{*}$ defined on the infinite product－space $\mathbb{R} \times \mathbb{R} \times \ldots$ 。
（2）The formulas for the second moments suggest that to keep down the variances，the numbers $z_{i j}$ and $p_{i j}$ or $z_{i j}^{*}$ and $p_{1}{ }^{\frac{1}{i}}$ should be chosen so that on the average（speaking intuitively） the elements of the matrix $K$ should be as small in absolute value as possible．One way not to achieve this end is by letting $p_{i j}$ or $p_{1}^{*}{ }^{\frac{1}{j}}$ be positive when $h_{i j}=0$ or $h_{\mathbf{1} j}=0$ ，because the unnecessary positive values of the $p$＇s in a given row could be portioned out to the other elements of $K$ or $K^{*}$ in that row so as to make the elements $h_{i j}^{2} / p_{i j}$ or $h_{i j}^{2} / p_{i j}^{*}$ a little smaller． （We have anticipated this remark to some extent by choosing $\boldsymbol{p}_{\mathbf{i} \mathbf{j}}=0$ when $\mathrm{h}_{\mathbf{i} \mathbf{j}}=0 \operatorname{tor} \mathrm{j}>\mathrm{n}_{\mathrm{o}}$ ）
（3）A corollary of our results of some slight in－ terest for matrix theory is this．If $\left[h_{i j}\right]$ is a real $n \times m$
matrix with all of its eigenvalues inside the unit circle，and if there exists a set of positive numbers $p_{i j}, i, j=1, \ldots, n$ such that $\sum_{j} p_{i j}=1, i=1,000 n$ and the eigenvalues of ． $\left[h_{i j}^{2} / p_{i j}\right]$ are all inside the unit circle，then the diagonal elements of $(I-H)^{-1}$ are all greater than $1 / 2$ ．This follows from（7．4b）with $c$ specialized to $c=\left(\delta_{k j}, j=1, \ldots, n\right)$ ， $k=1,000, n$ 。
（4）The natural statistical estimation of the mean values $\mathrm{v}_{\mathrm{N}}$ ，${ }^{W}{ }_{\mathrm{N}}$ ， $\mathrm{V}_{\mathrm{N}}$ ，are of course the arithmetic averages of many de terminations of the respective random variables of which these are the theoretical mean values．Clearly the variances of these estimators always exist for finite matrices and finite velues of $N_{3}$ no matter where the eigenvalues of $H$ or $H^{*}$ lie． Therefore in particular，the formula（4．1）for the number of random walks which must be performed to attain a given theore－ rical accuracy are here valid，with $\Delta I$ replaced by $\Delta v_{N}{ }^{\prime} \Delta w_{N}$ etco，as the case may be。

8．Comparison of the two methods of inverting matrices．We shall now use the formulas of the preceding section to effect a comparison of the statiscical error of the m－chain method of inverting matrices（ $\mathbb{E} 0$ rsythe－heibler）to that of the method based on $\sum_{N-1}+z_{N}$（Wasow）givem in Section 5 。

It will be impossible to compare these methods unless the z＇s and pis are chosen comparably．Therefore for both
methods we shall suppose that the arrangement described in Secdion 6 has been set up; that is, the one which uses $H^{*}, z_{1}^{*}{ }^{*}$, $p_{1 j}^{*}, X_{N}^{*}$, and $Z_{N}^{*}$. The comparison will be made by comparing only the limits of the variances as $N \rightarrow \infty$, as the finite case seems to be rather intractable.

$$
\text { With } K=\left[2_{1}^{*} j h_{i j}, i, j=1, \ldots, n\right] \text {, and } Q \text { defined as }
$$ for (7.5), the formulas to compare are

$$
2^{W} \infty=(I-K)^{-1}\left[2 C(I-H)^{-1} c-c^{2}\right]
$$

and

$$
2_{\infty}^{v_{\infty}^{*}}=(I-K)^{-1} Q c^{2} .
$$

The specialization to the case of matrix inversion is accomplished by letting $c=\left(\hat{o}_{k j}, j=1, \ldots, n\right)$; then if the random walks start from $x=x_{i}$, we shall be estimating $(I-H)_{i k}^{-1}$.

$$
\begin{align*}
& 2^{W} 00 i=(I-K)_{i k}^{-1}\left[2(I-H)_{k k}^{-1}-1\right],  \tag{8.1}\\
& 2^{V_{0}^{*}}\left[\begin{array}{l}
1 \\
=(I-K)_{i k}^{-1} / p_{k}^{*} .
\end{array}\right.
\end{align*}
$$

The ratio of these second moments is

$$
\begin{equation*}
\frac{2^{W} \infty i}{2^{V *} \infty i}=p_{k}^{*}\left[2(I-H)_{k k}^{-1}-1\right] \tag{8.2}
\end{equation*}
$$

Since $(I-H)_{k k}^{-1}$ is fixed by the terms of the problem, we have at our disposal only the numbers $p$ 娄 in this formula. It is clear that for a given H these can always be chosen so that the mechain method (Forsythe-Leibler) is poorer than the other method (Wasow). And for an $H$ such that the diagonal ellments of $(I-H)^{-1}$ are small, the Wasow method might have a
smaller variance than the other method，no matter how the randon walk was set up。

These negative observations come far from telling the whole story．If the pu＇s are adjusted so as to be quite large， in an attempt to make the m－chain method show up favorably in （ 8.2 ），then the numbers $p_{\text {意j }}$ i $\leqq n, j \leqq m$ ，will be small and the factors $z^{\text {wij }}$ will have co be proporcionately larger．This will make the elements of $\mathbb{K}^{*} \mathbb{N}$ and $(I-K)^{-1}$ large，and the values of both $2^{w} 0{ }^{\text {and }} 2^{v} 00$ will be large，which of course is undesir－ able．On the other hand，if the plij＇s are chosen so that the values of p桖 are small，then the mean duration of the random walk becomes very long（see section 9 below），and this is perhaps more undesirable for the Wasow method then $10 r$ the machain method because the lopmer requires aittle more computing per step in the rendom walk。

The question of an optimum method from the point of view of minimizing computing has not as yet been setuled．Probably there is no such thing，because as in the case $N=1$ treated fin Section 4；it will turn out that the more one knows about the solutiong the better one cando．This phenomenon will again be in evidence in Section 10 ．

9．The duration of the random walk．We shall now apply the formulas of the preceding seceion to obtain theoretical mean－ values and dispersions in cwo classical problems connected with random walks，which bave abearing on tho uselulness of the

Monte Carlo methods discussed in this paper．
We shall be considering the random walk $X_{0}^{*}$ ，$X_{f}^{*}, \ldots$, on the lattice $x_{1}, \ldots, x_{n}, x_{n+1}, \ldots, x_{2 n}$ ，Section 6．However，in considering the associated matrices $H^{*}=\left[\mathbb{2}_{1}^{*}{ }^{2} P_{1}^{*}\right]$ and $K^{*}=\left[z_{\mathbf{l}}^{*}{ }^{2} p_{1}^{*} j\right]$ ，（the latter was introduced in Section 7）， the point of view will be that the transition probabilities $p_{1}^{*}{ }^{*}$ and the factors $z_{1}{ }^{*}$ are chosen first，and the values of $h_{1}^{*} j$ are determined thereby，instead of the other way around． We suppose that $p_{1 i}{ }^{w}=\delta_{i j}, i>n, j>n$ 。

In each of the problems to be considered，$z_{i j} \equiv 1$ 。
 The first of these matrices is a stochastic matrix．We denote the second one by $P$ ．

The first problem is that of determining the mean value and variance of the number of visits to $x_{k}$ if the random walk starts at $X_{i}$ ．In accordance with remark（3）in Section 5， the total number of visits to $x_{k}$ in an $N$ step random walk start－ ing at $x_{i}$ is

$$
\sum_{N}^{*}\left[\left(\delta_{k j}\right), 1\right]=\delta_{k}\left(X_{0}^{*}\right)+\delta_{k}\left(X_{1}^{*}\right)+\delta_{k}\left(X_{2}^{*}\right)+\ldots+\delta_{k}\left(X_{N}^{*}\right),
$$

where $\delta_{k}\left(x_{j}\right)=\delta_{k j}, j=1,2, \ldots, 2 n$ ．The answers to the problem are thus given by（5．2）and（7．2a）or（7．2b）。

Let the mean number of visits to $x_{k}$ if the random walk started at $x_{i}$ be denoted by $G_{i k}^{(N)}$ ．Then

$$
\begin{aligned}
G_{i k}^{(N)} & =E\left(\sum_{N}^{*}\left[\left(\delta_{k j}, 1\right] \mid X_{O}^{*}=x_{i}\right)\right. \\
& \left.=\left[\left(I-\beta^{N+1}\right)(I-\mathbb{B})^{-1}\right]_{i k}, \quad \begin{array}{l}
i \leqq n, k \leqq n, \\
G^{(N)}
\end{array}\right) .
\end{aligned}
$$

Assuming that $\underset{\mathbb{N} \rightarrow \infty}{ } \lim ^{N}=0$, we have
(9.1a) $\quad G_{i=1}^{(\infty)}=\lim _{N \rightarrow \infty} G_{i k}^{(N)}=(1-B)_{i k}^{-1}, \quad$ i $\leqq n, k \leqq n$,
$(9.1 b)$

$$
G_{i k}^{(\infty 0)}=\delta_{k_{i}{ }^{9}}
$$

$$
k>n_{0}
$$

Then by substituting into (7.4b), we obtain*

$$
\lim _{\mathbb{N} \rightarrow \infty} \operatorname{Vae}\left(\sum_{N}^{*}\left[\left(0_{k j}\right), 1\right] \mid \mathcal{K}_{0}^{k}=x_{i}\right)=2 G_{i k}^{\infty} G_{k k}^{\infty}-G_{i k}^{\infty}-\left(G_{i k}^{\infty}\right)^{2} .
$$

The first two terms of the formula are of course just a special case of $(8,1)$.

The other problem concerns the duration of the random walk 登, 緼, ... We define the duration to mean the total number of visits made to each of the transient states $x_{1}, x_{2}, \ldots 0 x_{n}$ before absorption takes place. In counting the visits, we count in the starting point of the walk as one visit.

If the walk is limited to $\mathbb{N}+1$ visits (that is, to $N$ steps), then the duration is clearly

$$
\sum_{\mathbb{N}}^{*}[(1: 0), 1], \text { where }(1: 0)=\underbrace{(1,1,00,1}_{n}, \underbrace{0,0, \ldots, 0)}_{n} \text {. }
$$

Its conditional mean value tor Xe $=\mathbb{K}_{\mathrm{i}}$. is the vector $\mathrm{d}_{\mathrm{N}}$ whose i-th component is
*By Var $X \mid b)$ we mean the variance of the conditional distribudion of the random variable Y, given that the event b has occurred.

$$
\begin{array}{ll}
d_{N i}=\sum_{j=1}^{n} G_{i j}^{(N)}=\sum_{j=1}^{n}\left[\left(I-P^{N+1}\right)(I-P)^{-1}\right]_{i j j}, & i \leqq n, \\
d_{N i}=1, & i>n
\end{array}
$$

The vector $d_{N}$ satisfies the recursion relation

$$
\left.\mathrm{d}_{\mathrm{N}+1, \mathrm{i}}=\mathbb{P d _ { \mathrm { N } }}\right]_{\mathrm{i}}+1, \quad \mathrm{i} \leqq \mathrm{n}, \mathrm{~N}=0,1,2, \ldots,
$$

with $d_{O i l}=1$. Its limiting value is

$$
\begin{equation*}
d_{00 i}=\sum_{j=1}^{n}(I-P)_{i j}^{-1}, \tag{9.2}
\end{equation*}
$$

$$
\mathrm{i} \leqq n \text { 。 }
$$

The variance of the duration can be obtained by substiLuting appropriately into (7.2a) or (7.2b). We shall again write out only the limiting case. This is obtained easily from ( 7.4 b) ; the isth component is

$$
\begin{aligned}
2_{\infty i}^{d}-d_{\infty i}^{2} & =2 \sum_{j=1}^{n} G_{i j}^{(\infty)} d_{\infty j}-d_{\infty i}-d_{\infty i i}^{2} . \\
& \leqq d_{\infty i}\left(2 d-1-d_{\infty i}\right),
\end{aligned}
$$

where $\mathrm{d}=\max _{\mathrm{i}} \mathrm{d}_{00 \mathrm{i}}{ }^{\circ}$
The duration of non-truncated random walks in an infinice product space has recently been investigated in very general cases by Wasow [17]. Previously, special cases had been studied at some length by statistical theorists in connection with the problem on the mean lewgth of a sequential test. (See [4] for further results and references.)

The conditional probability that $X_{N}^{*}$ falls on one of

This is the probability that the walk lasts for $N$ steps without falling into a trap state. To assert that $\underset{N \rightarrow \infty}{ } \lim _{N \rightarrow \infty}^{N}=0$ is therefore equivalent to saying that the probability that the walk lasts more than $\mathbb{N}$ steps approaches zero with $N$. In fact, if consider the initimite product-space $R \times R X$ oof ora moment, $\lim _{N \rightarrow \infty} P^{N N}=0$ means that the walk is almost certainly of finite durations and conversely. It is known (see for example Curtiss [4, Section 11]), that if from each one of the states $x_{1}, 8_{2}, \cdots 0 x_{1}$ it is possible to reach a trap state
 walk is almost certainly of finite duration.

This provides a sufficient condition tor the validity of (9.1) and (9.2) If it iss satisfied, then all the origenvalues of be less than union in absolute value.

We mentioned in Section 8 that in the number $\mathrm{p}_{\mathrm{k}}^{\mathrm{K}}=1$ - $\sum_{j=1}^{n} p^{n}{ }^{\prime \prime} j$ were small, then the mean duration mould tend to be large. This follows intuitively from the fact that the smaller the absorption probabilities are, the longer the walk will go or. A somewhat more rigorous demonstration can be given by considering the dependence of the eigenvalues of $P$
 then as the minimum rownsum approaches unity, the eigenvalue or maximumabsolute value* approaches unity, and thus the con-

[^5]vergence to zero of $\mathbb{P}^{N}$ becomes slower and slower.
10. Importance sampling. In this section we shall discuss the problem of the control of the statistical error. The treatment will be analogous to the one in the latter part of Section 4. It will pertain only to the estimators $Z_{\mathbb{N}}$ and $Z_{N}$ ? and not to the estimator $\sum_{N \infty 1}+Z_{\mathbb{N}}$ We shall assume throughout that the problem is to estimate the solution of (2.3) or (2.5).
 be related in the usual way to the elements of the matrix $H$ or $\mathrm{H}^{*}$ 。

It is worth while first to inquire into the conditions under which an mochain can be zero-variance estimator. It will suffice here to examine the situation only for the function $Z_{N}\left[u_{, 2}\right]$ of Section 5 .

If $\mathbb{Z}_{\mathbb{N}}$ did irdeed have a conditional variance of zero, given that the random walk starits at $x_{i}$, then the value assumed on every path with positive probability would depend only on $x_{i}$. One way to insure this wowld be to choose $\mathcal{w}_{i j}=\lambda u_{i} / u_{j}$, where is a constant; then

$$
z_{N}=\lambda^{N} \frac{u\left(X_{0}\right)}{u\left(X_{1}\right)} \cdot \frac{u\left(X_{1}\right)}{u\left(X_{2}\right)} \cdots \frac{u\left(X_{N-1}\right)}{u\left(X_{N}\right)} u\left(X_{N}\right)=\lambda^{N}{ }_{u}\left(X_{0}\right)
$$

Conversely, it can be shown that this is roughly the most general choice of the factors $\mathbb{Z}_{i j}$ which will insure the desired result. We shall not try to give an accurate formulation of the theorem here.

Now if $z_{i j}=\lambda u_{i} / u_{j}$ ，then the requirement that $z_{i j}{ }_{i j}={ }^{\mathbf{j}} \mathbf{i j}$ implies that the choice of $p_{i j}$ must be $h_{i j} u_{j} / u_{i}$ 。 This in turn requires not only that all of these quotients must be real and non－negative，but also that $\sum_{j} h_{i j} u_{j} / \lambda u_{i}=1$ ．The latter rela－ tion states that $u$ must be an eigenvector of $H$ corresponding to the eigenvalue $\lambda$ 。

If we stop insisting on stationary transition probabil－ ities for our random walk，and also permit the factors $z_{i j}$ to vary from step to step，then a zero－variance m－chain estimator of $u_{N}=H^{N} u_{0}$ can very easily be constructed for any $u_{0}$ ，provided that $h_{i j}>0$ and $u_{j}>0, i_{i} j=1, \ldots 0, n_{\text {。 }}$ We simply choose

$$
\begin{array}{ll}
p_{i j}^{(1)}=\frac{h_{i j} u_{N-1, j}}{u_{N, i}}, & z_{i j}^{(1)}=\frac{u_{N, i}}{u_{N-1, j}}, \\
p_{i j}^{(2)}=\frac{h_{i j} u_{N-2, j}}{u_{N-1, i}}, & z_{i j}^{(2)}=\frac{u_{N-1, i}}{u_{N-2, j}} \\
\vdots & \\
p_{i j}^{(N)}=\frac{h_{i j} u_{0 i}}{u_{1 i}} & z_{i j}^{(N)}=\frac{u_{1 i}}{u_{0 j}}
\end{array}
$$

It is easily checked that $Z_{N}$ formed with these factors $Z_{i j}^{(K)}$ and with $u=u_{O}$ ，has the constant value $u_{N, i}$ for any random walk starting at $X_{i}$ ．For each $K, v_{K+1}=H \quad v_{K}$ ，where $v_{K, i}=E\left(Z_{K} \mid X_{0}=X_{i}\right)$ ， but the chain is not a zero－variance chain unless $K=N$ 。

The argument can be extended so as to allow zero elements in $H$ and $u_{O}$ by giving a little attention to the undefined quotients．

It is not difficult to proceed from here to a practical arrangement whereby given only approximate values of $u_{0}, u_{1}$ ， $u_{2}, \ldots \circ, u_{N}$ ，a chain can be set up in which the variance can be
exhibited as a function of the errors of the approximations, as was done in the case $N=1$ in Section 4 . Because of limitations of space we shall not pursue the matter further. Instead we shall study a special class of m-chains which use stationary transition probabilities and for which the statig tical error analysis is usually easy to make. These machains, howeverg have the slight disadvantage that they are connected with a special type of matrix H.

The main problem is, as usual, to estimate the vector $u_{N}$ in the recursion relation

$$
(10.7)
$$

$$
u_{\mathrm{N}+1}=H u_{\mathrm{N}}+\mathrm{c}
$$

We shall also be interested in the problems of estimating $u$ in the equation

$$
(10.2) \quad u=H u+c
$$

but as elsewhere in this paper this problem will be considered as the Iimiting case of the first problem as $\mathbb{N}$ becomes infinite. Whenever $(10.2)$ is in wiew, we shall as usual assume that all the eigenvalues of $H$ lie inside the unit circle.

We now impose certain conditions on H. They are that $h_{i j} \geqslant 0$, and that a vector $u_{0}$ with positive components shall exist such that the components of (I-H) u are all positive。 The existence of such a vector uo follows automatically from known resuris on matrices if the cigenvalues of $H$ all lie inside the unit circle and H is monosingular. We write $u_{0}=H u_{0}+c$ $+\epsilon_{j}$ then $e_{j}+\epsilon_{j}>0_{g} j=1$ gooogn。
theoretically speaking，matrices $H$ and $M$ can always be selected so that the equivalent system $u=H u+M b$ ，with $H+M A=I$ ， satisfies the conditions imposed here．For example，choose H to be a prinfipal diagonal matrix with elements lying between 0 and 1。 Then its eigenvalues lie in the unit circle，and the existence of a vector $u_{0}$ with the required property is assured． （Ol course，any particular a priori choice of $H$ such as this us－ ually means that $M$ must be determined from $M=A^{-1}(I-H)$ ，which requires a knowledge of $A^{-1}$ 。 In practice therefore it is $M$ that will probably be chosen first，not H．）

We note that（or rather－Є）is the＂residual＂in the classical theory of solutions of the system（ $I-H$ ）$u=c$ 。 It is easy to show that if the successive approximations $u_{1}$ ， $u_{2}, \ldots$ to the solution $u$ of（10．2）are defined by the recur－ sion relation（10．1），then

$$
u_{N}-u=H^{N}(I-H)^{-1} \epsilon
$$

The second member of this equation is the truncation error（as opposed to the statistical error）in the statistical solution about to be proposed．

At this point we reformulate the problem in terms of the pattstioned matrix and vectors introduced in Section 6．The equation（10．1）can be rewritten as

$$
\begin{equation*}
\left(u_{N+1} \vdots c\right)=H * \times\left(u_{N} \circ c\right) \tag{10.3}
\end{equation*}
$$

and the equation（10．2）becomes


The problem of solving (10.2) then becomes one of finding an eigenvectorof $H^{*}$ for the eigenvalue unity, given preassigned values $\mathbb{c}_{1}, \mathbb{c}_{2}, \ldots, \mathbb{c}_{\mathrm{n}}$ for the last $n$ of the $2 n$ components of the eigenvector. This formulation of the "steady state" problem as an eigenvalue problem permits us to make an approach to the zero-variance sampling situation discussed earlier in the section. We define correspondences between the points $x_{n+1}$, $x_{n+2}, \ldots, x_{2 n}$, and the components of $\epsilon$ and $c$ respectively by $c\left(x_{i+n}\right)=c_{i}, \quad \epsilon\left(x_{i+n}\right)=\epsilon_{i}, i=1, \ldots, n ;$ and we introduce the vector c* whose components are given by

$$
c_{i}=c^{*}\left(x_{i}\right)= \begin{cases}u_{0}\left(x_{i}\right), & i=1,2, \ldots, n \\ c\left(x_{i}\right)+\epsilon\left(x_{i}\right), & i=n+1, \ldots, 2 n_{0}\end{cases}
$$

That is, $\mathbb{C}^{*}=\left(u_{0}\right.$ \&ct $\epsilon$ ). The $n$ equations represented by $u_{0}=H u_{0}+c+\epsilon$ which define the components of $\epsilon$ are equivalent to the $2 n$ equations represented by

$$
\begin{equation*}
\mathfrak{c}^{*}=\mathrm{H}^{*} \mathbf{c}^{*} \text { 。 } \tag{10.5}
\end{equation*}
$$

We are now ready to set up the basic random walk, and the corresponding m-chain whose mean value is the solution of ( 10.1 ).

The transition probabilities of the random walk will
be given by

It is to be noted that $p_{1} \mathrm{j} \geq 0$, and because of ( 10.5 ),

$$
\sum_{i=1}^{2 n} p_{\text {类 }}=1, \quad i=1, \ldots, 2 n
$$

Then $z_{1}^{*} j$ is chosen so that

$$
z_{\mathbf{1}}^{\mathbf{j}}=\frac{\mathrm{c}_{\mathbf{1}}^{*}}{\mathrm{c}_{\mathbf{j}}^{*}} .
$$

Letting the random variables $X_{O}^{*}, X_{1}^{*}, \ldots$ denote as usual the successive states visited by a random walk having these transicion probabilities, and substituting into $Z_{N}\left[\left(u_{0} \circ \mathrm{c}\right), z^{*}\right]$, we obtain
$Z_{N}^{*}=\frac{c^{*}\left(X_{0}^{*}\right)}{c^{*}\left(X_{1}^{*}\right)} \cdot \frac{c^{*}\left(X_{1}^{*}\right)}{c^{*}\left(X_{2}^{*}\right)} \ldots \frac{c^{*}\left(X_{N-1}\right)}{c^{*}\left(X_{N}^{*}\right)} \times\left\{\begin{array}{l}u_{0}\left(X_{N}^{*}\right), \text { if } X_{N}^{*}=x_{i}, i=1,2, \ldots, n, \\ c\left(X_{N}^{*}\right), \text { if } X_{N}^{*}=x_{i}, i=n+1, \\ n+2, \ldots, 2 n .\end{array}\right.$
Cancelling terms and using the definition of $c^{*}$, we find that for $X_{0}^{*}$ on $x_{1}, \ldots, x_{n}$,
(10.6) $\quad Z_{N}^{*}=u_{0}\left(X_{0}^{*}\right)\left[1-\delta\left(X_{N}^{*}\right) \overline{c\left(X_{N}^{*}\right)+\epsilon\left(X_{N}^{*}\right)}\right]$,
where

$$
\delta\left(x_{i}\right)= \begin{cases}0, & \mathbf{i}=1, \ldots, n \\ 1, & \mathbf{i}=n+1, \ldots, 2 n_{0}\end{cases}
$$

It is known from the results of Section 6 that $E\left(Z_{N}^{*} \mid X_{0}=x_{i}\right)=u_{N i}$, $i \leqq n$, where $u_{N}$ is defined by (10.1) above 。 The practical procedure implied here for estimating $u_{N}$ is simply this: Start a random walk at $x_{i}$, using the transition probabilities $p_{1}^{*}{ }^{*}$ 。 If absorption has not taken place after $N$ steps (that is, if the random walk has not reached any of the points $x_{n+1}, x_{n+2}, \ldots, x_{2 n}$ ), then record $u_{0 i}$. If absorption does take place during the N steps, stop the walk then and
there, note the index $i$ of the last point $x_{i}$ touched before absorption, and record $u_{i j} c_{i} /\left(c_{i}+\epsilon_{i}\right)$. Do this for many random walks, and then average up the recorded values.

We now consider the statistical error of the procedure. From (10.6)*,

$$
\begin{array}{r}
\operatorname{Var}\left(Z_{N}^{*} \mid X_{0}^{*}=x_{i}\right)=u_{0 i}^{2} \operatorname{Var}\left(\left.\delta\left(X_{N}^{*}\right) \frac{\epsilon\left(X_{N}^{*}\right)}{c\left(X_{N}^{*}\right)+\epsilon\left(X_{N}^{*}\right)} \right\rvert\, X_{0}^{*}=x_{i}\right), \\
i=1, \ldots, n .
\end{array}
$$

(We note in passing that if $\epsilon=0$, then the variance vanishes, as it should). Proceeding as we did in Section 4, and letting

$$
e=\max _{i} \frac{\epsilon_{\mathbf{i}}}{c_{i}+\epsilon_{\mathbf{i}}},
$$

we get

$$
\operatorname{Var}\left(Z_{N}^{*} \mid x_{0}^{*}=x_{i}\right)<\frac{e^{2} u_{O i}^{2}}{2} \quad i=1, \ldots, n,
$$

which for practical purposes is about as satisfactory as appraisal of the variance as it seems possible to obtain. It contains none of the unknown quantities in the problem.

By using the formulas and methods of Section 7, it is easy to get an explicit formula for the variance. The result is
*By the symbol $\operatorname{Var}(\bar{Y} \mid \mathrm{B})$, we mean the variance of the conditional distribution of $Y$, given that the event b has occurred.

$$
\begin{aligned}
\operatorname{Var}\left(Z_{N}^{*} \mid X_{0}^{*}=\right. & \left.x_{i}\right) \\
= & \left.\left.u_{o i}\left(I-H^{N}\right)(I-H)^{-1} \epsilon^{1}\right]_{i}-\left\{(I-H)^{-1} \epsilon\right]_{i}\right\}^{2} \\
i & , 1, \ldots, n,
\end{aligned}
$$

where

$$
\epsilon_{i}^{1}=\frac{\epsilon_{i}^{2}}{c_{i}+\epsilon_{i}}, \quad i=1, \ldots, n_{0}
$$

One somewhat interesting conclusion that can be drawn from this formula is that if $u_{O}$ is chosen so as to have constant components, then the variance will have one standard limiting vector as $N \rightarrow \infty$, no matter what the magnitude of the components of $u_{0}$ may be. It turns out that this limiting vector is

$$
(I-H)^{-1} c^{0}-u^{2},
$$

where $u$ is the solution of (10.2) and

$$
c_{i}^{i}=\frac{c_{i}^{2}}{\sum_{j=1}^{n}(I-H)_{i j}}, \quad i=1, \ldots, n_{0}
$$
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[^0]:    *As applied to the solution of simultaneous linear equations, the methods of the present paper were onticipated by Forsythe and Leibler [10] and Wasaw [16]. Both of these papers deal directly with the infinite product space. See also Curitss [4].

[^1]:    *The integral can be taken in either the Riemann or Lebesque sense in the sequel.
    **See Cutkosky [5].

[^2]:    *A method due to Morris (see [7, pp. 132-133]) takes V as a triangular matrix obtained by replacing all elements of above the principal diagonal by zeros. The iterative method of Jacobi takes $V$ as aprincipal diagonal matrix whose diagonal is that of A. The well-known method of Seidel is another Wittmeyer process. The so-called relaxation method is not a linear process. So far as the author is aware, the extension of Monte Carlo methods to non-linear processes has not yet been accomplimed, and may be impossible. For an interesting and scholarly classitication of mon-stochastic methods of solving linear oquatons. see Forsythe [9].

[^3]:    ＊This distribution does not play an intrinsic role in our dis－ cussion and is introduced only for logical completeness． ＊＊See Feller［8，Chap．15］。Actually our specifications uniquely assigns a probability distribution to the infinite product space $\mathbb{R} \times \mathbb{R} \times \ldots$（see $[12, p p 28-33])$ ，but we shall not make use

[^4]:    We are using the motation $B_{i j}$ for the $i, j$-th element of the
    matrix $B_{\text {. }}$ for

[^5]:    *It happens to be real and positive, since is a matrix
    of positive elements

