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LOWER BOUNDS FOR THE RANK AND LOCATION OF THE EIGENVALUES OF A MATRIX＊
by
Ky Fan and A。J．Hoffman

This paper contains several remarks devoted to the problems mentioned in the title 。 The results of $\{1$ apply to arbitrary $n \times n$ matrices with complex coefficients，those of $q 2$ apply to normal matrices only．

1
In this section we consider the following problems concern－ ing an arbitrary $n x$ matrix $A=\left(a_{i j}\right)$ with complex coeffi－ cients：

Problem 1：Find lower bounds for the rank of A that can be calculated in a simple manner from the coefficients $a_{i j}{ }^{\circ}$

Problem 2：Find $n$ non－negative numbers $\rho_{1}, \ldots, \rho_{n}$ such that every eigenvalue of $A$ lies in one or more of the $n$ circular disks

$$
\left|\lambda-a_{i i}\right| \leqq p_{i}(i=1, \ldots, n)
$$

Most of the results in the literature relevant to Problem 1 are sufficient conditions for matrix to be non－singular， ＊This work was supported（in part）by the Office of Scientific Research，USAF。
such as Hadamard's theorem that $\left|a_{i \mathbf{i}}\right|>\sum_{j=i}^{n} \operatorname{la}_{j \neq \mathbf{i}} \operatorname{la}_{\mathbf{i} j} \mid(1 \leqq \mathbf{i} \leqq n)$ implies that $A$ is non-singular. As mentioned in [8], the application of this theorem to $A-\lambda I$ implies the theorem of S. Geršgorin [3] that setting $\rho_{i}=\sum_{j=f, j \neq j}^{n}\left|a_{i j}\right|(1 \leqq i \leqq n)$ is a solution to Problem 2 (See [8] and [10] for an extensive bibliography on solutiows to Problem 2). A generalization by A. Ostrowski [5] of the theorem of Hadamard-Geršgorin is the following: If $p$ and $q$ are positive, $\frac{1}{p}+\frac{1}{q}=1$ and $\alpha_{1}, \ldots, \alpha_{n}$ are $n$ positive numbers such that

$$
\begin{equation*}
\sum_{i=1}^{n} \frac{1}{1+\alpha_{i}} \leq 1 \tag{1.1}
\end{equation*}
$$

then $\left|a_{i \underline{i} i}\right|>\alpha_{i}^{1 / q}\left(\sum_{j=1, i j \neq i}^{n}\left|a_{i j}\right|^{p}\right)^{1 / p}(1 \leqq i \leqq n)$ implies that A is non-singular; or, equivalently, setting

$$
\rho_{i}=\alpha_{i}^{1 / q}\left(\left.\left.\sum_{j=1, j \neq i}^{m}\right|_{i j}\right|^{p}\right)^{1 / p}(1 \leqq i \leqq n) \text { is a solution to }
$$ Problem 2. (Hadamará-Geršgorin's theorem is the limiting case $p=1$ of this result). An improvement of Hadamard-Gersgorin's theorem is a theorem of Taussky [9] and P. Stein [6] which asserts that if $\lambda$ is an eigenvalue with s linearly independent eigenvectors corresponding to it, then $\lambda$ lies in at least $s$ of the Hadamard-Geršgorin disks. Theorem $D$ of [6] points out that consideration of $\lambda=0$ implies a theorem about the rank. The following theorem, formulated in terms of Problem 1 , is a slight extension of this result: THEOREM 1.1. Let $A=\left(a_{i j}\right)$ be an $n \times n$ matrix. For any two integers $i, m(1 \leqq i \leqq m, 2 \leqq m \leqq n)$, Let $b_{i}(m)$ be the

maximum sum of the moduli of m－1 distinct off－diagonal elements of the i－th row of $A, i . e$ ．

$$
\begin{equation*}
b_{\mathbf{i}}(m)=\operatorname{Max}_{\mathbf{j}_{1}, \ldots, \mathbf{j}_{m-1} \neq \mathbf{i}}\left(\left|\mathbf{a}_{\mathbf{i} \mathbf{j}_{1}}\right|+\ldots+\left|\mathbf{a}_{\mathbf{i} \mathbf{j}_{m-1}}\right|\right) \tag{1.2}
\end{equation*}
$$

If，for some m ，

$$
\begin{equation*}
\left|a_{i i}\right|>b_{i}(m) \tag{1.3}
\end{equation*}
$$

holds for at least $m$ distinct indices i，then the rank $r$ of $A$ is at least m 。

Proof：Consider the $m \times m$ submatrix B obtained from $A$ by deleting the rows with indices for which（1．3）is not satisfied， and the corresponding columns．By（1．2）and（1．3），Hadamard＇s theorem applies to $B$ ，hence $B$ is non－singular，which implies $\mathrm{r} \geqslant \mathrm{m}$ 。

If $\lambda$ is an eigenvalue of $A$ with linearly independent eigenvectors corresponding to it，then the rank of $A-\lambda I$ is $\mathrm{n}-\mathrm{s}$ ，and the theorem of Taussky and Stein follows at once from Theorem 1．1．It is also easy to see how Theorem 1.1 and the theorem of Taussky and Stein can be generalized by using Ostrowski＇s theorem quoted above．They may also be extended by using another theorem of Ostrowski［4］which as－ serfs that if $\rho_{i}$ and $\sigma_{i}$ are the radii of the Hadamard－ Geršgorin disks for $A$ and $A^{*}$ respectively，and $0 \leqq \alpha \leqq 1$ ， then $\tau_{i}=p_{i}^{\alpha} \sigma_{i}^{1-\alpha}(1 \leq i \leqq n)$ also is a solution of Prob－ lem 2。

THEOREM 1．2．For any $n \times n$ matrix $A=\left(a_{i j}\right)$ of rank $r$ ，
we have

$$
\begin{equation*}
\sum_{i=1}^{n} \frac{\left|a_{i i}\right|^{2}}{\sum_{j=1}^{n}\left|a_{i j}\right|^{2}} \leqq r \tag{1.4}
\end{equation*}
$$

(Whenever $\frac{0}{0}$ occurs on the left-hand side, we agree to put $\frac{0}{0}=0$. )

Proof: Let $a_{i}$ denote the $i-t h$ row vector of $A$ and $e_{i}$ the i-th unit vector. Both sides of ( 1.4 ) remain unchanged, if we multiply any row of $A$ by a number $\neq 0$. Hence we may assume that for each $i,\left\|a_{i}\right\|^{2}=\sum_{j=1}^{n}\left|a_{i j}\right|^{2}=1$ or 0 . We have to prove, under this assumption, that $\sum_{i=1}^{n}\left|\left(a_{i}, e_{i}\right)\right|^{2} \leqq r_{0}$

As $A$ is of rank $r$, we can find $n$ orthonormal vectors $x_{1}$, $x_{2}, \ldots, x_{n}$ such that

$$
\left(a_{i}, x_{j}\right)=0 \text { for }\left\{\begin{array}{l}
1 \leqq i \leqq n \\
r+1 \leqq j \leqq \mathbb{n}^{2}
\end{array}\right.
$$

For each i, we have

$$
\left(a_{i}, e_{i}\right)=\sum_{j=1}^{n}\left(a_{i}, x_{j}\right)\left(\overline{e_{i}, x_{j}}\right)=\sum_{j=1}^{r}\left(a_{i}, x_{j}\right)\left(\overline{e_{i}, x_{j}}\right),
$$

and therefore

$$
\mid\left(a_{i}, e_{i} \|^{2} \leqq\left(\sum_{j=1}^{r}\left|\left(a_{i}, x_{j}\right)\right|^{2}\right)\left(\sum_{j=1}^{r}\left|\left(e_{i}, x_{j}\right)\right|^{2}\right) .\right.
$$

Since $\sum_{j=1}^{\mathbb{T}} \mid\left(\mathbf{a}_{\mathbf{i}},\left.x_{j}\right|^{2}=\left\|\mathbf{a}_{\mathbf{i}}\right\|^{2}=1\right.$ or 0 , we have

$$
\left|\left(a_{i}, e_{i}\right)\right|^{2} \leqq \sum_{j=1}^{r}\left|\left(e_{i}, x_{j}\right)\right|^{2} \quad(1 \leqq i \leqq n)
$$

Consequently

$$
\sum_{i=1}^{n}\left|\left(a_{i}, e_{i}\right)\right|^{2} \leq \sum_{j=1}^{r} \sum_{i=1}^{n}\left|\left(e_{i}, x_{j}\right)\right|^{2}=\sum_{j=1}^{\mathbb{R}}\left\|x_{j}\right\|^{2}=r_{0}
$$

THEOREM 1.3. For any $n x$ matrix $A=\left(a_{i j}\right)$ of rank $r$, we have

$$
\begin{equation*}
\sum_{i=1}^{n} \frac{\left|a_{i j}\right|}{\sum_{j=1}^{n}\left|a_{i j}\right|} \leqq r_{0} \tag{1.5}
\end{equation*}
$$

(We keep our agreement $\frac{0}{0}=0$ ).
Proof: For the reason explained at the beginning of the proof of Theorem 1.2, we may assume

$$
\begin{equation*}
a_{\text {iii }} \geqq 0 \quad(1 \leqq \mathbf{i} \leqq n) \tag{1.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{j=1}^{n}\left|a_{i j}\right|=1 \text { or } 0 . \quad(1 \leqq i \leqq n) \tag{1.7}
\end{equation*}
$$

It suffices to prove that $\sum_{i=1}^{n} a_{i i} \leqq r$ holds for any matrix $A=\left(a_{i j}\right)$ with rank $r$ and satisfying (1.6), (1.7).

By Hadamard-Geršgorin's theorem mentioned above, (1.7)
implies that all eigenvalues of $A$ have modulus $\leqq 1$. Therefore $\sum_{i=1}^{n} a_{i i}$ is not larger than the number of non-zero eigenvalues of $A$. But the number of non-zero eigenvalues of $A$ is $\leqq r^{(*)}$, hence $\sum_{i=1}^{n} \mathbf{a}_{\mathbf{i i}} \leqq \mathbf{r}$ 。
(*) Let $T$ be a non-singular matrix such that $T^{-1} A T$ is triangular. Then the rank of $A$ is same as the rank of $T^{-1} A T$ and the latter is obviously $\geqq$ the number of non-zero eigenvalues of A 。

Theorem 1.3 may be generalized as follows：
THEOREM 1．4．Let $p>1, \frac{1}{p}+\frac{1}{q}=1$ ．Let $\alpha_{1}, \alpha_{2}, \ldots \ldots \alpha_{n}$ be $n$ positive numbers satisfying（1．1）．Then for any $n \times n$ matrix $A=\left(a_{i j}\right)$ of rank $r$ ，we have

$$
\sum_{i=1}^{n} \frac{\left|a_{i j}\right|}{\left|a_{i i}\right|+a_{i}^{1 / q}\left(\sum_{\substack{j=1 \\ j \neq 1}}^{n}\left|a_{i j}\right|^{p}\right)^{1 / p}<r}
$$

（We keep our agreement $\frac{0}{0}=0$. ）
Proof：The proof is similar to that of Theorem 1．3．Here it suffices to show that，if a matrix $A=\left(a_{i j}\right)$ satisfies（1．6） and

$$
\begin{equation*}
\left|a_{i i}\right|+\alpha_{i}^{1 / q}\left(\sum_{\substack{j=1 \\ j \neq 1}}^{n}\left|a_{i j}\right|^{p}\right)^{1 / p}=1 \text { or } 0,(1 \leqq i \leqq n) \tag{1.9}
\end{equation*}
$$

then $\sum_{i=1}^{n} a_{i i} \leqq r$ 。
According to Ostrowski＇s theorem［5］mentioned above， （1．9）implies that all eigenvalues of $A$ have modulus $\leqq 1$ 。 This fact together with（1．6）implies $\sum_{i=1}^{n} a_{i i} \leqq r$ 。

Theorem 1.3 may be regarded as the limiting case $p \rightarrow 1$ of Theorem 1．4．Because of its relative simplicity，we state explicitly the other limiting case $p \rightarrow \infty$ of Theorem 1．4：

COROLLARY 1．1．If $n$ positive numbers $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ satisfy inequality（1．1），then for any $n \times n$ matrix $A=\left(a_{i j}\right)$ of rank $r$ ，we have

$$
\sum_{i=1}^{n} \frac{\left|a_{i i}\right|}{\left|a_{i i}\right|+a_{i} \mid} \begin{gather*}
\operatorname{Max}  \tag{1.10}\\
j \nmid j \leq i \\
j \neq n
\end{gather*}\left|a_{i j}\right| \quad \leqq .
$$

We turn now to results concerning Problem 2.
THEOREM 1.5. Let $A=\left(\mathbf{a}_{\mathbf{i j}}\right)$ be an $n \times n$ matrix. Let $p>1$, $\frac{1}{p}+\frac{1}{q}=1$. If $\alpha>0$ satisfies

$$
\begin{equation*}
\sum_{i=1}^{n} \frac{\left(\sum_{i \neq i} \mid a_{i} j\right)^{q}}{\left(\sum_{j \neq i} l_{a_{i j}}{ }^{p}\right)^{q / p}} \leqq \alpha^{q}\left(1+\alpha^{q}\right) \tag{1.11}
\end{equation*}
$$

(where we keep our agreement $\frac{0}{0}=0$ ), then every eigenvalue $\lambda$ of A lies in at least one of the $n$ circular disks:

$$
\begin{equation*}
\left|\lambda-a_{i i}\right| \leqq \alpha\left(\sum_{j \neq i} \mid a_{i j} j^{p}\right) \frac{1}{p} \quad . \quad(1 \leqq i \leqq n) \tag{1.12}
\end{equation*}
$$

Proof: Let $\lambda$ be an eigenvalue of $A$ and let $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ be a corresponding eigenvector:

$$
\begin{equation*}
\lambda x_{i}=\sum_{j=1}^{n} \mathbf{a}_{\mathbf{i} j} x_{j} \cdot \quad(1 \leqq i \leqq n) \tag{1.13}
\end{equation*}
$$

We may assume that

$$
\begin{equation*}
\sum_{i=1}^{n}\left|x_{i}\right|^{q}=1 \tag{1.14}
\end{equation*}
$$

Suppose, if possible that

$$
\begin{equation*}
\left|\lambda-a_{i i}\right|>\alpha\left(\sum_{j \neq i}\left|a_{i j}\right|^{p}\right)^{1 / p} \quad . \quad(1 \leqq i \leqq n) \tag{1.15}
\end{equation*}
$$

Then for any index i such that $x_{i} \neq 0$, we have by (1.15), $(1.13),(1.14):$

$$
\begin{aligned}
& \alpha^{q}\left(\sum_{j \neq i} \mid a_{i . j} j^{p}\right)^{q / p}\left|x_{i}\right|^{q}<\left|\lambda-a_{i i}\right|^{q}\left|x_{i}\right|^{q}= \\
& \left|\sum_{j \neq i} a_{i j j^{\prime}}\right|^{q} \leqq\left(1-\left|x_{i}\right|^{q}\right)\left(\sum_{j \neq i}\left|a_{i j}\right|^{p}\right)^{q / p}
\end{aligned}
$$

and therefore

$$
\begin{equation*}
\left|x_{i}\right|^{q}<\frac{1}{1+\alpha^{q}} \tag{1.16}
\end{equation*}
$$

This inequality is of course also true when $x_{i}=0$. It follows that

$$
\left|\sum_{j \neq i} a_{i j} x_{j}\right| \leqq\left(\frac{1}{1+\alpha^{q}}\right)^{1 / q} \sum_{j \neq i}\left|a_{i j}\right|
$$

or

$$
\left|\lambda-a_{i j}\right|^{q}\left|x_{i}\right|^{q} \leqq \frac{1}{1+a^{q}}\left(\sum_{j \neq i}\left|a_{i j}\right|\right)^{q} \cdot \quad(1 \leqq i \leqq n)
$$

Combining ( 1.15 ) with the last inequality, we infer that

$$
\alpha^{q}\left(\sum_{j \neq i}\left|a_{i j}\right|^{p}\right)^{q / p}\left|x_{i}\right|^{q}<\frac{1}{1+a^{q}}\left(\sum_{j \neq i}\left|a_{i j}\right|\right)^{q}
$$

holds for every index $i$ such that $x_{i} \neq 0$. Hence

$$
\left|x_{i}\right|^{q}<\frac{1}{\alpha^{q}\left(1+\alpha^{q}\right)} \cdot \frac{\left(\sum_{j \neq i}\left|a_{i j}\right\rangle^{q}\right.}{\left(\sum_{j \neq i}\left|a_{i j}\right|^{p}\right)^{q / p}}
$$

holds whenever $x_{i} \neq 0$. The weaker inequality

$$
\left|x_{i}\right|^{q} \leqq \frac{1}{\alpha^{q}\left(1+\alpha^{q}\right)} \cdot \frac{\left(\sum_{j \neq i}\left|a_{i j}\right|^{q}\right.}{\left(\sum_{j \neq i}\left|a_{i j}\right|^{p}\right)^{q / p}}
$$

is of course satisfied for all i. Thus, summing this inequality over $i$ and using (1.14), we get an inequality contradicting (1.11).

As limiting case $p \rightarrow \infty$ of Theorem 1.5, we have COROLLARY 1.2. Let $A=\left(a_{i j}\right)$ be an $n \times n$ matrix. If $\alpha>0$ is such that

$$
\begin{equation*}
\sum_{i=1}^{n} \frac{\sum_{\substack{j \neq i}}\left|a_{i j}\right|}{\operatorname{Max}_{j \neq i}\left|a_{i j}\right|} \leqq \alpha(1+\alpha) \tag{1.17}
\end{equation*}
$$

(where we keep our agreement $\frac{0}{0}=0$ ), then every eigenvalue of A lies in at least one of the $n$ circular disks

$$
\begin{equation*}
\left|\lambda-a_{i i}\right| \leqq \alpha \max _{j \neq i}\left|a_{i j}\right| \cdot(1 \leqq i \leqq n) \tag{1.18}
\end{equation*}
$$

In the same way that Theorems $1.3,1.4$ are derived from Hadamard-Geršgorin's theorem and Ostrowski's theorem respectively, other lower bounds for the rank can be derived from our Theorem 1.5. In particular, as a consequence of Corollary 1.2, we have

COROLLARY 1.3. Let $A=\left(a_{i j}\right)$ be an $n \times n$ matrix of rank $\mathbb{P}$. If $o x$ is a positive number satisfying (1.17), then

$$
\begin{equation*}
\sum_{i=1}^{n} \frac{\left|a_{i i}\right|}{\left|a_{i i^{i}}\right|+\alpha \underset{\substack{\operatorname{Max} \\ j \neq i}}{ }\left|a_{i j}\right|} \leqq r . \tag{1.19}
\end{equation*}
$$

Using theorem 1.2, we may improve the case $p=2$ of strowski's theorem [5].

THEOREM 1.6. Let $\lambda$ be an eigenvalue of an $n \times n$ matrix $A=\left(a_{i j}\right)$ and let $s$ be the number of linearly independent eigenvectors corresponding to $\lambda$. If $n$ positive numbers $\beta_{1}, \beta_{2}, \ldots, \beta_{n}$ are such that

$$
\begin{equation*}
\sum_{i=1}^{n} \frac{1}{1+\beta_{i}} \leq s \tag{1.20}
\end{equation*}
$$

then $\lambda$ lies in at least one of the $n$ disks:

$$
\begin{equation*}
\left|\lambda-a_{i \mathbf{i}}\right| \leqq \beta_{\mathbf{i}}^{\frac{1}{2}}\left(\sum_{j \neq \mathbf{i}}\left|a_{\mathbf{i} j}\right|^{2}\right)^{\frac{1}{2}} . \quad(1 \leqq \mathbf{i} \leqq n) \tag{1.21}
\end{equation*}
$$

Proof: Since $s$ is the number of linearly independent eigenvectors of $A$ corresponding to the eigenvalue $\lambda$, the rank of the matrix $A-\lambda I$ is $n-s$. Applying Theorem 1.2 to $A-\lambda I$, we get

$$
\sum_{i=1}^{n} \frac{\left|a_{i i}-\lambda\right|^{2}}{\left|a_{i i}-\lambda\right|^{2}+\sum_{j \neq i}\left|a_{i j}\right|^{2}} \leqq n-s 。
$$

As ( 1.20 ) may be written

$$
n-s \leqq \sum_{i=1}^{n} \frac{B_{i}}{1+\beta_{i}},
$$

we have

$$
\sum_{i=1}^{n} \frac{\left|a_{i i}-\lambda\right|^{2}}{\left|a_{i i}-\lambda\right|^{2}+\sum_{j \neq i}\left|a_{i j}\right|^{2}} \leq \sum_{i=1}^{n} \frac{\beta_{i}}{1+\beta_{i}} .
$$

Therefore at least one index i satisfies

$$
\frac{\left|a_{i i}-\lambda\right|^{2}}{\left|a_{i i}-\lambda\right|^{2}+\sum_{j \neq i}\left|a_{i j}\right|^{2}} \leq \frac{\beta_{i}}{1+\beta_{i}}
$$

which is precisely (1.21)。
Similarly, from Theorem 1.3, we can derive the following theorem:

THEOREM 1.7. Let $\lambda$ be an eigenvalue of an $n \times n$ matrix $A=\left(a_{i j}\right)$ and let $s$ be the number of linearly independent eigenvectors corresponding to $\lambda$ 。 If m positive numbers (s, $\beta_{2}, \ldots, \beta_{\mathrm{n}}$ satisfy (1.20), then $\lambda$ lies in at least one of the $n$ disks:

$$
\begin{equation*}
\left|\lambda-a_{i i}\right| \leqq \beta_{i} \sum_{j \neq i} \| a_{i j} \mid . \quad(1 \leqq i \leqq n) \tag{1.22}
\end{equation*}
$$

It is interesting to compare this result with the theorem of Taussky and Stein discussed in connection with Theorem 1.1 above.

Several inclusion theorems for the eigenvalues of a normal matrix are already known．Among them，recent results are due to Lo Collate［1］，H．Wieland t［12］，A。 Go Walker and J．D． Weston［11］。 All these results are concerned with a single eigenvalue．In this f we shall give inclusion theorems con－ corning $k$ eigenvalues of an $n k n o r m a l$ matrix，$k$ being any positive integer $\leqq n$ ．Our results are based on the following extremal property of the eigenvalues of normal matrices：Let the eigenvalues $\lambda_{i}(1 \leqq i \leqq n)$ of a normal matrix $N$ be so arranged that $\left|\lambda_{1}\right| \geqq\left|\lambda_{2}\right| \geqq 00 \geq\left|\lambda_{n}\right|$ ．Then for any positive integer $\mathrm{k} \leqq \mathrm{n}$ ，we have

$$
\begin{align*}
& \sum_{i=1}^{k}\left|\lambda_{i}\right|^{2}=\operatorname{Max} \sum_{j=1}^{k}\left\|N x_{j}\right\|^{2},  \tag{2.1}\\
& \sum_{i=1}^{k}\left\|\left.\lambda_{n-i+1}\right|^{2}=\operatorname{Min} \sum_{j=1}^{k}\right\| N x_{j} \|^{2}, \tag{2.2}
\end{align*}
$$

where，for both maximum and minimum，$x_{1}, x_{2}, \ldots, x_{k}$ runs over all sets of $k$ orthonormal vectors in the unitary $n$－space．As $\mathbb{N}^{*} \mathbb{N}$ is a Hermitian matrix with eigenvalues $\left|\lambda_{i}\right|^{2}(1 \leqq i \leqq n)$ ， this follows from a similar property for the eigenvalues of Hermitian matrices（［2］，Theorem 1）。

THEOREM 2．1．Let $N$ be an $n \times n$ normal matrix with eigen－ values $\lambda_{i}(1 \leqq i \leqq n)$ Let $x_{1}, x_{2}, \ldots, x_{k}$ be $k(\leq n)$ orthonor－ mat vectors and $\gamma$ be a complex number，$\delta$ a non－negative real number such that

$$
\begin{equation*}
\sum_{j=1}^{k}\left\|(N-\gamma \mathbb{I}) x_{j}\right\|^{2} \leqq \hat{o} \tag{2.3}
\end{equation*}
$$

Then there exist $k$ distinct indices $\nu_{1}, \nu_{2}, \ldots, \nu_{k}$ among $1,2, \ldots, n$ such that

$$
\begin{equation*}
\sum_{i=1}^{k}\left|\lambda_{v_{i}}-\gamma\right|^{2} \leqq \delta \tag{2.4}
\end{equation*}
$$

The theorem remains true, when both signs "s" in (2.3), (2.4) are reversed.

Proof: Consider the normal matrix $N$ - $I$, whose eigenvalues are $\lambda_{i}-\gamma_{i}(1 \leqq i \leqq n)$. If we rearrange the $\lambda_{i}$ 's into

$$
\begin{aligned}
& \lambda_{\nu_{1}}, \lambda_{\nu_{2}}, 000, \lambda_{\nu_{n}} \text { such that } \\
&\left|\lambda_{\nu_{1}}-v_{1}\right| \leq\left|\lambda_{\nu_{2}}-\gamma\right| \leq \cdots \leq\left|\lambda_{\nu_{n}}-\gamma\right|
\end{aligned}
$$

then applying the minimum property (2.2) to $N-r I$, we obtain

$$
\sum_{i=1}^{k}\left|\lambda_{v_{i}}-\dot{i}\right|^{2} \leq \sum_{j=1}^{k}\left\|(N-\forall I) x_{j}\right\|^{2}
$$

In view of (2.3), (2.5) implies (2.4).
Similarly one proves the second part of the theorem by applying the maximum property (2.1) to $N$ - KI

Remark: Let $\alpha$ and $\beta$ be any two complex numbers. Put

$$
\gamma=\frac{\alpha+\beta}{2}, \quad \delta=k\left|\frac{\alpha-\beta}{2}\right|^{2}
$$

Then in the theorem just proved, condition (2.3) becomes

$$
\begin{equation*}
\operatorname{Re} \sum_{j=1}^{k}\left((N-\alpha I) x_{j},(N-\beta I) x_{j}\right) \leqq 0 \tag{2.6}
\end{equation*}
$$

Using this form（2．6）of condition（2．3），we see that the case $k=1$ of Theorem 2.1 implies the following result：

COROLLARY 2．1．Let $N$ be an $n x n$ normal matrix．Let $x=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ be a vector different from the zero－vector． Let $N x=\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}$ If $\alpha, \beta$ are two complex numbers such that

$$
\begin{equation*}
\operatorname{Re} \sum_{i=1}^{n}\left(y_{i}-\alpha x_{i}\right)\left(\overline{y_{i}-\beta x_{i}}\right) \leqq 0 \tag{2.7}
\end{equation*}
$$

then $N$ has at least one eigenvalue in the disk

$$
\left|\lambda-\frac{\alpha+\beta}{2}\right| \leq\left|\frac{\alpha-\beta}{2}\right|
$$

The corollary remains true，when both signs＂§＂are reversed．
This result improves slightly an inclusion theorem fiven independently by $H$ 。Wielandt［12］and Walker－Weston［11］。 These authors assume

$$
\operatorname{Re}\left[\left(y_{i}-\alpha x_{i}\right)\left(\overline{y_{i}-\beta x_{i}}\right)\right] \leq 0, \quad(1 \leqq i \leq n)
$$

which is stronger than（2．7）。 On the other hand，the inclu－ sion theorem of Wieliandt－Walker－Weston generalizes an inclu－ sion theorem of L。Collatz［1］concerning real symmetric matrices．

THEOREM 2．2．Let $N$ be an $n x n$ normal matrix with eigen－ values $\lambda_{i}(1 \leqq i \leqq n)$ For any $k(\leqq n)$ orthonormal vectors $x_{1}, x_{2}, 000, x_{k}$ in the unitary $n$－space，there exist $k$ distinct indices $y_{1}, \nu_{2}, \ldots 0, y_{k}$ among $1,2, \ldots 0, n$ such that

$$
\begin{align*}
& \sum_{i=1}^{k}\left|\lambda_{\psi_{i}}-\frac{1}{k} \sum_{j=1}^{k}\left(N x_{j}, x_{j}\right)\right|^{2} \leq \\
& \sum_{j=1}^{k}\left\|N x_{j}\right\|^{2}-\frac{1}{k}\left|\sum_{j=1}^{k}\left(N x_{j}, x_{j}\right)\right|^{2} . \tag{2.8}
\end{align*}
$$

There also exist $k$ distinct indices $\nu_{1}, \nu_{2}, \ldots, \nu_{k}$ satisfying the reversed inequality of (2.8).

## Proof: Let

$$
\begin{aligned}
& \dot{\gamma}=\frac{1}{k} \sum_{j=1}^{k}\left(N x_{j}, x_{j}\right), \\
\delta= & \sum_{j=1}^{k}\left\|N x_{j}\right\|^{2}-\frac{1}{k}\left|\sum_{j=1}^{k}\left(N x_{j}, x_{j}\right)\right|^{2} .
\end{aligned}
$$

One sees that

$$
\sum_{j=1}^{k}\left\|(N-\dot{v} I) x_{j}\right\|^{2}=\delta,
$$

which incidentally implies that $\delta \geqq 0$ 。
Hence the first part of Theorem 2.1 implies the existence of $\nu_{1}, \ldots, \nu_{k}$ satisfying (2.8), and the second part of Theorem 2.1 implies the existence of $\nu_{1}, \ldots, \nu_{k}$ satisfying the reverse of inequality ( 2.8 ) 。

The case $k=1$ of Theorem 2.2 is a known result obtained independently by Wielandt [12] and Walker-Weston [11].

For its simplicity, we state explicitly the following special case of the case $k=1$ of Theorem 2.2. Let $N=\left(a_{i j}\right)$ be an $n \times n$ normal matrix. Let $D_{i}$ denote the disk $\left|z-a_{i i}\right| \leqq\left(\sum_{j \neq i}\left|a_{i j}\right|^{2}\right)^{\frac{1}{2}} \quad$ Then for each $i=1,2, \ldots, n$, $D_{i}$ contains at least one eigenvalue of $N$ and the interior of $D_{i}$ never contains all $n$ eigenvalues of $N$.
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