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EDITORS NOTE

This volume is a collection of publications that has been found to be essential and

useful in the conduct of the Electrical Measurement Assurance Program (EMAP) Workshop
under the sponsorship of the National Institute of Standards and Technology (NIST) and the

National Conference of Standards Laboratories (NCSL). Since 1981, the Electricity and the

Statistical Engineering Divisions of NIST have collaborated to give seven EMAP Workshops at

selected sites in the United States. These 5-day workshops, attended by about 30-40

participants, aim to disseminate NIST expertise in electrical measurements and calibration to

professionals and senior technical personnel in industries, standards laboratories, and state and

federal government agencies. Calibration designs and quality control techniques are emphasized

for use in their own laboratories.

Publications included in this volume appeared originally as articles scattered in journals,

NIST reports, technical notes, monographs and special publications. Some of these papers are

now out of print. The present volume, with some publications edited specifically for the EMAP
Workshop, will not only serve as a useful text and reference in class, but also for use by all

professionals interested in electrical measurements as well.

The pagination for this publication has the following format: a unique alphabetic

designation for each reprint is followed by the page number of the original article, e.g. A- 14.

H. H. Ku
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Measurement Assurance

Introduction

A single measurement can be the basis for actions taken to maintain
our health, safety or the quality of our environment. It is important

therefore that the errors of measurement be small enough so that the

actions taken are only negligibly affected by these errors. We

realize this necessity on a personal basis when we consider medical

measurements, or our exposure to radioactivity. In any government
regulatory action or measurement involved in legal actions it is also
obvious that the shadow of doubt surrounding the measurements should

be suitably small. But this is no less true for all other

measurements in science and industry and even though legal action may
not be involved, the validity of scientific inference, the
effectiveness of process control, or the quality of production may
depend on adequate measurements [2].

Allowable Limits of Measurement Error

How does one achieve this condition--that the measurements are "good
enough" for their intended use? It would seem obvious that one has to

start with the need--i.e., deciding upon what is "good enough". There
are a number of cases where physiological restraints provide the
definition such as in the allowable error in exposure to cobalt
radiation in cancer treatment or in the amount of pollutant entering a

lake. In nuclear materials control the allowable error is a function
of the amount of material which would pose a hazard if diverted. In

industrial production or conmercial transactions, the error limit is

determined by a balance between the cost of better measurement and the

possible economic loss from poorer measurement.

By whatever path such requirements are arrived at, let us begin with

the assumption that the allowable error should not be outside the

interval (-a, +b) relative to the quantity being measured. Our
problem is one of deciding whether the uncertainty of a single

measurement is wholly contained in an interval of that size. We
therefore need a means of assigning an uncertainty to a single
isolated measurement and, in fact, we need a perspective (i.e.,

physical and mathematical model) in which to view measurement so as to

give operational meaning to the term "uncertainty."

Reference Base to Which Measurements Must Be Related

It is instructive to contemplate the possible "cross-examination" of a

measurement if it were to become an important element in a legal

controversy. Two essential features emerge. First, that the
contending parties would have to agree on what (actually realizable)
measurement would be mutually acceptable. The logic of this seems
unassailable--if one cannot state what measurement system would be
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accepted as "correct," then one would have no defensible way of

developing specifications or regulations involving such measurements.
Second, the scientific cross-examination by which one establishes the

"shadow of doubt" relative to this acceptable value gives one the
uncertainty to be attached to the measurement.

The consensus or generally accepted value can be given a particularly
simple meaning in dealing with measurements of such quantities as

mass, volt, resistance, temperature, etc. One may require that
uncertainties be expressed relative to the standards as maintained by
a local laboratory or, when appropriate, to the national standards as
maintained by NBS. In other cases, nationally accepted artifacts,
standard reference materials or in some cases a particular measurement
process may constitute a reference base. One basic quality should not
be overlooked--all are operationally realizable. The confusion
engendered by introducing the term "true value" as the correct but
unknowable value is thus avoided.

Properties of Measurement Processes

In discussing uncertainty, we must account for two characteristics of
measurement processes. First, repeated measurements of the same
quantity by the same measurement process will disagree and, second,
the limiting means of measurements by two different processes will

disagree. These observations lead to a perspective from which to view
measurement namely that the measurement be regarded as the "output" of
a process analogous to an industrial production process. In defining
the process, one must state the conditions under which a "repetition"
of the measurement would be made, analogous to defining the conditions
of manufacture in an industrial process.

The need for this specification of the process becomes clear if one
envisions the "cross-examination" process. One would begin with such
questions as

Within what limits would an additional measurement by
the same instrument agree when measuring some stable
quantity?

Would the agreement be poorer if the time interval
between repetitions were increased?

What if different instruments from the same manu-
facturer were used?

If two or more types (or manufacturers) were used,
how much disagreement would be expected?

To these can be added questions related to the conduct of the
measurement.



What effect does geometry (orientation, etc.) have
on the measurement?

What about environmental conditions --temperature,
moisture, etc.?

Is the result dependent on the procedure used?

Do different operators show persistent differences
in values?

Are there instrumental biases or differences due to

reference standards or calibrations?

The questions serve to define the measurement process--the process

whose "output" we seek to characterize.

The current understanding of a scientific or industrial process or of

a measurement process is embodied in a physical model which explains
the interactions of various factors, corrections for environmental or
other effects, and the probability models necessary to account for the
fact that repetitions of the same event give rise to nonidentical
answers. For example, in noise level measurement one is involved with
assumptions regarding frequency response, weighing networks, influence
of procedures and geometry, and an accepted theory for making
corrections for temperature and other environmental factors. In mass
the properties of the comparator (balance) the environmental effects,
and the procedure used all enter into the description of the method.

One thus begins with the specification of a measurement method--the
detailed description of apparatus, procedures and conditions by which
one will measure some quantity. Once the apparatus is assembled and
checked out, one has a measurement process whose output can be studied
to see if it conforms to the requirement for which it was created.

In industrial production one tries to produce identical items but
usually a measurement process is set up to measure a variety of
quantities and Ordinarily one does not measure the same quantity over
and over. One thus has the problem of sampling the output of the
measuring process so as to be able to make statements about the health
of the process relative to the needs. The needed redundancy can
sometimes be achieved by remeasuring some of the items, or by

measuring a reference artifact periodically. It is essential that the
repetitions be done under the same diversity of conditions as the
regular measurements, and that the items being measured be typical of
the regular workload.

As an example, a sequence of measurements was made using two sound
level meters to measure a sound of nominally 90 dB re 20 pPa. The
sound was generated by a loudspeaker fed broadband noise. On 16
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different days measurements were made outdoors and over grass with the
loudspeaker in the same orientation and location relative to a

building 2 m behind the loudspeaker. The sound level meter was always
the same distance (10 m) from the loudspeaker and on a line
perpendicular to the face of the loudspeaker. Other than the grass,
the person holding the sound level meter, and the building to the rear
of the loudspeaker, there were no other reflecting surfaces or
obstacles within 50 m. No measurements were made in the rain or in

winds exceeding a few km/hr. The results from these 16 repetitions
are shown in Figure 1. Typically, had duplicate measurements been
made on the same day they would have given results as shown in Figure
2 .

FIGURE 1: DAY-TO-DAY VARIATION IN METER READINGS.

o
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FIGURE 2: DAY-TO-DAY VARIATION IN METER READINGS WITH MULTIPLE VALUES
PER DAY. (COINCIDENT POINTS INDICATED BY NUMBERS.)
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One now faces the question of how to describe the variation that
exists. Obviously there will be a different level of agreement

expected between pairs on the same day, but this variation in no way
predicts that encountered from day-to-day. The issue is not so much

the statistical procedures to be used--these will follow after one
defines the set of repetitions over which his conclusions must apply.

For measuring the short term change in noise level, the difference
between duplicates would apply; for any regulatory action, the day-to-
day variation would have to be considered.

The crucial step in assessing the effects of random error is that of
defining the set of repetitions over which the measurement is to
apply. In the context of legal proceedings, one arrives at the degree
of credibility of evidence by questions designed to find out how far
the statement could be in error. In measurement, the uncertainty is

arrived at by determining the amount of disagreement expected in the

set of repetitions that would be appropriate in the context of the
intended use of the measurement.

The Concept of a^ Repetition of ^ Measurement

Every measurement has a set of conditions in which it is presumed to

be valid. At a very minimum, it is the set of repeated measurements
with the same instrument-operator procedure-configuration. (This is

the type of repetition one would envision in some process control
oerations.) If the measurement is to be interchangeable with one made
at another location, the repetition would involve different
instrument-operator-procedure-environment configurations. (This type
of repetition is involved in producing items to satisfy a

specification and of manufacturing generally.) When the measurement
is to be used for conformance to a health, safety, or environmental
regulation even different methods may be involved in a "repetition."

To evaluate a measurement process some redundancy needs to be built
into the system to determine the process parameters. This redundancy
should be representative of the set of repetitions with which the
uncertainty statement is to apply. In NBS' measurements of mass, a

check standard is measured in parallel with the unknowns submitted for
calibration. One thus generates a sequence of measurements of the
same object covering an extended time period. From these results one
can answer questions relating to the agreement expected in a

recalibration and the operating characteristics of the measurement
process. In this simple case the check standard is treated exactly
the same way as the unknowns so that the properties of the process
related to it are transferrable to the unknown.

The essential characteristic in establishing the validity of
measurement is predictability that the variability remains at the same

level and that the process has not drifted of shifted abruptly from
its established values. One must build in redundancy in the form of a



control --the measurement of a reference quantity of known value—or by

remeasuring some values by a reference method (or by an instrument
with considerably smaller uncertainty). In cases where the phenomenon

can be repeated, one can learn about random errors by remeasuring at a

later time sufficiently far removed to guarantee independence.

In measuring an "unknown" one gets a single value, but one still is

faced with the need to make a statement that allows for the scatter of
the results. If we had a sufficiently long record of measurements, we
could set limits within which we were fairly certain that the next
measurement would lie. Such a statement should be based on a

collection of independent determinations, each one similar in

character to the new observation, that is to say, so that each

observation of the collection and also the new observation can be

considered as random drawings from the same probability distribution.
These conditions will be satisfied if the collection of points is from
a sufficiently broad set of environmental and operating conditions to
allow all the random effects to which the process is subject to have a

chance to exert their influence on the variability. Suitable
collections of data can be obtained by incorporating an appropriate
reference measurement into routine measurement procedures, provided

they are representative of the same variability to which the "unknown"
is subject. The statistical procedures for expressing the results
will depend on the structure of the data but they cannot overcome
deficiencies in the representativeness of the values being used.

The results from the reference item provide the basis for determining

the parameters of the measurement process and the properties are

transferable. One is saying, in effect, if we could have measured the
"unknown" again and again, a sequence of values such as those for the
reference item would have been obtained. Whether our single value is

above or below the mean we cannot say, but we are fairly certain it

would not differ by more than the bounds to the scatter of the values
on the reference item.

The bound +R, to be used for the possible effect of random errors may
be as simple as +3 (standard deviation) or may involve the combination
of many components of variance. Once the set of repetitions over
which one's conclusions must apply is defined, the structure of the
random error bound can be determined.

Possible Offset of the Process

Once one has established that his measurement process is "in control"
from the point of view of random variation, there remains the question
of the possible offset of the process relative to other processes. It

is not helpful to speak of the offset from a "true value" which exists
only in the mathematical or physical model of the process. The

usefulness of considering measurement in the context of legal
proceedings helps clear away some of the classical confusion about



errors of measurement. In a legal or regulatory setting, one is

forced to state what would be accepted as correct such as comparison
(by a prescribed process) with national standards or with the results
from a designated laboratory or consensus of many laboratories.

The idea of defining uncertainty as the extent to which a measurement
is in doubt relative to a standard or process defined as correct finds
expression in the recent Nuclear Regulatory Commission statement [12]:

70.57(a) "Traceability" means the ability to relate
Znduj'LdjLuoUt mojuMu/imzYit to national standards or
nationally accepted measurement systems ... (italics added)

One could measure the offset of his process relative to the accepted
process, and make suitable corrections to eliminate the offset.
However, for most processes, one is content with setting bounds to the
possible offset due to factors such as:

Errors in the starting standards

Departures from sought-after instrumentation (e.g.,
geometrical discrepancies)

Errors in procedures, environment, etc.

and other effects which are persistent. From properly designed
experiments one can arrive at a limit to the possible extent of errors
from these sources in answer to the question, "If the process were set
up ab initio, how large a difference in their limiting means would be
reasonable?"

A bound to a number of factors can be determined as part of regular
measurement. For example, the effect of elevation on sound level
measurements could be evaluated by occasionally duplicating a

measurement at a different height and taking an appropriate fraction
of the observed difference as the limit to the possible offset due to
any error in setting elevation. Figure 3 shows some results from
sound level meters at two heights with the source at a constant
height.

FIGURE 3; DIFFERENCE BETWEEN METER VALUES WITH CHANGE IN HEIGHT



Even if one has a functional relation, y = f(h), expressing the
dependence of the result, y, on height, h, one still has to carry out
these measurements. The usual propagation of error approach involving
partial derivatives, etc., implies that all instruments are equally
dependent on the parameter under study, that there are no effects
related to the factor except that contained in the formula. This can
be verified for a particular instrument by actually measuring its
response.

A similar comparison was made for a different orientation of the
instrument with respect to this signal source and is shown in Figure
4. The effect of orientation is negligible and one would not be
justified in adding an allowance for possible systematic error from
this source based on a theoretical calculation.

FIGURE 4: DIFFERENCE BETWEEN METER VALUES WITH A CHANGE IN ORIENTATION

From these measurements, one will have a set of bounds E] , E 2 » E3 , ...

to the possible offset or systematic error from the various factors.
The question as to how to combine these to a single bound to the
possible offset depends on knowledge of the joint effects of two or
more factors and on the physical model assumed for the process. For
example, if the bounds Ei and Ej arise from independent random error
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bounds, then it would be appropriate to combine them in quadrature,
i.e., vCfTTJ. An error in the model e.g., assumed linearity even
when nonlinearity exists) would act as an additive error. The
properties of any combination rule can be evaluated and a selection
made of the most appropriate. The result will be an overall value, E,

for the possible offset for the limiting mean of the process from that

of the nationally accepted process.

Uncertainty

What can one say about the uncertainty of a measurement made by a

process that may be offset from the nationally accepted process by

some amount +E, and is subject to random errors bounded by +R? How
should these values be combined? To begin with, one could raTse the

question, "If the random error could be made negligible, what
uncertainty would one attach to a value from the process?" Clearly
the answer is +E. The next question, "If, in addition, a random error
of size R is possible, what do we now say about the uncertainty?" The
answer seems obvious--E and R are added to give an uncertainty of +[E
+ R].

But what if E were itself the result of only random errors? The
answer depends on what one calls a repetition. By the way E is

defined, it is the bound for the systematic offset of the process and
although it may be arrived at from consideration of random errors, the
factor involved keeps the same (unknown) value throughout. Our
ignorance does not make it a random variable.

Consider the case of a mass standard. NBS' certificate states that
the uncertainty is based entirely on random variation, the effects
from systematic errors being negligible. But unless one recalibrates,
the error due to calibration remains fixed in all measurements by the
user.

The uncertainty of a measurement— the width of its "shadow of doubt"

in a legal proceeding—must therefore be the sum of the random error
and systematic error limits.

Measurement Process Control

The essential feature for the validity of the uncertainty statement is

that the process remain in a state of statistical control. Once an

out-of-control condition occurs, one has lost predictability and the

previous uncertainty statements are no longer valid.

To monitor the process some redundancy has to be built into the
system. A variety of techniques can be used to give assurance of
continued control. For example, one could periodically measure the
same reference item or artifact or one could make duplicate
measurements on some production items with enough delay to guarantee
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independence. The American National Standards Institute Standard
N15.18 for mass measurement [10] is an example where this approach is

worked out in detail. But one has to verify more than just those

parameters related to random variations. One needs to build in tests

of the adequacy of the physical model by a variety of tests on the

process (e.g., by repeating measurements under different conditions to

verify the adequacy of the corrections for such changes) as well as

periodic redetermination of the bounds for systematic error. One thus

tests that the assumed model is still acceptable and that the

parameters assigned to that model have not changed.

An excellent example of the efficacy of this approach is given by the

recent announcement [6] of discrepancies of 1 mg in the assignment of
mass to aluminum kilogram standards. The mass measurement system has

long been shown to be nearly perfect for the usual standards. To
check up on the performance of the system at densities nearer to that
of most objects involved in practical measurement, an aluminum
kilogram was sent to laboratories including several at high
elevations. It turns out that the difference between the mass of a

stainless steel and an aluminum kilogram is significantly different at
different elevations. This unsuspected property of the real
measurement system is now the subject of considerable study.

All measurements have some form of measurement assurance program
associated with them although, as with quality control, we usually
reserve the term for a formal program. In a formal program one treats
the whole process--beginning with a study of the need, the development
of a measuring process and a procedure for determining and monitoring
its performance, and an evaluation of the effectiveness of the whole
effort. One needs a criterion of success to be able to determine
whether more of one's current measurement activity or perhaps some
alternative would contribute most to the overall program, and this is

not necessarily provided by the smallness of the uncertainty for a

measurement.

For example, when the requirement is for matched sets (e.g., ball

bearings) or mated assembly parts, then it is usually cheaper and more
accurate to sort into finely divided classes and match for correctness
of fit rather than perform direct measurement of each part.

When the measurement requirements are stated in terms of the needs of
the system, (number of correctly matching parts, number of correctly
measured dosimeters, etc.) one can measure success of the measurement
effort in terms of closeness to meeting those goals. Measurement
efficiency is thus judged in terms of the output of the organization
rather than by the count of the number of significant digits. Also,
one needs this measure of performance of the measurement effort to be
able to identify those areas which need improvement.
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Examples of Measurement Assurance Programs in NBS Measurements

Two easily described measurement assurance programs are those in mass
and length. In routine calibration, a check standard is included with
each set of weighings and process control is maintained by monitoring
the value obtained for the check standard and of the random error from

the least squares analysis [8, 9]. Control charts have been
maintained since 1963. In the calibration of gage blocks, similar
process control has been maintained since 1972 on both the

interferometric process by which the assignment of length to the NBS

master gage blocks is done and on the comparator process by which

length values are transferred to customer gage blocks. [1, 7]

Similar programs are in effect in all divisions, but not all

quantities involved in calibration have a formal program worthy of the

name, measurement assurance.

Examples of Measurement Assurance Programs At Other Laboratories

Only two examples of measurement assurance programs at other
laboratories have ever been reported. One at Autonetics [3] in length
and one at Mounds Laboratory in mass. Once the mass measurement
system for UFg is underway as part of the Safeguards program, NBS will
be able to document the efficacy of the approach in practical
measurement.

The NBS Measurement Assurance Programs Offered As A Part Of
Our Cal i brat ion Service

Measurement Assurance Programs are listed as a calibration service in

mass, volt, resistence, capacitance, voltage ratio, watthour meters,
platinum resistance thermometry, and laser power. These are designed
to measure the offset of measurement processes for the calibration of
standards by other standards laboratories. These are applicable only
to those laboratories who maintain and calibrate standards in the same
manner as NBS. [See 11, 5, 13.]

These procedures enable a laboratory to determine the offset between
its process of calibrating standards and that of NBS.

Need For Measurement Assurance Program For Practical Measurement

The UFg cylinder program for Safeguards [lo] is an example of NBS'
service in providing a direct method for measuring the offset of
practical measurement processes from that accepted as correct, namely
mass measurement by NBS. Investigation of the need and possible
mechanisms or artifacts for monitoring the offset of practical
measurements in quantities such as voltage, resistance, length,

radioactivity is underway. (For examples of the application of these

principles to sound level meters, see [5].)
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In personnel dosimetry procedures are being worked out [14] to monitor
the output of firms providing such services. In this case, a table of

allowable limits of uncertainty are based on physiological

considerations. Process parameters are to be determined by an initial

study. Routine monitoring will be used to confirm that the process is

"in control" at those levels, otherwise the parameters are

redetermined ab initio. These "consistency" or "in control" criteria
replace the usual one-time round robin approach. The amount of effort

needed to establish this predictability is a function of the risk and

costs of wrong decisions.

In industrial measurement we could ask

If some critical measurements on the production line were
repeated would the two measurements agree?

How much bad material is passed, or good material rejected
because of errors in measurement?

To those who have not properly answered these questions, dollar
savings and improved product quality are possible without redesign or
changes in production procedures.

Is our faith in instruments justified? Implicit faith in the
correctness of instruments means that product variability (as

determined by these instruments) is attributed to variability in

components, raw materials or even poor design. One wonders how many
times this has led to expensive changes in production procedures
without apparent improvement because the variability actually arose in

the measurements themselves.

How often has the installation and methods of use degraded the output
of an instrument capable of much more accuracy than is required when
handled properly? Without some surveillance of the actual
measurements, one would never know.

One wonders how often a product is redesigned because measurement
error has led to the decision that the product does not conform to
specifications.

The result of this look at measurement is measurement assurance--the
quality control of measurement. If adequate control exists, then one
can look elsewhere for improvements in the product line. If it does
not, then one has the possibility of savings without changing
production procedures.

Some form of redundancy must be built into the process to answer these
questions.
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Preface

The purpose of this document is to guide the reader through the logical
development of a measurement assurance program as it is intended to

i) Tie a measurement process or reference standards to the defined unit of

measurement for the quantity in question or to national standards; and

ii) Establish the uncertainty of values reported by the process through the

maintenance of statistical control of the measurement process.

The discussion is approached in the context of the assumption that the tie to

defined units or national standards is accomplished via a tie to NBS.

Participation in a measurement assurance program can satisfy this tie where
systematic error is evaluated via measurements made in the participating
laboratory on an NBS transfer standard and where it can be shown that the

measurement process is continuously in a state of statistical control. This

in no way implies that measurement assurance cannot be attained without formal
participation in an NBS sponsored program, but the presentation is made more
concrete in this context.

The formulation of measurement assurance techniques for all measurement
situations is not within the scope of this document. Obviously, such matter
is best handled on a subject basis. The dearth of suitable documentation for
specific measurement disciplines serves as a motivating factor in the

development of this guide which describes statistical procedures and analyses
that are generally pertinent to measurement assurance. It is hoped that the
reader will be able to adapt the philosophy and techniques contained herein to

his own particular measurement needs.

The material in this document is largely statistical in nature because of the

measurement assurance approach to quantifying both the random and systematic
errors that are generated by a measurement process. It should be recognized,
however, that measurement assurance is not achieved by statistical techniques
alone but by the totality of procedures such as correct measurement practice,
adherence to recommended procedures, control of environmental factors and
estimation of process parameters that relate the output of the measurement
system to national standards.

This document is the second part of a general treatise. Measurement Assurance
Programs , which is divided into Part I: General Introduction and
Part II; Development and Implementation . Part I by Dr. Brian C. Belanger is

intended as a statement of the goals of measurement assurance from a

managerial perspective and advances the basic philosophy of quality in

measurement. Part II, which was supported by the NBS Office of Measurement
Services, extends the principles so stated to specific measurement situations,
drawing extensively on programs that were developed by Mr. Joseph Cameron in

consultation with NBS technical divisions. In addition to these examples,
measurement control programs with verifiable uncertainty statements are
outlined for measurement situations that the author has encountered in

consultations with the measurement community outside NBS.

Table I and Table II in this manuscript were compiled using the NBS software
package DATAPLOT developed by Dr. James Filliben.
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Measurement Assurance Programs

Part II: Development and Implementation

Carroll Croarkin
Statistical Engineering Division
Center for Applied Mathematics

National Bureau of Standards
Gaithersburg, MD 20899

This document is a guide to the logical development of a

measurement assurance program in which the tie between a
measurement and its reference base is satisfied by measurements

on a transfer standard. The uncertainty of values reported by

the measurement process is defined; and the validation of this
uncertainty for single measurements is developed. Measurement

sequences for executing the transfer with NBS and procedures for

maintaining statistical control are outlined for eight specific
measurement situations with emphasis on characterizing parameters

of the measurement process through use of a check standard.

Key Words: Calibration; check standard; measurement assurance; random error;

statistical control; statistical methods; systematic error;
uncertainty.

1. The Development of a Measurement Assurance Program

1.1 Historical Perspective

The development of measurement assurance at the National Bureau of Standards

,

over the more than eighty years that the nation’ s premier measurement
laboratory has been in existence, has evolved hand in hand with the NBS
central mission of providing quality measurement. We might date this

evoi^ution as starting with the early experiments on the velocity of light
[l] . Since then the principles of measurement assurance have reached
realizations of all SI units and numerous derived units of measurement, and

even now are influencing innovations in measurement science related to
electronics and engineering.

As the reader familiarizes himself with the concepts of measurement assurance,

he will come to realize that quality in calibration is dependent upon the
inclusion of a check standard in the calibration scheme. The first
application of this principle at NBS came in the area of mechanical
measurements where a prescribed series of observations known as a weighing
design, so called because of the obvious connection to mass weighings, defines
the relationship among reference standards, test items and check standards.
The first weighing designs published by Hayford in 1893 [2] and Benoit in 190?
[3] had no provision for a check standard, and the creation of suitable
designs had to await general progress in the area of experimental design which
characterized statistical activity at NBS in the nineteen fifties.

The numbers in brackets refer to references cited at the end of this
document.
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As early as 1926 an NBS publication by Pienkowsky [4] referred to a standard
one gram weight whose mass as "determined in the calibrations just as though
it were an unknown weight" was used as a gross check on the calibrations of
the other unknown weights. It remained until the nineteen sixties for the
concept of measurement as a process to be described by repetitions on a check
standard such as the one gram weight described by Pienkowsky. At that time
calibrations of mass and length standards were formalized into measurement
assurance programs with demonstrable uncertainty of reported values and
statistical control of individual calibrations. A compendium of weighing
designs for mechanical and electrical quantities with allowance for a check
standard in each calibration sequence was published in 19T9 (Cameron et al

I5l).

Although many experimenters, past and present, have contributed to the quality
of measurement science at NBS, the formulation of measurement assurance is the

special province of the Statistical Engineering Division. Three members of
this group, C. Eisenhart, W. J. Youden and J. M. Cameron, were largely
responsible for fruition of the check standard concept, and the advent of
electronic computers aided in the rapid application of this concept to NBS
calibration programs. In I962 a paper by Eisenhart [6] laid the groundwork
for defining a repetition for a measurement process and assessing the
uncertainties associated with such a process. This paper still serves as the
primary treatise on the subject. Concurrently, Youden was implementing
"ruggedness" testing in physical measurements [t 1

»

and at the same time he was
introducing experimental design into interlaboratory testing [8]

.

In 1967 the first documentation of a measurement assurance approach appeared
in print as an NBS monograph. The tutorial by Pontius and Cameron [9I

»

treated the entire spectrum of mass measurement as a production process and
began the dissemination of measurement assurance outside the NBS community.
In the years since then, measurement assurance, both within and outside NBS,
has been applied to basic SI units such as length as formulated in reference
[lO] and complex measurement areas such as dimensional measurements for the

integrated circuit industry as formulated in reference [ill

.

Recently the
measurement assurance approach has found its way into an ANSI standard for

nuclear material control [l2l with the use of "artifact reference mass

standards as references for uranium hexafluoride" cylinders reported by
Pontius and Doher [l3l

•
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1.2 Introduction

The development of a measurement assurance program evolves logically from the

specific interpretation that we will give to the term "measurement assurance".

The reader is asked to lay aside interpretations given to this term from

previous experiences and to concern himself with what it means to have

demonstrable scientific assurance about the quality of a measurement. For

calibration activities, quality of a measurement is defined by its

uncertainty, and the validity of an uncertainty statement for an individual

measurement is guaranteed via the measurement assurance program as it is

intended to

i) Tie a single measurement to a reference base; and

ii) Establish the uncertainty of the measured value relative to this

reference base.

Firstly, in the case of basic SI units, a single measurement of a

characteristic embodied in an object or artifact must be related to the

defined unit for that quantity; for example, until recently the length of a

gage block was defined relative to the wavelength of radiation of krypton 86

as realized through interferometry [14]

.

Because derived units of measurement
can only be indirectly related to basic units, the measurement assurance
concept is extended to such quantities by requiring that they be related to a

reference base such as artifact standards or a measurement system maintained
by the National Bureau of Standards. Secondly, a measurement assurance
program must provide a means of maintaining statistical control over the

measurement system thereby guaranteeing the validity of the uncertainty for a

single measured value relative to its reference base (Cameron [15]).

The definition of measurement assurance is completed by an examination of the

properties of measurement. A single measurement is properly related to

national standards only if there is agreement between it and a value that

would be achieved for the same quantity at NBS—meaning a value that would be

arrived at from a sufficiently long history of like measurements at NBS. In

actuality it is not possible to estimate the disagreement between a single
measurement in a given laboratory and the long-term NBS value. However, if

the measurement system of the laboratory is stable or as we say operating in a

state of statistical control, the single measurement can be regarded as a

random draw from another long history of measurements which also tend to a

long-term value. The purpose of calibration is to eliminate or reduce the
disagreement, referred to as offset, between a laboratory's long-term value
for a measurement and the corresponding NBS long-term value by corrections to

the measurement system and/or reference standards.

Where offset cannot be eliminated or reduced by calibration, it is a

systematic error accruing to the laboratory's measurement system. Even where
there is an accounting for such disagreement, the fact that NBS has imperfect
knowledge about the long-term value from its own measurement system, based as

it is on a finite though large number of measurements, means that the limits
of this knowledge contribute another systematic error to the measurement
system of the laboratory. In some special cases systematic and random errors
that arise as NBS attempts to tie its measurement system to defined units of
measurement may also become part of the systematic error for the laboratory.
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The uncertainty that surrounds any single measurement describes the extent to
which that single number could disagree with its reference base. The
uncertainty includes all systematic errors affecting the measurement system;
it also includes limits to random error that define the degree to which the

individual laboratory, just as NBS, may be in error in estimating the long-
term value for the measurement. Where the calculation of a long-term value
for a measurement and limits to random error cannot be done directly, which is

the usual case for calibration measurements, the long-term value is referenced
to a long-term value of measurements made on an artifact(s) called a check
standard

.

Measurement assurance is attained when the determination of all sources of

systematic error is coupled with statistical control of the measurement
process as achieved by adapting quality control techniques to measurements on

the check standard. Statistical control consists of comparing current check
standard measurements with the value expected for such measurements and making
decisions about the condition of the process based on the outcome of this

test. The establishment of suitable check standards and implementation of

statistical control procedures are discussed in the next two chapters with
implementation for specific cases being outlined in chapter 4.

The determination of systematic error is made by intercomparing the

laboratory’s reference standard(s) or measurement system with national
standards or a measurement system maintained by the National Bureau of

Standards. This intercomparison can be interfaced with NBS in one of three
ways. Firstly, the reference standards can be submitted to the usual
calibration exercise wherein values and associated uncertainties are assigned
to the reference standards by NBS. The only sources of systematic error that

are identifiable in this mode are directly related to the reference standards
themselves and to the NBS calibration process. The name "measurement
assurance program" is not formally attached to such efforts because the NBS
involvement is limited and measurement control is left entirely to the

participant, but the goal of measurement assurance is certainly realizable by

this route.

Secondly, systematic error can be identified by internal calibration of

instrumentation or reference standards through use of a standard reference
material distributed by NBS. Thirdly, systematic error can be determined by a

formal program in which an NBS calibrated artifact, called a transfer
standard, is treated as an unknown in the participant's measurement process.
The difference between the participant’s assignment for the transfer
standard and the NBS assignment determines the offset of the participant’s
process or reference standards from NBS.

The National Bureau of Standards provides measurement assurance related
services that utilize the latter two courses, especially the use of transfer
standards, in selected measurement areas [16] . A standard reference material
and a transfer standard are comparable in the measurement assurance context.
The latter is referred to more frequently in this publication because transfer
standards are more publicized in connection with measurement assurance.
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The development of a program which satisfies the goals of measurement
assurance begins with the measurement problem which must be related to

physical reality by a statement called a model. Models covering three aspects
of metrology are discussed in this chapter. The first of these, the physical
model, relates the realization of the quantity of interest by a measurement
process to the fundamental definition for that quantity. Physical models
change with changes in fundamental definitions.

For example, until 1960, the standard of length was "the distance between two

scratch marks on the platinum-iridium meter bar at the Bureau International
des Poids et Mesures" [17]. Models for realizing length related the

intercomparison between the international meter bar and the national meter bar

and subsequent intercomparison between the national meter bar and gage block
standards. In 1960 length was redefined in terms of the wavelength of

radiation of krypton-86. The defining wavelength of 86Kr was related to the

wavelength of a stabilized laser light^, thus establishing the relationship of

interference fringe patterns observed with the laser interferometer to the

length of gage blocks standards. Length has recently been redefined in terms
of the velocity of light. This latest change will necessitate another model
relating standards to "the length of the path traveled by light in a vacuum
during a (given) time interval" [17].

The calibration model describes the relationship among reference standards,
items to which the quantity is to be transferred such as secondary or

laboratory reference standards, and the instrumentation that is used in the

calibration process. For example, calibration of gage blocks by

electromechanical intercomparison with gage block standards that have been
measured interferometrically includes a correction for the temperature
coefficient of blocks longer than 0.35 inches [19] . The calibration model for

these intercomparisons assumes a constant instrumental offset that is canceled
by the calibration experiment as discussed in section 1.4.

Statistical models further refine the relationship among calibration
measurements in terms of the error structure. Section 1.5 describes the

type of error structure that is assumed for measurement assurance programs
taking as an example the eletromechanical comparison of gage blocks according
to the scheme outlined in section 4.

Modeling, usually the responsibility of the national laboratory, is emphasized
in this chapter partly to lay the foundation for the remainder of the text and

partly so that the reader can form some idea of the degree of success that can
be expected from a measurement assurance program. It is an implicit
assumption that the validity of any intercomparison, either between transfer
standards and reference standards or between reference standards and the

workload, depends upon all items responding to test conditions in

fundamentally the same way as described by the models.

^ "Direct calibration of the laser wavelength against 86Kr is possible, but is

relatively tedius and expensive. The procedure used is a heterodyne
comparison of the stabilized He-Ne laser with an iodione stabilized laser"
(Pontius [18] ) .
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This logic leads us the next major phase in development—the test of the
measurement prescription as a device for transferring a quantity of

measurement from the national laboratory to a laboratory participating in a

measurement assurance program. The final phase—the application of quality
control techniques to the measurement process ensures a continuing tie to the
national system of measurement. Several activities can take place during each
of these phases. These are listed either in section 1.6 under the role of NBS
or in section l.T under the role of the participant although it is clear that
in practice there is some overlapping of these responsibilities.

In summary, measurement assurance implies that the determination of systematic
error and the assignment of values to standards has been done correctly at

every- step in the measurement chain and, moreover, that this is guaranteed by
a statistical control program that is capable of identifying problem
measurements at every transfer point in the chain. Accomodation to these
principles may require modification of the laboratory’s calibration
procedures. Where an NBS transfer standard is used to directly calibrate
reference standards, the same measurement process and control procedures that
are use^d for this intercomparison should be used for the regular workload.
Where the transfer standard is used to calibrate a laboratory’s primary
standards, a statistical control program should be implemented for this
intercomparison, along with similar control programs for the intercomparison
of the primary standard with the reference standards and for the
intercomparison of the reference standards with the workload. Obviously, the
effort required to maintain such a system is greater than is required to
maintain a current calibration on the reference standards. Measurement
assurance places a substantial portion of the burden of proof on the
participant, where it should rightfully be, because it is the quality of his

measurements that is of ultimate interest.

1.3 Models for a Measurement System

A measurement system that relies on an artifact demands that the artifact play
"two essential roles in the system; it must embody the quantity of interest,
and it must produce a signal, (such as the deflection of a pointer on a scale
or an electrical impulse) which is unambiguously related to the magnitude or

intensity of the specified quantity" (Simpson [20l). The first step that must
be undertaken in constructing a measurement system is to reduce the artifact
to an idealized model which represents those properties believed to be
pertinent to the intended measurement.

This model of the measurement process, based on the laws of physics, in the
broadest sense embodies our understanding of the physical universe. It is

usually a software model or statement that relates the signal produced by the
artifact and all procedures used to produce the desired measured value, called
the measurement algorithm, to the realization of the physical quantity of
interest taking into account any factors such as environmental conditions that
affect this realization.
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The integrated circuit industry is a case study of a measurement problem not

properly defined in terms of an artifact model. Inability throughout the

industry to measure optically the widths of chromium lines to the accuracies
needed for producing photomasks for integrated circuits can be traced to

misconceptions about the nature of linewidth measurements—misconceptions that

led to reliance on a line-scale calibration for making such measurements, in

the hope that a correct line-scale for the optical system would guarantee
accurate linewidth measurements

.

Before attempting to produce a linewidth standard, NBS explored the nature of

the systematic errors that are inherent in line-scale and linewidth

measurements (Nyyssonen [2l]). Line-scale defines the internal ruler of an

instrument i.e. it is basically a left-edge to left-edge or a right-edge to

right-edge measurement for which any bias in detecting edge location is

assumed to cancel out. Linewidth, a more difficult determination, measures
the width of a physical object, in this case a chromium line. It is a

left-edge to right-edge measurement in which any bias in detecting edge

location is assumed to be additive (Jerke [22]).

This theoretical modeling was corroborated by an interlaboratory study which
demonstrated that an optical imaging system, although properly calibrated for
line-scale, would not necessarily produce linewidth measurements with
negligible systematic errors. The study also demonstrated that the same

system when properly calibrated using a linewidth artifact would produce
linewidth measurements with negligible systematic errors (Jerke et al [23l)*

A model is never complete or perfect, and the difference between the model and
reality leads to "a particular type of systematic error which exists if the
measurement algorithm is flawless. Failure to recognize this fact can lead to

major wastes of resources since no improvement in the measurement algorithm
can reduce this error" (Simpson [2U]).

Thus even though NBS semiconductor research has greatly enhanced linewidth
measurement capability, the accuracy of linewidth measurement is still
constrained by the difference between the real edge profile of a chromium line

and a theoretical profile (Nyyssonen [25l ) upon which the model depends. The
discrepancy between the edges of chromium lines on production photomasks and

the theoretical model is a limiting factor in attaining measurement agreement

among photomasks makers, and it will not be reduced by finer tuning of the

optical imaging systems or more accurate standards. This points out a problem
that exists in going from the calibration laboratory with carefully fabricated

artifacts to the production line and prompts us to include a caveat for the

claims of measurement assurance programs. This type of systematic error is

kept at an acceptable level only if the measured items are close in character

to the standards and theoretical model on which their assignments depend.

The only strategy which can reduce model ambiguity identically to zero uses
objects called "prototypes" and, in effect, takes a particular object and

defines it to be its own model. As pointed out by Simpson [26]

,
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This amounts to saying that this object is the perfect and
complete realization of the class of objects to which it belongs,
and hence the model ambiguity is, by definition, identically zero.
The only SI unit still using this strategy is mass where the Parish
Kilogram is the kilogram of mass, and the only objects where mass
can be unequivocally defined are one kilogram weights made of
platinum.

The comparison of a non-platinum kilogram with the Paris kilogram would
produce a systematic error unless the comparison was done in vacuum. High
accuracy mass calibrations in air are corrected for air buoyancy — a
correction that depends on the material properties of the weight, temperature
on the weight at the time of weighing and the local pressure and humidity.
Any ambiguity between the model that drives this correction and the Paris
kilogram in vacuum contributes a systematic error to the calibration process
although admittedly this error is negligible.

l.U Models for a Calibration Process

l.i^.l The Calibration Experiment

The exploration of the physical and mathematical models tha1^ relate a

measurement to a quantity of interest leads to a measurement algorithm which
defines a reference standard, instrumentation, environmental controls,
measurement practices and procedures, and computational techniques for
calibrating other artifacts or instruments with respect to the desired
property.

Calibration is a measurement process that assigns values to the
response of an instrument or the property of an artifact relative to
reference standards or measuring processes. This may involve
determining the corrections to the scale (as with direct-reading
instruments), determining the response curve of an instrument or
artifact as a function of changes in a second variable (as with
platinum resistance thermometers), or assigning values to reference
objects (as with standards of mass, voltage, etc.) (Cameron [2T1)*

Calibration consists of comparing an "unknown" or test item which can be an
artifact or instrument with reference standards according to the measurement
algorithm. The calibration model, which addresses the relationship among
measurements of test items and reference standards, must reflect the fact that
the individual readings on the test items and reference standards are subject
to systematic error that is a function of the measuring system and random
error that may be a function of many uncontrollable factors.

^The international standard of mass resides at the Bureau International des

Poids et Mesures in SWres, Just outside Paris.
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There are two common generic types of calibration models, additive models and
multiplicative models. Reduction of systematic error by intercomparison with

a reference standard involves estimating offset as either an additive factor A

or a scale factor X which in turn is used to assign a value to the test item
relative to the known value of the reference standard. The choice of an

additive or multiplicative model depends on the nature of the relationship
among test items and reference standards and properties of the measuring
system.

The calibration experiment is designed not only to assign values to test items
that will account for systematic error between the requestor and the

calibrator but also to estimate the magnitude of random errors in the
calibration process. The nature of random error is discussed more fully in

section 2.2, but suffice it to say for now that we are talking about small

fluctuations that affect every measurement but are unmeasurable themselves for
a given measurement. The statistical derivations in this manuscript assume
that the random errors are independent and that they affect the measuring
process symetrically i.e., that one is not predictable in size or direction
from any other one and that the chances are equal of the resulting measurement
being either too large or too small. It is also assumed that random errors
for a given process conform to a law called a statistical distribution; quite
commonly this is assumed to be the normal distribution, and the calibration
experiment is designed to estimate a standard deviation which describes the

exact shape of this distribution.

In the next three sections we list models that are in common usage in

calibration work, and although the list is not exhaustive, it includes those
models which form the basis for the calibration schemes in chapter It is
noted that the term "reading" or "measurement" in this context does not refer

to a raw measurement, but rather to the raw measurement corrected for physical
model specifications as discussed in the last section.

1.U.2 Models for Artifact Calibration^

In the simplest additive model for a calibration process, a test item x with a
value X , as yet to be determined, and a reference standard R with a known or
assigned value R are assumed to be related by:

X* = i + R*

where A is small but not negligible. The method for estimating the offset A
between the two artifacts depends upon the response of the calibrating
instrument.

If the calibrating instrument is without systematic error, the instrument
response x for any item X will attain the value X* except for the effect of
random error; i.e., the instrument responds according to the model

X = X + e

^ The models for artifact calibration are also appropriate for single-point
instrument calibration.
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where e represents the random error term. In this case there is no need to
con^Dare the test item with a reference standard because the capacity for

making the transfer resides in the calibrating instrument. Such is assumed to

be the case for direct reading instruments. Normally the calibrating
instrument is not invested with such properties , and one calibration approach
is to select a reference standard that is almost identical to the test item
and compare the two using a con^arator type of instrument for which additive
instrumental offset is cancelled out in the calibration procedure. Given
that the conparator produces a measurement x on the test item and a

measurement r on the reference standard, the response is assumed to be of the
form:

X = ij; + X* +

and (1.4.2)
r = Ip + R* + Ej.

where ij; is instrumental offset and the and are independent random
errors. An estimate^ of A is gotten by the difference

^ = X - r , (1.4.3)

and the value of the test item is reported as

A
X

** *
A + R .

An inherent deficiency in relying on a single difference to estimate A is that
it does not admit a way of assessing the size of the random errors. If the
calibration procedure is repeated k times in such a way that the random errors

from each repetition can be presumed to be independent, the model for k pairs
of readings rj , xj (j=l,***,k) becomes

Xj = ^ + X* +

r:t = Ip + R* + e
^

j

and the offset is estimated by

1 ^
t = -

i (Xi - Ti) .

k i=i

Given the further assumption that all the random errors come from the same
distribution, the magnitudes of the random errors can be quantified by
a standard deviation (see Kn [28 ] for a clear and concise discussion of
standard deviations)

.

Another less frequently assumed response for a calibrating instrument allows
not only for instrumental offset \p but also for a non-constant error that
depends on the item being measured. Ihis type of response is sometimes
referred to as non-linear behavior, and in this case two reference standards
with known values R^ and Rg are required to estimate X . Given measurements
r]_ on the first standard and T2 on the second standard, the instrument
response for the three artifacts is described by:

^ The caret ( " ) over a symbol such as A denotes an estimate of the parameter
from the data. It is dropped in future chapters where the intent is obvious.

( 1 . 4 . 4 )

(1.1*. 5)
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X = t|; + 3X

r]_ = tj; + 3R]_* +

and T2 = ^ + 3R2* + £]

(1.U.6)

where the parameter 3 is non-trivial and different from one, and

and are independent random errors. ^

Then the measured differences x-r^ and r2-r]_ are used to construct an estimate

of A, namely.

^ = (R2
* - Ri*)*(x - ri)/(r2 - r^^). (l.U.T)

The calibrated value of the test item is reported as

X = A + Ri . (1.U.8)

Equivalently, A can be estimated by

A = (R]^* -R2*)*(x - - ^2)

in which case
X* = A + R2*

In order to achieve symmetry in the use of the reference standards , before and
after readings, X;j^ and X2, can be taken on the test items with the readings in

in order X]^, r^^, r2 5 and X2. Then A is estimated by

t = - (R2
* - Ri*)*(xi - Ti -r2 +X2)/(r2 -ri). (l.i|. 8a)

and the value for the test item is given by

X = A + — (R]_ + R2 ) •

In comparing the models in (l.U. 2 ) atnd (l.i+.6) one sees that the former model
amounts to the slope 3 of the response curve of the instrument being
identically one. If this slope is in fact close to one, which is certainly a
reasonable assumption for most instruments, any departure from this assumption
will contribute only a small systematic error in the assignment to the test

item because of the small interval over which the measurements are taken. For
this reason (l.U.2) is the commonly accepted model for calibration processes
that use a comparator system of measurement.

The model in (I.U.6) amounts to a two-point calibration of the response
function of the instrument ; it is not dependent on a small calibration
interval; and it is commonly used for direct-reading instruments. Notice that
for either model a valid calibration for the test item does not depend on the

response parameters of the instrument as long as they remain stable.
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A multiplicative model for calibration assumes that the test item X and the
reference standard R are related by

X* = yR* (I.U. 9 )

and that the measuring instrument has a response function of the form

X = 3X* + Ex (I.i+.IO)

r = 3R* +

•where 3 and and are defined as before. The model leads to an estimate
of Y ; namely,

Y = x/r . (l.U.ll)

The calibrated value of the test item is reported as

X* = yR*. (1.U.12)

I.U .3 Models for Instrument Calibration

Models for instrument calibration relate the response of the instrument to a
known stimulus called the independent -variable. Where non-constant response
of the instrument over a range of stimuli can be either theoretically or

empirically related to the stimulus, the relationship is called a calibration
curve

.

The model for a calibration curve assumes that a response X is offset from a

known stimulus W by an amount A(w) that depends on W and that the relationship
holds over the entire calibration interval within a random error e. A
relationship of the form

X = a + 3W + e (l.i|.13)

where a and 3 may be unknown parameters is called a linear calibration curve.

Once the parameters of the calibration curve are known or have been estimated
by an experiment, future responses can be related back to their corresponding
stimuli. In the general case this inversion is not easy nor is the attendant
error analysis very tractable because the calibration curve is used in the
reverse of the way that the data are fitted by least-squares.

The only case where the solution is straightforward is the linear case where a
series of readings Xj

( j=l , • •
• ,n) at designated points Wj* (j=l,***,n) are used

A A
to obtain estimates a and 3 of the parameters. The best estimate of offset
for the linear case is

^(W) = a + ?(W). {l.h.lk)

Methods for estimating the parameters and quantifying the random error are
discussed by Mandel [29 1

.
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1.5 Models for Error Analysis

The models in sections 1.4.2 and 1.4.3 admit random errors that come from a

single error distribution whose standard deviation is of interest in

quantifying the variability in the calibration process. We now expand this

concept to models that include two distinct types of random errors; a random

error term for short-term repetitions that is usually attributed to instrument
variability and a random error term that allows for changes that are dependent

on the conditions of the calibration and as such are assumed to remain
constant for a given calibration. These two types of errors give rise to two

distinct error distributions with associated standard deviations which can be

estimated from the calibration data. The former is usually referred to as a

"within" standard deviation and is designated by s^.

The latter referred to as a "between" standard deviation, meaning between
calibrations and designated by s^, is attributed to changes in the calibration
process from day-to-day. These include environmental changes that are not

accounted for by modeling, changes in artifact alignment relative to the

standard, and other fluctuations that are not reflected in the within
standard deviation. For example, the model in (1.4.4) can be rewritten in

terms of measured differences dj (j=l,**‘,k) as

dj = Xj-rj = X*- R* + Gj (1.5.1)

where the subscript j denotes short-term repetition and the Gj are independent
random errors that come from a distribution with standard deviation s^. l\nien

this model is expanded to allow for day-to-day changes, the model becomes

dj = (X* + 5x) - (R* + «r) + Ej (1.5.2)

where dy and are assumed to be independent random errors that come from a

distribution with standard deviation s^.

The quantities s^^ and s^, while of interest in their own right, are components
of a "total" standard deviation that includes both "within" and "between" type
variations in the measurement process. It is this total standard deviation,
whose structure is discussed at length in this and later chapters, that is of
primary interest in measurement assurance. The reader can verify that the

proposed approach to error modeling is compatible with a components of

variance model [30] by considering model (1.5.2) which leads to the estimate
of offset given in (1.4.5). In terms of the error structure this offset is

/V 1 ^

A = (X* - R*) + (6x - 6r) + - I Ej
k

j = l

"

It can be shown* that a reported value based on a single (k=l) measured
difference has standard deviation

2 2^/2
Sj- ~ (2sj^ S-^ ) .

^he methodology for arriving at the standard deviation is not explained in

this publication. See Ku [28], pages 312-314, for the computation of standard
deviations when several independent errors are involved.
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A reported value based on the average of k short-term differences has

standard deviation

,
2 2

, ,
1/2

— (2si|j + Sy /k)

Notice that the contribution of the coii5)onent s-j^ to the standard deviation s^.

is not reduced by taking multiple measurements that are closely spaced in

time. This is the reason for discouraging short-term repetitions in

measurement assurance and insisting that the definition of the total standard
deviation encoir5)ass a broad range of operating conditions in the laboratory

—

iii5)lications which will be addressed in some detail in later chapters.

In this manuscript the total standard deviation s^, is defined to be the
standard deviation of a "check standard" value as estimated from repeated
calibration of the check standard. Where the error structure for the check
standard value is the same as the error structure for the reported value of
the test item, the standard deviation of the reported value which we call s^,,

is exactly s^. Otherwise, s^, must be adjusted accordingly. For example,
suppose that a test item X with unknown value X is compared with two
reference standards R]_ and R2 with known values R3_ and R2* by consecutive
readings X;j_, r]_, r2, X2 as described in section h, 2 .

The error model for the measured differences

and
di = xi - ri

d2 = X2 - r2

can be written as

di = (X* +

d2 = (X* +

where it is assumed that 6]^, 62,
and £2 have standard deviation Sy

The offset is estimated by

(1.5.3)
61 ) - (Rp* + 62) + ep

63) - (R2* + + £2

63 and 6]^ have standard deviation s-j^ and

and in terms of the error model

- (di + d2) ( 1 . 5 . 1*)

S = X* - i (Ri* + R2*) + - («i
2 2

62 + ^3 - 61^ + £p + £2). (1.5.5)

A check standard defined as the difference between Rp and R2 is computed for
each calibration by

c = ( d2 “ dp )

.

(1.5.6)
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In terms of the errors the check standard measurement can be written

c = (Rl* “ + 62 + 53 - 64 - ej + £ 2 ^

The error model (1.5.5) for the reported value

(1.5.7)

1

X'' = A + - (Ri^ + R2'')
,

2
(1.5.8)

and the error model (1.5.7) for the check standard measurment c are comprised

of the same error terms and differ structurally by a factor of two.

Explicitly, the standard deviation of the reported value X is

1 2 2^/2
Sr ~

j
+ 2s^ ) (1.5.9)

and the standard deviation of c is

2 2.^/2
= (4sb + 2s^ )

Therefore

s,- =

(1.5.10)

(1.5.11)

In practice s^ is estimated by check standard measurements from many
calibrations (see chapter 4), and this estimate is used in (1.5.11) to

compute Sr.

Where the check standard value is a least-squares estimate from a design or a

function of measurements on more than one artifact, the computation of the

standard deviation of a reported value is more complicated. In such a case,

one must first estimate s^ from a single calibration and compute s^ from an

equation for s^ such as (1.5.10). Then the standard deviation of the reported
value can be computed from an equation such as (1.5.9).

1.6 NBS Role in the Development of a Measurement Assurance Program

1.6.1 Study of Operations at Participating Laboratories

Before undertaking the development of a measurement assurance program for

disseminating a unit of measurement, NBS technical staff familiarize
themselves with operations at potential user laboratories so that the program
can be structured around the equipment, facilities and personnel available to

the laboratories. Suggestions for equipment modifications and additions are
made at this time. The range of operating conditions in the participating
laboratories is checked for consistency with the model, and in order to

determine whether or not the accuracy goals of the measurement assurance
program are attainable, NBS is advised of the individual laboratory’s
measurement requirements and capabilities.
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1.6.2 Identification of Factors Capable of Perturbing the System

It is the responsibility of NBS to identify and isolate those factors capable
of seriously disrupting the measurement system so that equipment and
procedures can be designed to offset the impact of such factors (Youden [3l]).

This is particularly important if the measurement assurance program is

intended for an industrial setting rather than a controlled laboratory-

setting.

An example of this type of testing, called "ruggedness” testing is found in

the NBS flowmeter program for liquids (Mattingly et al [32]). The effects of

three types of perturbation on turbine meters were studied experimentally, and
it was found that the profile of the flow entering the meter has a significant
effect on meter performance. This research led to the development of a flow
conditioner which can be inserted in an upstream section of pipe to regulate
the profile of the flow entering the meter. Because flow profiles vary from
laboratory to laboratory depending on the source of the flow, such a flow
conditioner is appended to the turbine meters that are circulated in the
industry as NBS transfer standards.

1.6.3 Design of Interlaboratory Exchanges

The purpose of the interlaboratory study or round-robin test that is usually
sponsored by NBS at the inception of a measurement assurance program is to
determine the extent and size of offsets from NBS that are typical in the
target industry. Secondary goals are the evaluation of the adequacy of
proposed procedures for resolving the measurement problem, critique of the
format and content of directions from NBS, and study of the ease of
implementation on the part of participants. Frequently a preliminary
interlaboratory test designed to identify significant problem areas is

followed by a more comprehensive study which incorporates modifications to
artifacts and protocols based on experience gained in the preliminary test.

1.6.1+ Development of a Stable Transfer Standard or Standard Reference
Material

Either a standard reference material or a transfer standard is developed for

each measurement assurance program that is sponsored by NBS. The standard
reference material (SRM) is a stable artifact produced either commercially or

in-house that is calibrated, certified and sold by NBS in fairly large
numbers.^ Standard reference materials are well known for chemical
applications. Recently NBS has certified two separate dimensional artifact
standards as SRMs, one a linewidth standard for the integrated circuit
industry [NBS SRM-UtI+I and the other a magnification standard for scanning
electron microscopes [NBS SRM-U81+] . An SRM has the unique property that it

can be used not only for determining offset from NBS but also as an in-house
standard for controlling the measurement process.

^ A listing of SRM*s is contained in the catalog of NBS Standard Reference
Materials, NBS Special Publication 260, 1979-80 Edition, available from the
Office of Standard Reference Materials, NBS, Gaithersburg, MD.

B-16



The transfer standard is a calibrated artifact or instrument standard that is

used for disseminating the unit of measurement. It is loaned to the
participant to be intercompared with the participant’s standards or
instrumentation under normal operating conditions in order to determine offset
from NBS.

Artifacts that are stable with relation to a physical quantity, such as the
mass of an object, do not usually pose any special problems when they are used
as transfer standards because they can be shipped from one place to another
without a change in the quantity of interest. Transfer standards that are not

easily transported are packaged in environmentally controlled containers, but

additional redundancy in the form of multiple standards and observations is

always included in the measurement assurance program whenever the stability of
the transfer standard is in question.

1 . 6.5 Dissemination of Measurement Technology and Documentation

The participant in a measurement assurance program is entitled to draw upon
the expertise and experience that resides in the sponsoring NBS technical
group. Technical assistance is disseminated by way of NBS publications, ASTM,
standards, ANSI standards, laboratory visits, telephone conversations and NBS
sponsored seminars. In conjunction with the advent of a new program a series
of seminars is usually offered to the public to explain the philosophy,
theory, measurement technology and statistical analyses which form the basis
for a measurement assurance program in that discipline.

Documentation for standard reference materials is available through NBS Special
Publication Series 260 . As part of a long range plan to upgrade its

calibration services, the National Bureau of Standards has instituted
documentation requirements for all calibration services. Documentation
includes theory, laboratory setup and practice, measurement technique,
maintenance of standards, specification of measurement sequence, protocol for
measurement control and detennination of final uncertainty. When these
publications become available, they will provide the bulk of the documentation
that is needed for implementing a measurement assurance program that is related
to an NBS calibration service. Insofar as a measurement assurance program as

implemented by the participant may differ from the NBS calibration program in

regard to the number of standards, specification of measurement sequence,
corrections for environmental conditions, estimation of process parameters, and
methods for determining offset and uncertainty, additional user oriented
documentation may be made available.

1.6.6 Establishment of Measurement Protocol for Intercomparisons with NBS

Measurement assurance programs currently in existence fall into two
categories. The first category contains those services which are highly
structured for the participant, with regard to the number of laboratory
standards to be employed in the transfer with NBS, the number of repetitions to
be made in the exchange, and the protocol to be used for establishing an
in-house measurement control program. At this time only the Gage Block
Measurement Assurance Program (Croarkin et al [33l

)

and the Mass Measurement
Assurance Program fall into this category.
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All other programs allow the participant considerable leeway in regard to the
items mentioned above in order to make the service compatible with the unique
situation in each laboratory. The advantage of operating within the
constraints of equipment and staff resources that are already allocated to the
laboratory’s normal workload is obvious, especially where accuracy requirements
are not difficult to meet. However, there are drawbacks. The data analysis
must be tailored to each participant, imposing an additional burden on NBS
staff, and responsibility for instituting a rigorous measurement control
program is left entirely to the participant.

1.6.7 Data Analyses and Determination of Offset

The determination of offset and associated uncertainty as realized by
intercomparison of laboratory reference standards with NBS transfer standards
is accomplished in one of two ways:

i) The transfer standard(s) is sent to the participant as a blind sample, and
the data from the intercomparison are transmitted to NBS. Based upon the value
assigned to the transfer standard by NBS and associated uncertainty from the
NBS process, new values with associated uncertainties are assigned to the
laboratory standards along with the uncertainty that is appropriate for an item
measured by the participant’s process.

ii) the transfer standard along with the its assigned value and associated
uncertainty are transmitted to the participant, and the analyses and
determination of offset become' the responsibility of the participant.

Data analyses relating to the regular workload and measurement control
procedures in a laboratory are best left to the individual participant. These
analyses provide important insights into the pecularities of a measurement
process, and, consequently, these analysis are best done internally. Even
where much or all of the data analysis is undertaken by NBS, participants are

encouraged to develop facility in this area in order to make themselves
independent from NBS in the future. Some participants in measurement assurance
programs have automated the analysis of calibration data, decisions relating to
process control, updating of data files and final determination of uncertainty
on minicoiiq)uters in their laboratories.

l.T Participant’s Role in a Measurement Assurance Program

1.7*1 Staff Preparation

The success of a properly conceived measurement assurance program depends upon
the enthusiasm and dedication of the personnel who are making the measurements
and resolving problems that arise in day-to-day operations. The measurement
assurance approach is a long-term commitment in terms of evolving a measurement
control technique that continually checks on the state of control of the
process. Before undertaking such a program, there should be reasonable
assurance of continuity of personnel assigned to the project, and steps should
be taken to guarantee that new personnel are sufficiently prepared for taking
on the assignment before the departure of experienced personnel.
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The success of such a program also depends on a certain depth of understanding
on the part of the staff* Here ve are talking not so much about the
intricacies of a particular analysis, but about a basic understanding of

scientific methodology, the philosophy of measurement assurance, and the
relationship between the control techniques and the validity of the values
reported by the measurement process and their associated uncertainties. To

this end, NBS offers seminars in which the attendees are instructed in these
principles, but some prior staff preparation may be necessary in order to
benefit fully from these expositions. Courses at local community colleges are

recommended for exploring scientific principles and gaining facility with
fundamental mathematical and statistical manipulations.

l.T»2 Selection of a Check Standard

The selection of a check standard must be considered in the preliminary
planning for measurement assurance program. In short, its purpose is to
provide a continuing thread that characterizes the operation of the measurement
process over changing laboratory conditions and over time with regard to both
the variability of the process and the long-term average of the process. It is

a basic tenet of measurement assurance that the response of the process to the
check standard be sufficiently similar to the response of the process to the
test items that the performance of the process at all times can be adequately
monitored by monitoring the response of the process to the check standard. The
value of the check standard at any given time is a decision-making tool, and
unexpected behavior on its part is grounds for discontinuing the process until
statistical control is resumed.

Careful consideration should be given to the type of artifact that would be
suitable for this purpose. It should certainly be of the same character as the
items that constitute the workload in the laboratory. For some processes, such
as processes dealing with basic units of measurement, the selection is obvious;
check standard artifacts are similar to reference standards in design and
quality. In general, an artifact that is less stable than the reference
standards will not be useful as a check standard if its instability is large
enough to mask the properties of the measurement process.

The check standard should be thought of not so much as an artifact but as a
data base because it is the measurements that are of interest and not the
artifact per se. The check standard data base consists of measurements,
properly corrected for environmental factors, or some function of those
measurements that have been made on the artifact check standard or on the
reference standards. For example, a test item that is compared to two
reference standards has its assignment based on the average of the values
assigned to the two reference standards. The check standard can be defined to
be the difference between the measurements on the reference standards thus
eliminating the need for an extraneous measurement or other artifact. Where a

calibration involves only one reference standard, an artifact that is similar
in response to the test items can be designated as the artifact check standard.
This need not be a calibrated artifact, and the properties of the measurement
process are ascribed to it as long as it is measured in the same time frame as

the other items in the calibration process. Several check standards used
separately or in combination may be employed when the stability of the
reference standards, such as a bank of standard cells, is cause for concern.
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VThere reference standards exist at several levels, such as mass standards or
length standards, check standards are maintained and monitored at each level.
Where the quantity of interest is propagated over several levels from one
standard such as a one ohm resistor, which is used to propagate resistances
between one and ten ohms , the same check standard artifact may be employed at

the different levels, but the data bases for the different levels are regarded
as separate check standards.

An SFIM makes an ideal check standard if it is not contaminated or otherwise
degraded by heavy usage. In any case the artifact or artifacts on which the
check standard base is built must be readily available to the measurement
process over a long period of time.

The proliferation of check standards involves no small amount of work in

maintaining the data base, and serious thought should be given to placement of

check standards in the measurement echelon. For a new program, one should
start with check standards at a few critical points and gradually increase
these as experience is gained with the program.

l.T»3 Initial Experiments to Estimate Process Parameters

The establishment of an initial data base for the laboratory's check standards
is the first order of business in a new measurement assurance program. Before
one attempts to quantify offset, it must be demonstrated that a measurement
process does in fact exist; i.e., that measurements from the process satisfy
the requirements for statistical control. This presupposes that the process
precision is well known and that this can be documented. If, in fact, the
documentation of the process has been lax, or if a substantially new process
has been instituted for the measurement assurance program, then measurements
taken over as long a time period as practical should be made on the check
standard(s) in order to estimate the long-term average of the process and the
standard deviation. Procedures for obtaining these initial estimates are
discussed in subsequent chapters.

A laboratory planning a transfer with NBS should undertake these experiments
well in advance of the arrival of the NBS transfer standard so that any

problems encountered in the measuring system can be rectified. This provides a
shake-down period for procedures, equipment and software involved in the
measurement assurance program. Once the transfer standards are intercompared
with the laboratory's reference standards, the resulting measurements involving
the check standard are compared with the initial data base to decide if the
process is in control at that time, and the transfer between the laboratory
process and the NBS process is accomplished only if the process is judged in

control. Therefore, participants are urged to make the initial experiments as

representative of laboratory conditions as possible and to request help from
the sponsoring NBS group if measurement problems or procedural ambiguities
exist so that delays with the transfer can be avoided.

l.T»^ Calibration Procedures

Accomodation to measurement assurance principles can mandate a change in
calibration procedures within the laboratory. Most often such change will
amount to additional redundancy in the design and/or change in the order of
measurements. The laboratory should settle upon one calibration design for the
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transfer with NBS and the calibration workload. There is considerable
advantage in doing this because the uncertainty determined from the transfer
with NBS is only valid for that measurement process, and if the uncertainty is

to have validity for the workload, the two measurement processes must be

identical. There is a further advantage; the same statistical control program
will suffice for both processes, and the check standard measurements from both
sources can be combined into a single data base.

Another consideration is the manner in which systematic error is handled in the

transfer experiment. Some measurement assurance programs are structured so

that the determination of systematic error is made relative to the average of

two or more reference standards as in section U.2.U. For example, two
reference gage blocks can be calibrated by intercomparison with two NBS
transfer blocks by a design that assigns values relative to the average of the
two reference blocks called the restraint. Systematic error is estimated as
the difference between the restraint and the average computed for the two NBS
blocks by the transfer experiment. The laboratory's restraint is then
corrected for this offset. Meaningful values cannot be computed for the
reference standards individually from the transfer experiment. Thus, the same
design that is used for the transfer with NBS is employed in the calibration
workload so that all assignments are made relative to the corrected restraint.

1.7*5 Process Control

The measurement assurance concept demands that a value be assigned to an
artifact only when the measurement process is in control in order to guarantee
the validity of the assignment and associated uncertainty statement. This
means that statistical control is employed in the everyday workload of the
laboratory as well as during the transfer with NBS. For highest accuracy work,
comparable to calibrations at NBS, a check for control is made during every
measuring sequence in which an artifact is calibrated by the system.
Statistical control procedures based on check standard measurements along with
the appropriate statistical tests are discussed in section 3*3.

The choice of a control procedure and its implementation are the responsibility
of the participant. Those who are familiar with industrial quality control
procedures and Shewhart type control charts should be able to adapt these
methodologies to check standard measurements. A general discussion of control
charts with examples is contained in chapter 5^ and statistical control
procedures for specific measurement situations are outlined in chapter U.

1.7*6 Data Base Maintenance

A record of check standard measurements is kept separately from other
laboratory records such as records of past calibrations. This permanent record
should include all pertinent information relating to the measurement. For
exan5)le, it normally includes an identification for the check standard,
identification for the instrument, identification for the operator, day, month,
year, identification for the type of statistical design used in the
intercomparison, observed value of the check standard, environmental conditions
that could affect the measurement such as temperature, pressure and relative
humidity, standard deviation if applicable, and finally a flag denoting whether
or not the check standard was in control on that occasion.
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2. Characterization of Error

2,1 Introduction

It is the purpose of this chapter to introduce the reader to the concepts of

random error, systematic error and uncertainty. It is the expressed purpose of
measurement assurance to identify and quantify all sources of error in the
measurement process, because in so doing, the worth of any value reported by
the process can be stated in quantitative terms called an uncertainty. In a
very real sense, a value assigned to an artifact only has meaning when there is

an assessment of how well that number describes the property of interest (be it

length, mass or whatever) in terms of its reference base. An uncertainty
statement provides that assessment.

Error in measurement is categorized as either systematic, coming from a source
that is constant and ever present in the measurement process, or random, coming
from a source (or sources) that is continually fluctuating. Systematic error
may be known or estimable for any given situation, but random error by its
nature is never known for a given measurement situation. The point is that for
a single measurement it may be possible to determine the size of the systematic
error by intercomparison. On the other hand, the random error that is unique
to a single measurement cannot be replicated because conditions of measurement
cannot be repeated exactly. Therefore, it is common practice in metrology, as

it is in process control [3^1 » to quote limits to random error for all such
experiments

.

Classification of sources of error as either systematic or random is not always
straightforward depending as it does on the way in which the potential source
of error enters the measurement process , how it affects the output of that
process, and the interpretation of the uncertainty. For example, the maximum
observed difference between operators can define a systematic error for a
system that is highly operator dependent and for which there are a restricted
number of operators or, alternatively, a separate uncertainty statement can be
issued for each operator’s measurements. Measurement systems that routinely
make use of many operators are better served by folding the effect of operator
error into the total random error for that system.

At the National Bureau of Standards considerable attention is given to the

classification of sources of error. For the participant in a measurement
assurance program, systematic error is usually assumed to come from specific

sources that are spelled out in this chapter, and remaining sources of error

are assumed to be part of the random error of the participant’s process and

must be estimated as such.
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2.2 Process Precision and Random Error

2.2.1 The Standard Deviation

A "measurement process" is said to exist for quantifying a physical attribute
of an object, such as its length, only if the process is operating in a

state-of-control (Eisenhart [ 35 ! )• The fact is that, even for such a process,
repeated measurements on the same object will not produce identical results.
As long as the source of this disagreement is random in nature; i.e., its

direction and magnitude not being predictable for any future measurement, the
disagreement among measurements is referred to as the process imprecision. A
measure of precision, such as the process standard deviation, quantifies this
random error or scatter or, more aptly, describes the degree of agreement or
closeness among successive measurements of the same object.

The term process precision as used in this publication is not limited to the
characterization of the behavior of the particular measuring device per se, but
it is intended to describe the total configuration of operator, environmental
conditions, instrumentation and whatever other variables go into making any
given measurement. As it is rarely possible to measure an item submitted for
calibration over a representative set of environmental and working conditions
in the. laboratory, redundancy is obtained from measurements made on a check
standard that is introduced into the measurement sequence on a routine basis.
It is assumed that the check standard is similar in response to the test item
and that the process precision can be estimated from the measurements made on
the check standard.

The simplest measure of process precision is the range—the difference between
the largest and smallest measurements in the group. The range is a
satisfactory measure of precision when the number of measurements is small, say
less than ten. It "does not enjoy the desirable property" (Ku [ 36 ] ) of tending
toward a limiting value as more measurements are taken; it can only increase
and not decrease. Therefore, it is desirable to find a measure of precision
which takes into account the information in all the measurements and which
tends to a limiting value as the sample size increases if we are to use this
measure to describe the process behavior as a stable phenomenon.

The standard deviation is such a measure. Small values for the standard
deviation are indicative of good agreement and large values are indicative of
poor agreement. Because it is necessary to distinguish different kinds of
variability that contribute to the total process variability, it is likewise
necessary to define different kinds of standard deviations. We routinely
identify two levels of standard deviations in calibration work.

These two levels are described briefly in the first chapter where we are
dealing with the models covering the error structure among measurements.
Reiterating, the first type of standard deviation is a measure of the
variability of the measurement process over a short period of time, usually the
time necessary to complete one calibration using a particular sequence of
measurements called a statistical design. This measure is called the "within
standard deviation." Its usage as a check on the internal consistency of an
individual calibration experiment is explained in chapter 3 and chapter U along
with formulas and examples.
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The second type of standard deviation that we are dealing with in measurement
assurance, and by far the more important of the two, is the total standard

deviation s^. This latter measure includes both the "within” component of

variability s^ and a "between" component of variability s-j-,, which the reader
will recall explains incremental changes that can take place from calibration

to calibration. The relationship among these quantites is assumed to be of the
form

, 2 2x1/2
^c “ ^®w + s-b ;

Therefore, the total standard deviation, including as it does both "within" and
"between" con^jonents of variability, should accurately reflect both the short-
term and long-term random errors that are affecting the measurement process.

The limits to random error quoted in the uncertainty statement are computed
from the total standard deviation thus assuring that the conditions of a single
calibration do not invalidate this measure of the quality of the reported
value. As has been noted previously, the total standard deviation, not
generally being available from the calibration data, is based on repeated check
standard measurements that are structured to include all possible sources of
random error. Tliis is acconplished by monitoring the check standard over a
long period of time and over the full range of environmental factors for which
the uncertainty statement is assumed to be valid.

The total standard deviation depends on
form

the physical model.

n

I

i=l

The most familiar

(2 . 2 . 1 )

where the arithmetic mean is

_ 1
c = - I Ci (2.2.2)

n i=i

assumes that check standard measurements are independent of time and
that the effect of other variables is negligible.

The term (n-l) , called the degrees of freedom associated with s, is an
indication of the amount of information in the standard deviation and is always
reported along with the standard deviation.

2.2.2 Pooled Standard Deviation

If several standard deviations with small numbers of degrees of freedom are
conputed from the same process, they will vary considerably among themselves.
It goes without saying that the standard deviation that is quoted in the
uncertainty statement must have a sufficient amount of information to guarantee
that it is a valid measure of process precision. The question is, "How much
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redundancy is sufficient?" As a general rule, fifteen degrees of freedom is a

minimum for the initial computation of the standard deviation. As the

measurement assurance program progresses, the standard deviation is recomputed
to take advantage of the increased data base, and assuming that the process is

stable, this vill assure a more reliable value of the standard deviation.
A standard deviation based on as few as two data points can be combined with
other similar estimates that have been obtained on separate occasions for the

same process to obtain what is called a "pooled" standard deviation. If the
individual standard deviations are S 2^,***,S]^ with degrees of freedom
respectively, the pooled standard deviation is

s
P

1/2
(2.2.3)

The degrees of freedom associated with Sp is v = V]_ + • • • +

2.2.3 Limits to Random Error

Limits to random error can be coir5)uted with a given probability if the
distribution of random errors is known. Limits, so stated, depend upon
assumptions concerning the average value and spread of the underlying
distribution. For a calibration process it is assumed that random errors of
measurement have an equal chance of being negative or positive such that their
average value is zero. It is also assumed that the spread of the distribution
is adequately estimated by the total process standard deviation.

Limits to random error for a single value from the measurement process are
constructed so that the probability is (l-a) , for a chosen suitably small,
that if the measurement algorithm were to be repeated many times , the average
outcome of these experiments would fall within ± reported
value, where s^ is the total process standard deviation, v is the number of
degrees of freedom in s«, and toj/gC'^) is the a/2 percent point of Student’s t

distribution. (See Ku Tsil for a further discussion of Student’s t

distribution.) Critical values for Student’s t are given in Table I for
a = 0.05 and a = 0.01 and degrees of freedom v = 2(2)120.

Frequently a precise probability interpretation for the limits to error is not
needed and, in fact, will not be possible if it cannot be demonstrated that the

underlying probability distribution for the data is exactly a normal
distribution. In metrology the limits to random error are often taken to be
three times the standard deviation. Other technical areas may use two standard
deviations. The bounds, plus and minus three standard deviations, are
statistically robust (with respect to the coverage of the distribution) in that
if the experiment were to be repeated, the chance of reporting a value outside
of these bounds would be extremely small. Ihis, of course, assumes that the
random errors affecting the experiment come from a distribution that is close
in character to the normal distribution and that enough data have been
collected to provide a reliable estimate of the standard deviation. The
examples given in this chapter use three standard deviation limits.
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2.3 Systematic Error

2.3.1 Conventional Calibration

Systematic error takes into account those sources of error, peculiar to the
measurement system, that remain constant during the calibration process and

explain a difference in results, say, between two different measuring systems
trying to realize the same quantity through a large number of measurements.
Some obvious examples are: uncertainties in values assumed for reference

standards, uncertainties related to the geometry or alignment of instrumen-
tation, differences between operators, differences between comparable systems,
etc. The size of the possible discrepancy is estimated, either empirically or

theoretically, but its direction is not always known.

In order to define systematic error for a calibration process, it is necessary
to define the steps in a calibration echelon that relate the measured value of
the quantity of interest back to its basic SI unit or to a national standard.
NBS, except in the case of international comparisons, occupies the premier
position in the U.S. calibration echelon. Thus the first transfer point in
this calibration echelon involves the intercomparison of a laboratory
reference standard with the national standard maintained by NBS which may be
an artifact standard or an instrument. The second transfer point involves the
intercomparison of the laboratory reference standard with an unknown which in
turn can be a working standard from the same laboratory or an artifact
standard from a lower level calibration laboratory or a finished product. The
calibration chain is extended in this way until the final product has been
calibrated by an intercomparison involving it and a standard which can be
traced back to the National Bureau of Standards.

Systematic error is assessed at every transfer point and passed along to the
next lower level in the calibration chain. Thus, the total systematic error
for the measurement process that delivers the final product is an aggregate of
systematic errors from all transfer points. Systematic error must be defined
very specifically for each transfer point in terms of the long-term values for
measurements from two systems, and it must also include an estimate of the
amount by which the higher level system, such as NBS, may be in error in

estimating its long-term value.

The purpose of each transfer point is to reduce or eliminate systematic errors

at that level. If we look at an exchange between a laboratory and NBS, a

potentially large source of systematic error comes from the values assigned to
the laboratory’s reference standards. Calibration of the reference standards
at NBS can eliminate offset from this source, but the calibration itself is

still a source of systematic error whose magnitude depends on how well NBS was
able to conduct the calibration as measured by the uncertainty associated with
the calibrated values.
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The rationalization for assessing a systematic error from this source is that
the values for the reference standards remain constant as they are used as a

reference for assigning values to other artifacts or instruments. At least

they remain constant until they are recalibrated at NBS, and the assignments
resulting from their use are all affected in the same way, being either too

low or too high, even though the direction and exact magnitude of this error
are not known. Thus, uncertainties for values of reference standards are

regarded as a systematic error in the laboratory’s process (Youden [Uo]).

Systematic error associated with the uncertainty of a reference standard is

assessed proportional to the nominal value of the test item and the nominal

value of the reference standard. For example, if a one kilogram standard is

used in a weighing design to calibrate a 500g weight, the systematic error
from this source is one-half of the uncertainty associated with the assignment

for the kilogram standard.

If the value for a test item is reported relative to the average of two

reference standards R]^ and R2, all artifacts being of the same nominal size,

and if the assignments for R]_ and R2 are independent, the systematic error
from this source is assessed as

where Uj^]_ and Uf^2 uncertainties for R^^ and R2 respectively. Where the
assignments to R^^ and Rg are not done independently

(Uri + %2)/2U

2.3.2 Measurement Assurance Approach

A laboratory participating in a measurement assurance program measures a
transfer standard(s) from NBS as if it were an unknown item using the
reference standards and instrumentation that constitute the measurement system
in that laboratory. The resulting value for the transfer standard, be it

based on one measurement or on several repetitions in the laboratory, is
compared with the value assigned the transfer standard by NBS. The

relationship between the laboratory’s assignment and the NBS assignment for
the transfer standard defines an offset which is used to correct the values
for the laboratory’s reference standards.

This approach has an advantage over the usual calibration route as far as
identifying systematic error in the laboratory. Either method suffices for

identifying errors related to the values of the reference standards, but given
that the reference standards are properly calibrated, the particular
conditions of their usage in the laboratory may invite systematic errors that
are unsuspected and unidentifiable. The dependence of optical systems on
operator was mentioned in an earlier chapter, and systematic error caused by
operator effect may be significant for other types of systems as well. Also,
instrumentation can differ enough that the reference standards alone are not
sufficient for eliminating systematic error. Of course, both of these sources
of systematic error might be identifiable by proper experimentation, but it

would be difficult to assess the magnitude of such errors without the
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measurement assurance program. Other factors that are probably not

identifiable within the laboratory itself are systematic errors related to

lack of proper environmental control or incorrect measurement of temperature
and humidity.

Two sources of systematic error are always present in a measurement assurance
program. The uncertainty associated with the value of a transfer standard is

one. Because another transfer point has been effectively added to the

calibration chain, the limits to random error associated with the transfer
measurements in the participating laboratory define another systematic error
for the laboratory.

2 . 3.3 Calibration Curve

A more complex situation arises when the purpose of the program is to
calibrate an instrument over a range for all continuous values. In this case
transfer artifacts are provided at selected points covering the range of
interest, and the intercomparisons are used to establish a functional
relationship between the instrument and the NBS system. The assignment of

values is based on this functional relationship. For example, systematic
errors in linewidth measurements produced by an optical imaging system can be
reduced relative to the NBS prototype optical system [38] from measurements
made on an NBS dimensional artifact. (This artifact is a glass substrate with
a series of chromium lines at spacings spanning the range of interest.)

Measurements made on individual lines on the artifact define a functional
relationship between the two systems, and a least-squares technique is used to
derive a best fitting curve to the measured values as a function of the NBS
values. The empirical fit is called the calibration curve.

Y-axis

X-Qxis

Schematic diagram of a linear calibration curve showing the
relationship between an observed value Y(T) and its calibrated value X(t)
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In figure 1, each optical measurement is plotted against the corresponding NBS

value, and the calibration curve fitted to all the measurements is shown by
the solid line. The offset between the user’s system and the NBS system is

reduced by relating any future measurement back to the NBS value.
Schematically, for a future value Y(t) as shown on the Y-axis, a dotted line
is drawn through Y(t) parallel to the X-axis. At the point where it

intersects the calibration curve another dotted line is drawn parallel to the
Y-axis, and its point of intersection on the X-axis, X(t), is the
corresponding calibrated value relative to NBS.

Because the functional relationship is not known exactly but is estimated by a
series of measurements, the calibration curve can be in error. A discussion
of the effect of this error on the final uncertainty of a calibrated value is

beyond the scope of this treatise. The reader is referred to Hockersmith and
Ku [ 39 1 for a discussion relating to quadratic calibration curves and to
Croarkin and Varner [i+O] for a discussion relating to linear calibration
curves

.

2.k Uncertainty

2.U.1 Definition

The uncertainty statement assigns credible limits to the accuracy of the
reported value stating to what extent that value may differ from its reference
base. In practice it quantifies the magnitude of any possible discrepancy
between the value actually obtained in the laboratory and the value which
would be obtained at NBS for the same property of an object. An uncertainty
provides both a measure of the worth of the values reported by the measurement
laboratory and an estimate of the systematic error accruing to any
organization that makes use of these values.

The uncertainty statement is composed of i) all sources of sytematic error
that contribute to the offset from the reference base and ii) a limit to
random error that quantifies the variability that is inherent in the
measurement process as it transfers from a "known" or calibrated artifact or
measurement system to an "unknown".

2,k.2 Combination of Random and Systematic Error

Once the systematic errors and the limits to random error have been estimated,
they are combined into a single number which is called the uncertainty. Much
controvery arises over the proper way to combine systematic and random errors
in an uncertainty statement. Basic premises concerning measurement and its

uncertainty as espoused by Youden [Ul] , Eisenhart et al. [1+2] and others have
long been adopted by NBS calibration services and are recommended for
measurement assurance programs. A different philosophy that has recently been
advanced by the Bureau International des Poids et Mesures is discussed in

reference [U 3 I . Basically the question revolves around whether systematic
errors should be added linearly or combined in quadrature and around whether
the systematic error and the limit to random error should be added linearly or
combined in quadrature. For example, if there are several sources of
systematic error adding the systematic errors linearly assumes the
worst possible combination of errors and gives a total systematic error of
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total systematic error S where

S = S]_ + S2+*** + • (2.U,l)

Combining the systematic errors in quadrature produces a total systematic
error for those sources of

9 9 9 1 /2
S = (S]_ + S2 + ••• + ) • {2,U,2)

Recommended practice for measurement assurance programs is to combine in
quadrature systematic errors that are known to be independent as in (2,4.2 ),

to add linearly systematic errors that may not be independent as in (2,4.1),
and to combine systematic and random errors linearly.

2 . 4.3 Final Statement

Because there is no universal agreement on setting limits to random error,
such as two or three standard deviation limits, and also because there is no
universal agreement either at NBS or internationally as to how the systematic
and random components should be combined, it is recommended that for maximum
clarity the composition of the uncertainty statement.be fully explained. The
explanation should include a statement of the limits to random error, a list
of sources of systematic error, and a description of the way in which they
have been combined. An example of an uncertainty statement from an NBS
calibration process is;

The apparent mass correction for the nominal 10 gram weight is

+0.583mg with an overall uncertainty of ±0.042mg, using three times
the standard deviation of the reported value as a limit to the effect
of random errors of measurement, the magnitude of systematic
errors from all known sources being negligible.

The chain of uncertainty as propagated through a calibration echelon starts
with the uncertainty assessed at NBS which consists of all sources of error,
both systematic and random, associated with that process including the
uncertainty of its reference standards relative to basic units of
measurements. If the calibration echelon involves one or irore standards
laboratories, the total uncertainty as assessed at each echelon becomes a
systematic error for the next lower echelon laboratory, and the uncertainties
at each level are propagated in like manner. In the next section the
propagation of uncertainties for a laboratory that uses an NBS calibrated
artifact as a reference standard is compared with the propagation of
uncertainties for a laboratory that calibrates its own measuring system
through the use of an NBS transfer standard.

2.5 Uncertainty of Reported Values

2 , 5.1 Uncertainty via Conventional Calibration

The uncertainty associated with a value reported for a test item by a
measurement process that is operating in a state of statistical control using

B--30



a reference standard calibrated by NBS is

U = 3sr + Ustd • (2.5.1)

This assumes that the standard is not changed during transport and that

environmental and procedural factors are not different from the conditions of

calibration. The standard deviation of the reported value s^ depends on the

total standard deviation s^, the error structure for the reported value as

discussed in section 1.5, and the number of measurements made on the test

item. The quantity Ug-pp is the uncertainty associated with the reference
standard as stated in the NBS calibration report.

Note that where the reported value is an average of p measurements, the usual
standard deviation of an average, /p, sometimes called the standard error,

will apply to the reported value only if the p repetitions were made over the

same set of environmental conditions that were sampled in the calculation of

the total standard deviation. In a calibration setting where repetitions are
done within a day or two, the standard deviation of a reported value depends
upon a between component of variability s^^ and a within component s^ as

explained in section 1.5.

2.5.2 Uncertainty via a Transfer Standard

Where a laboratory has calibrated its own reference standard using an NBS
transfer standard, rather than using a reference standard calibrated at NBS,

another echelon has effectively been added to the calibration chain. The
uncertainty of that transfer must be assessed, and it contributes another
systematic error to the process of subsequently assigning values to test
i t ems

.

The uncertainty of a transfer involving a single transfer standard compared
with a single laboratory standard is

Utr = 3st: + Up (2.5.2)

and the uncertainty associated with a value reported for a test item is

U = 3sr + 3st + Up = 3si. + Utr (2.5.3)

where Sj. is the standard deviation associated with the reported value of the

test item as discussed in the last section; st is the standard deviation
associated with the value assigned to the laboratory's reference standard via
measurements made on the transfer standard; and Up is the uncertainty assigned
to the transfer standard by NBS.

Admittedly there can be some concern about qualifying a laboratory's
systematic error by means of an NBS transfer standard because of the
additional systematic error that this imposes on the uncertainty statement.
This fact is inescapable, but the resulting uncertainty statement is, in fact,

a realistic expression of the errors affecting the process whereas the usual
calibration route does not provide a way of assessing systematic errors that

may be affecting measurements, other than those directly involving the

artifact standard.
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The uncertainty, U.p, associated with a transfer standard will usually be

smaller than U3rjij), the uncertainty associated with a calibrated artifact. The
calibration workload at NBS is at least one step removed from the NBS primary
standard, and the size of Uip relative to U3(p£) can be reduced by eliminating
this step in assignments to transfer standards. For example, transfer
standards for voltage measurements are compared directly to an NBS primary
reference bank that is in turn compared on a monthly basis to the Josephson
effect, which provides a realization of the volt. The regular calibration
workload is compared with a secondary bank of cells that is compared to the
primary bank on a daily basis.

Transfer standards that are assigned values at NBS based on secondary
standards are calibrated several times over a long time period in order to
reduce the contribution of random error to the uncertainty of the assignment.
For example, values for gage blocks that comprise the transfer set from NBS
are averages of approximately nine electro-mechanical calibrations completed
over a two year period. Furthermore, because s-^ can be made small by
sufficient repetition and careful excution of the transfer, the total
uncertainty in (2.5.3) can be kept close to the uncertainty in (2.5.1) or at

least small enough to meet the goals of the measurement assurance program.
See figure 2 for a graphic comparison of uncertainties via measurement
assurance and conventional calibration routes.

MEASUREMENT ASSURANCE VIA TRANSFER STANDARD CONVENTIONAL CALIBRATION

Random error
Transfer ) ^

Uncertainty
lab reference stds

U^
^tr

- +

Random error'

NBS calibrationX ^
®NBS

Uncertainty
Transfer stds

3s
NBS

+ U,
NBS,

Random error

lab calibration

Uncertainty
Test item

U = 3s + U

Uncertainty
NBS process

U.
NBS

Random error
NBS calibration'

NBS

Uncertainty
lab reference stds

STD
= 3s

NBS
+ U

NBSj

Random error
lab calibration

Uncertainty
Test item

U = 3s + U
STDi

Figure 2

Diagram showing propagation of uncertainties from NBS process to final
uncertainty for test item via measurement assurance route compared to

the conventional calibration route
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2.5 .3 Example of an Uncertainty Statement

The principles of this chapter are illustrated by a preliminary experiment at

NBS that eventually led to the development of a linewidth standard.
Three sources of systematic error were identified in the NBS photometric
process that related linewidth measurement to the fundamental definition of

length through line-scale interferometry.

The uncertainty from the interferometric process, resulting from random errors
associated with making the interferometric determinations and negligible
systematic error, translated into a systematic error in the photometric
process of O.Olym. The maximum differences that were observed between the two
operators and two instruments that were employed in the NBS system translated
into systematic errors of 0.005iim and 0.020ym respectively.

Values assigned to linewidth artifacts were averaged from four photometric
readings, and the standard deviation of each assignment was reported as Sj*.

The limits to random error were taken to be three times the standard deviation
of the assignment. An error budget showing the various components
contributing to the total uncertainty is shown below.

Components of Uncertainty

Limit to Random Error = 3sj. + 0 .OUOym

Systematic errors:
a. Operator differences + 0.005ym

b. Instrument differences + 0 .020ym

c

.

Uncertainty from
interferometry

+ 0 .OlOym

Total Uncertainty^
Total systematic errors

+
0 .035ym
0 .0T5yni

Based on this analysis NBS assigned a total uncertainty of ± 0.0T5yni to
artifacts that were calibrated by this system. If such an artifact were to be

used by a laboratory for calibrating its optical imaging system, this
uncertainty would become a systematic error for that process.

olt is suggested that uncertainties be stated to no more than two
significant figures and that the last decimal place in the reported value of
the measured item correspond in place value to the last decimal place in the
uncertainty statement.
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3. The Check Standard in a Measurement Assurance Program

3.1 Introduction

A check standard provides a means of characterizing the behavior of a

measurement process hy way of repeated measurements on the same artifact,
combination of artifacts, or instrument over a substantial period of time and
over fluctuating environmental conditions. It should be thought of as a data
base of such measurements rather than as an artifact per se because it is the
measurements, or some function of those measurements, corrected according to
the model specifications, that actually describe process performance.

The structure of the check standard measurement depends on whether the
calibration procedure is based on a single measurement or a calibration design.
In some cases the check standard may be a function of readings on two
reference standards, thus eliminating the need for an additional artifact.
Check standard measurements of the following types form the basis for the
measurement assurance programs in the next chapter.

1) Measurements made on a single artifact as close in time as possible to the
measurements on the reference standard and the test item.

2 ) Differences between the observed values of two reference standards whose
assigned values are the basis for assigning a value to a test item.

3) Computed value for single artifact from a statistical design involving k
intercomparisons of reference standards, test items and artifact check
standard.

k) Computed value of difference between two reference standards from a

statistical design involving k intercomparisons of reference standards and
test items.

5) Measurements made on a calibrated artifact by a direct reading instrument.

6) Calibrated value of a single artifact from a calibration process that uses
a ratio technique.

3.2 Process Parameters Defined by the Check Standard

Measurement processes have two properties that are critical to a measurement
assurance program. Measurements of a stable quantity tend to a long-term
average which may not be the same average that would be achieved if a different
laboratory produced the measurements. As discussed in detail in the last
chapter, these measurements while tending to an average, will not be identical
because of inability to reproduce conditions of measurement exactly, and this
latter property is referred to as process variability or in^recision. Process
parameters are quantities that describe the long-term value and the process
precision from redundant measurements on a check standard.

The statistic for characterizing the long-term value is simply the arithmetic
average of the check standard measurements and is referred to as the "accepted
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value of the check standard." The check standard measurements supplant the
ideal set of measurements that could he made on a test item if it were in the

laboratory for a sufficiently long period of time. The average of those

hypothetical measurements is, of course, the quantity that is of primary
interest, but because such is not at our disposal, we define the process in

terms of the accepted value of the check standard. This statistic defines a

local base for the measurement process which is intimately related to any
discrepancy between the reference base and the average of the measurements that
could be made on a test item, and any change in the local base is reason to

suspect that this systmatic error has changed.

The statistics for characterizing the process precision are: i) a total
standard deviation computed from the same check standard measurements and ii) a
within standard deviation coii5)uted from each calibration design or group of

repetitions for cases where the calibration experiment reports a value based on

more than a single measurement on a test item. Within standard deviations are
pooled according to (2.2.3) into a single value called the "accepted within
standard deviation" which reflects variations that typically take place in the
measurement process during the course of a calibration.

If the check standard measurements are properly structured, the accepted total
standard deviation reflects the totality of variability in the measurement
process. The scatter of check standard measurements will be characteristic of
measurements of a test item observed over a period of time in the calibration
setting only if both types of measurements are affected by the same sources of

error. Then the accepted total standard deviation computed from the check
standard measurements can be used to compute the standard deviation for a value
reported by the calibration process. Evidently, this confutation depends on
the type of measurements that are designated as check standard measurements and
on the model for the calibration process. Specific exanfles are discussed in

chapter U.

Before embarking on a full-scale measurement assurance program, the participant
conducts a series of experiments to establish a data base of check standard
measurements. Accepted values for the process parameters are computed from
this data base, and it is emphasized that these experiments should cover
several weeks’ time and should number at least fifteen to obtain reasonable
estimates. The calibration schemes or designs for producing the check standard
data must be identical to the procedures for calibrating test items in the
workload and measuring transfer standards from NBS.

The importance of the initial check standard measurements dictates that they
describe the system in its normal operating mode. Care should be exercised to
guarantee that this is indeed the case, so that the standard deviation will be

appropriate for an uncertainty statement constructed at any time in the future.
This is done by varying the conditions of measurement to cover a representative
range of laboratory conditions including operator and environmental
variations. These measurements should be scrutinized for outliers because even
one significant outlier in a small data set can seriously bias the estimates of
the process parameters—perhaps causing an out-of-control condition when the
transfer standard is being characterized in the laboratory and invalidating the
transfer.
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Methods for identifying outliers are highly dependent on underlying
distributional assumptions. Several methods for detecting outliers are

discussed in ASTM Standard EITS^*, but for the foregoing reason, they may not be
effective given a limited number of check standard measurements. A plot of the
data points is usually satisfactory for detecting outliers. Each check
standard measurement should be plotted against a time axis, thus creating a
preliminary control chart, and measurements which are obviously aberrant should
be deleted from the data set. On the other hand, the data should not be edited
in order to achieve seemingly better precision because this will cause failures
in the control mechanism at a later time. If a large number of points are
suspected as outliers , say more than five percent , the check standard
measurements do not constitute a strong data base, and the cause of large
variations should be investigated and rectified before proceeding with the
measurement assurance program.

3.3 The Check Standard in Process Control

Each check standard measurement is subjected to a statistical test for control,
and the outcome of that test is used as a mechanism for accepting or rejecting
the results of the measurement process. This presupposes that there is, in

fact, a process that is in control, that sufficient data from the process
exists to quantify this control, and that the behavior of future measurements
is predictable from past behavior of the process. This test is exactly
analogous to control chart methodology wherein values that fall inside control
limits based on historical data are said to be in control, and values that fall
outside the control limits are judged out-of-control.

The technique that is used for control is called a t-test wherein a test
statistic is computed from the current check standard measurement, the accepted
value of the check standard, and the total standard deviation. This test
statistic, when large in absolute value compared to a critical value of
Student’s t distribution, is indicative of lack of control.

The critical value tQj/2(^) depends on v, the number of degrees of freedom in
the accepted total standard deviation, and on a, the significance level. The
significance level a, the probability of mistakenly flagging a check standard
measurement as out-of-control, should be chosen by the participant to be
suitably small, say between 0.10 and 0.01, so that the number of remeasurements
that must be made because of a chance failure is kept at an acceptable level.

Once the control procedure is installed in the laboratory, the assignments
generated by the calibration process are accepted as valid within the stated
uncertainty as long as the check standard measurements remain in control.
Action is required whenever a check standard measurement is out-of-control.
The immediate action is to discard the results of the calibration. Of course,
at this point one is faced with a dilemna about what future actions should be
taken in regard to the calibration process. Because of the probability of
chance failure, exactly a, it is reasonable, while discarding the results of
the calibration, to repeat the calibration sequence, hoping that check standard
measurements will be in control.

^ ASTM Standard E1T8 is available from the American Society for Testing
Materials, I916 Race Street, Philadelphia, Pennsylvania 19103*
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In this happy event, one assumes that either something was amiss in the initial
calibration, such as insufficient warm-up time for the instrument, or that one

was the victim of chance failure. In either case it is permissible to accept
the more recent result and proceed as usual. In the event of repeated
successive failures or numerous failures over time, one must conclude that a

major disruption in the calibration process is affecting the process offset,
such as a change in a laboratory reference standard, and the calibration
process should be shut down until the problem can be rectified and control
reestablished. Each calibrration experiment is intended to reveal the offset
of a test item or the client's process relative to NBS, and this offset will
not be correctly estimated by the calibrating laboratory if the long-term
average for its measurements is not constant relative to the reference base.
Therefore, a failure of the check standard test implies that offset has not
been eliminated or accounted for by the calibration experiment.

A consideration in choosing a is that the significance level for process
control should be the same as the significance level for determining the limits
of error in section 2.3. Smaller values of a, the probability of having to
remeasure unnecessaarily , that is because of chance failure, correspond to
larger associated limits of error. Thus the cost of remeasurement must be
weighed against the iii5)act of a larger uncertainty. Values of a = 0.05 or
a = 0.01 are recommended.

An alternative to a critical value based on the t-distribution, as explained in

section 2.3, is a factor such as three or two which can be used for computing
limits to random error and testing for control. The factor three corresponds
approximately to a = 0.003 for the normal distribution and is well established
in quality control applications. There are no hard and fast rules for picking
either a significance level a or a factor such as three for the control
procedure, but once it is chosen, it plays a large part in determining the
frequency of remeasurement and the magnitude of the uncertainty for the
process

.

The measurement assurance procedures that are outlined in the next chapter are
based upon a critical value of three in almost all cases. Those wishing a more
stringent control procedure can substitute the appropriate value of ta/2
the appropriate equations. In calibration work, the purpose of the control
procedure is to flag those measurements which are clearly out-of-control, and a

critical value of three is suitable for many situations. This approach is the
current practice of many calibration services at NBS. Moreover, limits based
on the factor three work well, covering a large percentage of the distribution
of possible values of the test statistic, even where the test statistic is not
strictly distributed as Student's t which is the case for some of the more
complicated constructions in the next chapter.

If the measurement sequence allows for a within standard deviation, the ratio
of this within standard deviation to the accepted within standard deviation is

compared to a critical value based on Snedecor's F distribution (see Ku [UU]

for a discussion of the F test). A ratio that is large compared to the
critical value is indicative of lack of control during the course of the
measurement sequence.
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The critical value Fo((vx,V2 ) depends on; , the number of degrees of freedom
in the current within standard deviation; V2 the number of degrees of freedom
in the accepted within standard deviation; and a, the significance level
discussed in preceding paragraphs. Critical values of Fqj(V]^,V2) are tabulated
in Table II for a=0.01, vi = l ( 1 ) 10( 2)30( 10) 120 and V2=10(l)20(2)30(5)120.'^

The t-test and F test are invoked simultaneously— the failure of either test
constituting grounds for discarding the measurement on the test item or

transfer standard. The combination of these two tests is a powerful means of

detecting shifts in the long-term average of the process as it defines
systematic error.

The efficacy of the check standard as a device for guaranteeing that the
process is functioning properly and that, therefore, the test items are
assigned values with negligible offset relative to NBS, depends on the

relationship among the measurements made on the test items, the measurements
made on the reference standards and the measurements made on the check
standards. The strongest case for measurement assurance exists when all
assignments are statistically interrelated as in a statistical design. When
the assignments are by nature statistically independent, it is essential that
the measurements be temporally related by completing the measurement sequence
in as short a time as possible.

There is really no guarantee that a predictable response on the part of the

check standard assures a good measurement on the test item if it is possible
for the process to change appreciably during the intervening time between the

check standard measurement and the other measurements. However, a strong
case for confidence in a measurement process exists for a process that is

continuously in control. Furthermore, out-of-control findings for the check
standard are almost unfailingly indicators of measurement problems because the

control limits are specified so that the probability of a single value being
out-of-control is extremely small.

The question of how often the process should be checked for control can only

be answered in terms of the goals of the measurement program. A criterion
based on economic considerations must balance the tradeoff between the cost of

making additional measurements to ensure accuracy and the costs incurred when
inaccurate measurements are allowed to occur. In order to achieve the highest
level of measurement assurance, check standard measurements should be

incorporated in every calibration sequence. When this is not possible or not
necessary, a check for control should be incorporated in start-up procedures
and repeated at intervals thereafter that depend on the level of system
control that is desired and on past experiences with the control procedure.

A system that is always in control when checked can be presumed to remain in

control between checks, and the time between check standard measurements can be

lengthened. Conversely, the same presumption cannot be made for a system that

is occasionally out-of-control, and the time between check standard
measurements should be shortened if one is to determine how long the system can
operate in-control.

*The notation 10(2)30, for example, indicates that the values go in steps of

two from ten to thirty.
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3.U The Transfer with NBS

During the transfer between the participating laboratory and NBS, current
check standard measurements that result from the transfer experiments are

compared with the accepted value of the check standard by a t-test in order to
ascertain whether or not there has been a significant change in the long-term
average of the process. If the check standard measurements are continually
out-of-control while the transfer standard is in the laboratory, the transfer
measurements are invalid, and the transfer experiment should be discontinued
until the initial check standard measurements are repeated and new accepted
values are established. Isolated failures can be treated as they are treated
in the calibration workload, and offending measurements that cannot be
repeated are deleted from the transfer data.

Similarly, the within standard deviation confuted from the transfer
measurements is compared with the accepted within standard deviation by an
F-test. If possible, sufficient repetitions spaced over a period of time are
also included in the procedures for measuring the transfer standards so that
the standard deviation for the transfer can be compared to the accepted total
standard deviation.

After the completion of the transfer with NBS, the tests for control are

continued for the calibration process. When an out-of-control condition is

encountered in this mode, the measurement process is discontinued until
control is restored which may amount to simply repeating the measurement
sequence on the test item and check standard. When it is obvious that the
process mean has shifted because of repeated out-of-control findings for the
check standard, signifying that the offset from NBS has changed, it is time
for another intercomparison with NBS. Theoretically one may be able to
analyze the amount of change in the offset, but it seems judicious at this
point to reestablish the values of the laboratory’s reference standards.

3.5 Updating Process Parameters

After the control procedure has been in place for a year or more, sufficient
data should be available so that the process parameters can be updated. The
mechanics for doing this depend on the degree of automation that exists in the
laboratory and on the computing capability at its disposal. In a sophisti-
cated program one compares the accepted value for the check standard and the

accepted total standard deviation with values computed from the check standard
data that has been accumulated since the last update. If the two sets of data
are essentially in agreement, updated process parameters are computed based on

all check standard measurements. In cases where the process has changed
significantly in regard to these parameters, the past historical data are

discarded, and new process parameters are computed from the most recent data.

For computer systems such as micro-computers with limited storage capacity, it

may be feasible to retain only a fixed number of check standard measurements.
Obviously the number should be sufficient for obtaining reliable estimates.
The data file is continually updated by deleting the oldest measurement and
adding the newest-thereby always keeping a fixed number of check standard
measurements in the data file with which to compute the process parameters.
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U. Implementation of Measurement Assurance for Specific Cases

This chapter contains the basic outlines for implementing measurement
assurance programs for eight specific measurement situations where the

sequence of measurements that constitute an intercomparison depends upon the
number of reference standards , the number of test items and the number of

redundant measurements to be employed in each intercomparison.

The essential elements that specify the measurement situation for each plan
are as follows:

U.l A coii5)arator process in which one reference standard is compared to a

test item and a check standard.

k,2 A comparator process in which a test item is compared to each of two
reference standards, and control is maintained on the difference between
readings on the two reference standards.

U.3 A comparator process in which three test items are compared to two
reference standards in a statistical design, and control is maintained
on the difference between the two standards.

U.U A comparator process for mass calibrations illustrating the use of a

1, 1, 1 design and a5» 3, 2, 1, 1, 1 design with provision for a check
standard for each series.

4.5 A comparator process in which four test items are compared to
four reference standards, without direct intercomparison between the test
items or reference standards. Control is maintained on the difference
between two reference standards.

4.6 Direct reading of the test item with the instrument as the standard.
Control is maintained by repetitions on a calibrated artifact.

4.7 Simultaneous measurement of a group of test items relative to a bank
of reference standards where a check standard is always included among
the test items.

4.8 A ratio technique for one or more test items and one or two reference
standards. Control is maintained on calibrated values of an artifact
check standard.

Calibration as a process of intercomparing a test item with a reference
standard and assigning a value to the test item based on the accepted value of
the standard is frequently carried out by a comparator process. For high
precision work, the comparator process makes use of an instrument or device
which is capable of handling only very small differences between properties of
similar objects such as a mechanical comparator for comparing gage blocks
of the same nominal length or an electrical bridge for detecting very small
differences between resistances. Where individual readings, in scale units,
are taken on the unknown and the reference standards and converted to the
appropriate units, a value can be assigned to the test item only through the
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difference between the reading on the test item and the reading on the
reference standard (See section 1,U.2), The calculated difference between the

two readings is the "measurement of interest" and the number of such

differences determines the redundancy in a measurement scheme.

Where the calibration experiment produces only a difference measurement, such
as the difference in emf between two saturated cells as measured by a
potentiometer, the term "reading on an unknown" or "reading on a standard"
does not have a literal interpretation but refers to the logical
intercomparison of the items. In either case, a value is assigned to an
unknown relative to the known value of one or more reference standards. This
known value is referred to as the restraint.

Where there are a small number of unknowns and reference standards, the
calibration experiment may consist of all possible intercomparisons that can
be made on the collection of items; this would amount to k(k-l)/2 difference
measurements for k items being intercompared two at a time. A calibration
design consists of a subset of all possible intercomparisons such that, given
a restraint or assigned value for the reference standards, the series of
intercomparisons can be solved for the unknowns. The method for finding a
solution is least-squares , and the resulting values for the unknown items are
least-square estimates.

Several factors dictate the choice of intercomparisons that constitute the
design. Obviously, it is desirable to keep the number of intercomparisons
small. Designs are usually structured so that precision in the assignments to
the test items is the same for all items of the same nominal size and so that
precision in this sense is optimized for a given number of intercomparisons.
Other optimality criteria that are discussed in the statistical literature in

references [451 and [46] may be of interest to the reader.

Calibration can also be carried out using a direct reading device or
instrument in which case the device is regarded as the standard, and values,
already in the appropriate units, are assigned directly to the test items.
Such a device, for example an interferometer, can also be used in a comparator
mode in which case the difference between a reading on the test item and a

reading on the standard is regarded as the measurement of interest.

The eight measurement plans that are discussed in this section have been
adapted to both mechanical and electrical measurements. Plan 4.1 is the
simplest scheme for a comparator process and may be appropriate when accuracy
requirements are moderate. It does not afford a high degree of protection
because the linkage between the measurement on the test item and the
measurement on the check standard is not as strong as it is for the other
comparator schemes. Plan 4.2 affords a higher degree of protection against
incorrect n^asurements by requiring redundant measurements on each test item.
This plan is well suited to mechanical measurements and is currently utilized
in the Gage Block Measurement Assurance Program. The program is illustrated
with data from one participant in section 4.2.7

•

Plans 4.3 and 4.5 involve calibration designs that are particularly
appropriate for voltage and resistance measurements. The designs have a
provision for estimating a so-called left-right effect which is an inq^ortant
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circuit parameter for voltage measurements* The discussion of plan which
is illustrated with data from the NBS Volt Transfer Program, explains the

steps to be followed in process control using a check standard that is either
stable or is drifting linearly with time.

Plan h,k describes a measurement assurance program for guaranteeing the
accuracy of very precise weighings by means of two designs which are routinely
used in the NBS mass calibration program* Weighing designs for different
combinations of weights along with designs for mechanical and electrical
measurements involving more standards and test items are described by Cameron
et al [UtI* Designs for eliminating temporal effects are described by Cameron
and Hailes [

48 ]

*

Surveillance testing as a means of ensuring the self-consistency of a weight
set is described in detail in a recent publication by Jaeger and Davis [U9 I*

The basic idea is to compare a given weight against a collection of other
weights in the set whose nominal sum equals the first weight* The authors
develop measurement assurance methods for monitoring the difference calculated
from the comparison and resolving it with values assigned to the individual
weights*

Plan k,6 is probably the simplest and involves only direct readings on the
test items* It is appropriate for large volume workloads that utilize an
instrument standard such as interferometer, digital voltmeter, or electronic
balance where there is a need to monitor or guarantee the accuracy of the
instrument as a matter of course*

Plan U*7 is appropriate for assigning values to test items or instruments
relative to a bank of standards where the calibration consists of

subjecting all items including the reference standards to the same stimuli,
usually simultaneously* Control is maintained by a check standard which is

included as a test item in each measurement sequence* Applications include
watthour meter calibration where test meters and reference meters are
connected to the same power source and very low pressure calibration where
several pressure gages are confined in a vacuum chamber with a reference
pressure gage*

By necessity, the analyses are outlined in a straightforward manner, and
problems involving drifting reference standards or check standards must be
considered separately* It is obviously impossible to anticipate the spectrum
of complications that may arise in a given measurement area, and these
analyses, offered as a simplistic approach to sometimes difficult problems,
are intended to provide a starting point for measurement assurance*

Each measurement assurance program that is presented in this chapter relies
upon a check standard concept as discussed at length in the last chapter, and
the check standard measurements are crucial to the steps that constitute such
a program; namely i) establishment of process parameters; ii) routine process
control; iii) evaluation of systematic error by transfer with NBS; iv)
determination of uncertainty for test items; v) update of process parameters*

The first four steps are outlined in detail for each program, and the fifth
step relating to updating and maintaining the data base was discussed in

generality in section 3*5

•
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U.l Comparator Process for One Test Item, One Reference Standard, and One
Check Standard

U.l.l Measurement Sequence

This scheme is appropriate for a comparator process where the intercomparison
of the test item X with the reference standard R is immediately followed by
the intercomparison of an artifact check standard Y with the reference
standard R in the sequence X, R, Y, R. The readings are denoted by x, r]_, y,
r2 respectively. This measurement sequence should be followed for all
calibrations for which statistical control is to be achieved. The value of
the check standard for one such sequence is defined from the reading on the
artifact check standard and the duplicate readings on the reference standard
as

c = y - - (ri + r2) . (i+.l.l)
2

All aspects of a measurement assurance program involving this design are

explained and illustrated for gage blocks in reference [ 50 I

.

U.1.2 Process Parameters

Initial values of the process parameters are obtained from n such measurement
sequences, where C]_,***,Cn are the observed values of the check standard.
The accepted value of the check standard is the mean of the check standard
measurements; namely.

1 ?
Ac = - I ^

(U.1.2)
n i=i

The accepted total standard deviation for the check standard is

/ 1 ? 9 \ 1/2
Sc =

( I (=i - Ac) (It. 1.3)
\ n-1 /

with V = n-1 degrees of freedom.

The model assumed for the calibration process is the additive model (l.i+.2).

Under this model the error structure for the value of the test item and the
error structure for the check standard measurement are identical. Thus s^

also estimates the standard deviation of the reported value of the test item
which is shown in (U.1.6).
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The control limits^ that are appropriate for future check standard
observations are given by

Upper control limit =

Lower control limit = - 3s^ •

U.1.3 Control Procedure

The control procedure applied to each calibration depends on a test statistic
t^, that is computed from the observed value of the check standard c for that
measurement sequence by

c - A,

ih.l.k)

If t/% < 3 (U.1.5)

the process is in control, and the value of the test item is reported as

X* = X “ - (ri + rp) +
2

{k.1.6)

where R is the value assigned to the reference standard,

If tc ^ 3 >

the calibration of the test item is invalid and must be repeated.

^The factor 3 is used in this and all subsequent computations in place of the
appropriate percent point of the t distribution; t^j/pCv).
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4.1.4 Transfer with NBS

The transfer with NBS is accomplished by p repetitions of the measurement
sequence in which a transfer standard takes the place of the test item in each
repetition. Process control as defined by (4.1.5) should be confirmed
for each repetition. Any sequence that is out-of-control should be repeated
until control is reestablished or else that repetition is deleted from the

transfer. If the value assigned to the transfer standard by NBS is T* with
uncertainity U-p, the uncertainty of the transfer is

3sc
Upr- =— + U-p

,
(4.1.7)

The offset A of the laboratory process from NBS is

A = - ^ - T* (4.1.8)
P j = l

where ,***,Xp are values calculated according to (4.1.6) for the transfer
standard for each of the p repetitions.

This offset is judged significant if

/P IaI— > 3 , (4.1.9)
Sc

and in such case the assigned value of the reference standard becomes
R* - A.

The assigned value of the reference standard is unchanged if

/P IaI— < 3 .

4.1.5 Total Uncertainty

The total uncertainty that is appropriate for a value assigned to a test item
by one calibration sequence is

U = + 3sq. (4.1.10)
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U.2 Con5)arator Process for One Test Item and Two Reference Standards

U.2.1 Measurement Sequence

This scheme involving duplicate measurements on the test item is appropriate
for a comparator process where the assignment for the test item is made
relative to the average of the values assigned to the two reference standards,
called the restraint R . The intercomparison of the test item X with each of
two reference standards, R-^ and R2 , in a trend eliminating design (Croarkin et

al [51I ) is accomplished by the sequence X, R^^, R2 , X, and the readings are
denoted by X;j_, r^^ r2 5 X2 respectively. The difference measurements are;

di = XI - ri

d2 = X2 - r2

There is no artifact check standard for this design, and a check standard
value is defined for each sequence as the calculated difference between the

readings on the two reference standards as

c = d2 - d]_ (i^.2.l)

The value c is structured so as to reflect the maximum variation that occurs
in the measurement sequence between the first and the last readings on the
test item and not just the variation that occurs between the readings on the
two reference standards.

U.2.2 Process Parameters

Initial values of the process parameters are obtained from n such measurement
sequences yielding check standard values C]_,***,Cn» The accepted value of the
check standard is given by the mean of the check standard values; namely,

Ac = - I =i .
(It. 2. 2)

n i=i

The total standard deviation of the check standard is defined by

Sc = [^ (‘‘•2-3)

with V = n-1 degrees of freedom.

The control limits^ that are appropriate for future observations on the check
standard are given by

Upper control limit = + 3sq

Lower control limit = .

^The factor 3 is used in this and all subsequent computations in place of the
appropriate percent point of the t distribution; namely, tQj/2^^)*
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The model assumed for the process is the additive model (l,i+.2). The error

structures for the check standard measurement and the reported value of the

test item are worked out in detail in section 1.5 where it is shown that the

standard deviation for the reported value of the test item is s^/2.

4.2.3 Control Procedure

The control procedure applied to each calibration depends on a statistic t^

that is computed from the observed value of the check standard c for that
measurement sequence where

(4.2.4)

s c

If tc < 3

the process is in control, and the value of the test item is reported as

X* = - (di + d2) + R (4.2.6)

where the restraint R* = - (Rp* + R2
*)

values of the reference standards.

and Rp and R2 are the assigned

If tc > 3,

the calibration of the test item is invalid and must be repeated.

4.2.4 Transfer with NBS

The transfer with NBS can be accon^lished with two tranfer standards Tp and
T2 « In this mode pp repetitions of the measurement sequence are made with Tp

taking the place of the test item and P2 repetitions of the measurement
sequence are made with T2 taking the place of the test item. This produces a
total of Pp + P2 repetitions for the transfer. Process control as defined by

(4.2.5) should be confirmed for each repetition. Any sequence that is

out-of“Control sho\ild be repeated until control is reestablished or else that
repetition is deleted from the transfer. If the values assigned to the
transfer standards by NBS are Tp and T2

* with uncertainties Urpp and Ujr2
respectively, the uncertainty of the transfer is

where

Utr
3 pypg

+ Upi

1 / 2 2\1/2
Ut - ^

+ Ut2 1

(It. 2. 7)

B-47



The offset A of the laboratory process from NBS is defined only in terms of

the restraint; i.e., the average of the two reference standards. It is

confuted from the values assigned to the first transfer standard according
to (4.2.6); namely, and the P2 values assigned to the second

transfer standard according to (4.2.6); namely, * *
* ,Xp** .

A = -L fXi* . ^ fXi** - ^
(Ti* . T2*)

i=l ^^2 i=l ^
(4.2.8)

The offset is Judged significant if

t > 3, (‘*.2.9)

where
t =

4i/pi«P2 1^1

»^Pl+P2 Sc

(4.2.10)

and in such case the assigned value of the restraint is changed to R - A.

The restraint is unchanged if t < 3.

4.2.5 Uncertainty

The total uncertainty that is appropriate for a value assigned to a test item

by (4.2.6) from one calibration sequence is

3Sc
U = Utr + • (4.2.11)

2

4.2.6 Example from the Gage Block Measurement Assurance Program

Two sets of eighty-one gage blocks from NBS were sent to industrial
participants for the purpose of assigning values to their laboratory reference
standards. Before the transfer blocks left NBS, each participant conducted a

minimum of six experiments in which his two sets of reference standards were
con^Dared to a set of test blocks according to the measurement scheme in

section 4.2.1. Because six measurements are not sufficient for estimating a
standard deviation, the data were analyzed by groups, with about twenty blocks
constituting a group.

In order to check a large data set for outliers, such as the data accumulated
on the gage block check standards, it is sometimes possible to make use
of the information in the individual standard deviations. Because the
measurements are assumed to all come from the same process, a standard
deviation that is large con^^ared to the other standard deviations in the group
suggests an outlier in the check standard measurements for that nominal size.
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If there are k block sizes in a group, the test statistic is the ratio of

single standard deviation s^ to a quantity that has been pooled from the

remaining standard deviations in that group; namely, Sj

test statistic is
(j = l, jW). The

F = (si/s
’l)

where

and Sj^ has degrees of freedom and each pooled standard deviation has
degrees of freedom. If all s^ have the same number of degrees of freedom v,

then Vj^ = V and V2 = (k-l)*v. If for a chosen suitable small,

F > Fo^(vi,V2)

where is upper a percent point of the F distribution with vj

and V2 degrees of freedom, the standard deviation in question is considered
significant, and the individual measurements for that check standard are

inspected for an outlier— the outlier being either the largest or the smallest
measurement

.

Consider the standard deviations in exhibit 4.2.1 which were computed from
check standard measurements for nine nominal sizes. The individual
measurements are plotted in figure 3 as deviations from the mean for each
nominal size as a function of nominal size. Test statistics computed for each
nominal size show that the standard deviation for the 0.122000 inch check
standard is significantly larger than the others, and figure 3 verifies that

the smallest observation is not consistent with the other data for that size
and is thus labeled an "outlier."

Exhibit 4.2.1 - Standard deviations from check standard measurements
Values in microinches

Nominal Length
( Inches)

Std Devs Degrees of

Freedom
Pooled

Std Devs

Degrees of

Freedom
Test

Statistic

Si ^1 Sp

i

V2 F

0.117000 0.445 5 0.723 40 0.38
0.118000 0.288 5 0.733 40 0.15
0.119000 0.952 5 0.659 40 2.09
0.120000 0.382 5 0.727 40 0.28
0.121000 0.616 5 0.707 40 0.76
0.122000 1.303 5 0.579 40 5.06^
0.123000 0.539 5 0.715 40 0.57
0.124000 0.674 5 0.700 40 0.93
0.125000 0.472 5 0.721 40 0.43

^ ^Si/sp_ > F^q]^( 5,40) where F,qi( 5,40) = 3.51 from Table II.
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GAGE BLOCK CHECK STANDARDS

Figure 3

Deviations (microinches) from the mean versus nominal length (inches) for
groups of six check standard measurements showing a single outlier

The initial data taken by the participants in the measurement assurance
program were inspected for outliers by this method. All outliers were deleted
from the data base before calculating the accepted values and standard
deviations of the check standard measurements. A subset of the data for one

participant is featured in exhibit U,2.3 with the number of blocks being
restricted to five for the purpose of the illustration. The exhibit shows the
data from the initial experiments, with a check standard for each repetition
computed according to (U.2.1) and initial values for the process parameters A^,

and Sq computed using (U.2.2) and (ii.2,3) respectively. After the initial
data set was edited for outliers, the transfer blocks were sent to the
participant. The values assigned to the transfer standards by NBS and the
value for the participant’s restraint are listed in exhibit 4.2.2.

Exhibit 4.2.2 - Participant’s restraint and NBS values for transfer standards
Values in microinches

Nominal Restraint Transfer Stds Uncertainties Total ^

R* T^* T2* Ut2 Ut

2TTt 2.06 2.12
2. IT 2.06 2.12
2. IT 2.06 2.12
2. IT 2.06 2.12

2. IT 2.06 2.12

The systematic errors associated with the transfer standards are added
linearly instead of in quadrature because the assignments T]_ and T2 are

not independent. Thus Uip = (U^i + U>p2)/2.

0 . 100 (

0.1008
0.1010
0.1020
0.1030

1.30
0.80
2.65
0.45

-0.05

-0.63

3.21
2.33
0.35
-2.09

-0.5<

3.14
2.52
0.19

-2.32
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Exhibit U,2.3 - Readings on unknown X and reference standards and R2
Corrections to nominal size in microinches

Nominal Reps Readings Check Mean Total D.F.
( inches

)

Standard S.D.

XI n r2 X2 c ^c Sc V

1 53.9 52.7 46.8 53.9 5.9
2 5U.8 h9.9 45.0 54.5 4.6

3 56.0 50.0 44.1 56.1 6.0

0.1006 k 56.3 50.0 44.1 56.3 5.9 5.80 0.616 5

5 55.1 ‘t9 .T 1*3.7 55.1 6.0
6 55.0 50.0 1*3.9 55.3 6.4

1 51.1 51.1 49.2 50.5 1.3
2 53.0 ‘*9.9 1*7.9 53.1 2.1

3 5^.2 50.1 47.5 54.3 2.7
0.1008 h ’?k.k 50.2 1*7.5 5 l*.3 2.6 2.33 0.551* 5

5 53.2 1*9.9 4t .2 53.2 2.7
6 53.3 50.0 1*7.3 53.2 2.6

1 52.0 50.1 49.1 52.5 1.5
2 5U.8 U8.8 1*7.7 5 l*.7 1.0

3 55.5 50.0 48.4 55.5 1.6
0.1010 k 55.1* 50.0 48.3 55.4 1.7 1.70 0.593 5

5 55.5 51.0 48.2 55.5 2.8
6 55.8 50.0 48.2 55.6 1.6

1 52.1 50.1 48.1 52.2 2.1 1

2 57.

3

51.1 49.0 57.2 2.3

3 57.

0

50.0 48.3 57.0 1.7
0.1020 h 57.2 50.1 48.4 57.1 1.6 2.07 0.339 5

5 55.3 50.0 47.6 55.3 2.4

6 55.1 1*9.9 47.6 55.1 2.3

1 53.9- 49.2 48.5 54.1 0.9
2 58.8 50.0 49.0 58.8 1.0

3 59 . 1* 50.0 49.1 59.5 1.0
0.1030 k 59 . 1* 50.0 49.1 59.1* 0.9 0.73 0.361 5

5 59.3 50.0 1*9.5 58.9 0.1
6 59.7 50.2 49.6 59.6 0.5

Pooled 0.507 25
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Each transfer block was intercompared twice with the i)ai*ticipants reference
standards by the same scheme used to obtain the initial data, resulting in a
total of p]_ + P2 = ^ repetitions. The data for each repetition are shown in
exhibit U.2.U. The readings on the reference standards are designated by
and r2, and the duplicate readings on a transfer standard are designated by
and X2. The exhibit also lists the check standard that was computed for each
repetition, the test statistic t^,, and the value reported for the NBS transfer
standard according to (U.2.6).

Notice that on three occasions the check standard measurement failed the test
for control defined by (4.2.5 )• Because the data were analyzed at NBS after
the transfer standards left the participant's laboratory, it was not possible
to repeat those sequences, and they were deleted from the transfer data

thereby reducing the number of valid repetitions for those block sizes.

Exhibit 4.2.4 - Readings on transfer standards T]_ and T2

Corrections to nominal size in microinches

Nominal
( inches

)

Stds Reps Readings Check
Std

Test Transfer
Statistic Std

XI ri ^2 X2 c tc X*

Tl 1 51.2 55.2 48.0 50.8 6.8 2.0 O.TO

Tl 2 51.3 55.2 48.9 51.2 6.2 0.8 0.50
0.1006 T2 1 50.8 5‘*.9 48.1 51.3 T.3 3.0§

T2 2 51.2 55.2 48.9 51.3 6.4 1.2 0.50

Tl 1 56.5 55.3 52.

u

56.3 2.T O.T 3.35

Tl 2 56.2 55.1 52.5 56.2 2.6 0.5 3.20

0.1008 T2 1 56.1 55.1 52.3 56.4 3.1 1.5 3.35
T2 2 55.T 55.0 52.5 55.8 2.6 0.5 2.80

Tl 1 5l*.0 5U.9 53.2 5l».0 1.7 0 2.60

Tl 2 53.5 55.0 52.8 53.5 2.2 1.0 2.25

0.1010 ^2 1 53.9 51* .9 53.3 53.9 1.6 0.2 2.1t5

T2 2 53.8 55.0 52.8 53.9 2.3 1.2 2.60

Tl 1 5‘».9 54.3 52.1 51*.

7

2.0 0.1 2.05

Tl 2 55.0 55.1 52.5 55.0 2.6 1.0 1.65

0,.1020 T2 1 54.6 3^ ‘3 52.1 51*.

6

2.2 0.3 1.85

T2 2 55.2 55.1 52.5 55.2 2.6 1.0 1.85

Tl 1 52.9 53.9 52.9 52.8 0.9 -0.60

Tl 2 53.9 S'*.

9

52.4 53.9 2.5 3.53 —
0.1030 T2 1 52.4 53.9 52.9 52.5 1.1 -1.00

T2 2 53.4 51*.

9

52.4 53.it 2.5 3.53 —

—

^Failed the test for control. The Gage Block Measurement Assuance Program

uses a critical value of 3.
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Offsets from NBS were computed for each block size by (U.2.8) and were
tested for significance by (U,2.9)* The participant was advised to
change the value of the restraint for those block sizes which showed a

significant offset from NBS. The uncertainty of the current transfer with NBS

was computed. Results are reported in exhibit U.2.5. The participant was

further advised that the uncertainty appropriate for his process was

U = 3.42 microinches as calculated by (4.2.11).

This uncertainty is valid for calibrations conducted according to the

measurement scheme in Section 4.1.1 with the value of the restraint as

stipulated as long as the process remains in control. Another transfer with
NBS will be scheduled in two years to check on the state of the measurement
assurance program, and it is anticipated that thereafter transfers with NBS

will become increasingly rare. Specific blocks that shows signs of change can
be recalibrated or replaced in the interim.

Exhibit 4.2.5 - Offsets from NBS and corrected restraints
Values in microinches

Nominal Number of Offset Test Corrected Uncertainty
( inches

)

Repetitions Statistic Restraint of Transfer

Pi + P2 A t R* - A Utr

0.1006 3 I.l4 7 . 3T 0.16 2.59
0.1008 4 0.00 0.0 0.80§ 2.50
0.1010 4 0.05 0.4 2.65§ 2.50
0.1020 4 1.58 12.

5'’'
-1.13 2.50

0.1030 2 1.40 7 . 8+ -1.45 2.66

"^The test statistic t > 3 indicating that the offset from NBS is significant
and that the laboratory restraint should be decreased by the amount A.

§The restraint is unchanged because the offset is not significant.
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i+.3 Comparator Process for Three Test Items and Two Reference Standards

U.3«l Measurement Sequence

In this scheme, which is particularly suitable for electrical measurements,
the small difference between two items , such as the difference between the
electromotive forces for two saturated cells, constitutes a measurement. The
assignments of values to test items are done relative to two reference
standards. The statistical design leads not only to equal precision in the
assigned value for each test item, but it is also structured so that any
position effect in the electrical connection, called left-right effect, is

cancelled (Cameron & Eicke [52]). The theory of least-squares estimation
which governs the solution of this type of design is explained by Cameron
in reference l53l.

The design is composed of a subset of all possible difference measurements
that could be made on the two standards and three test items. The total
number of measurements that could be made in order to achieve left-right
balance on such a complement of standards and test items is twenty, and the
design is parsimonious in that it requires a subset of ten of the possible
measurements while still achieving equal precision for each assignment.

The reference standards are designated by ^.nd R2 , the test items by X, Y,

and Z and the corresponding intercomparisons on each by r]_, r2 , x, y, z

respectively. The order of measurements is given below:

d]^ = - r2

d2 = r2 - X

d3 = X - y

di| = y - z

d^ = z - r^ (^.3.1)

^6 = y - ri

dy = r2 - y

d3 = z - r2

X - z

dio = ri - X

The left-right effect is estimated by

(I4.3.2)
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The differences of the reference standards from their average as

estimated by least-squares are:

1
= — (2d]_ - d2 - d^ - dg - dj + dg + <^±0^

10

. 1
r2 = — (-2d2^ + d2 + d^ + d^ + d^ - dg - d]^Q)

10

and the corresponding differences for the test items are:

X

y

- — (-3d2 + 2d2 + d^ + d^ - dj + d0 + 2d^ - 3dpQ)

1 (4.3.3)
= “ (-d2 - 2d0 + 2di| + d^ + 3dg - 3dY + d3 - dpQ)

'z

10
(_d2 - 2d^ + 3dc + dg - dv + 3dQ - 2dQ - dpQ).

The within standard deviation for each design is

1 9

Bw =( - I ^ i

"

^ i=l

1/2

(4.3.4)

with degrees of freedom v = 5«

The individual deviations from the least-squares fit are defined by:

^1 = di - 1*1 + r2 - f

^2 = d2 - % + X -

_ T
^^3=d3-x+y-C

^l+ = d4-y+'z-'c

^5 = d^ - z + (4.3.5)

^6 = - y + ri - ^

= dy - r2 + y - C

^8 = ^8 “ z + ^2 -

^ ,
A A Avt9=d^-x+z-C

^10 = ^10 - rp + X - c.
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This design can be used for measurement situations where there is no
left-right effect to be estimated. In this case, the equations for the

deviations do not have the term and the degrees of freedom associated
with s^ is V = 6. All other computations remain the same.

The value of the check standard for one such sequence is defined as the

difference between the estimated values of the two reference standards for the

sequence as

1

c = -(2d]^-d2“d5-d5-d7 + d8 + d]^o) (4.3.6)

4.3.2 Process Parameters

Initial values of the process parameters are obtained from n such designs,
yielding check standard values ci,***,Cj^ and within standard deviations

Sw »***>s^ . The accepted value of the check standard is defined as the mean
1 n

of the check standard values; namely.

^c
1

n

n

i=l

(4.3.7)

The accepted value of the within standard deviation, describing short-term
phenomena that affect the measurements within the design, is the pooled value

Sp = (4.3.8)

with degrees of freedom Vj^ = vn.

The total standard deviation of the check standard is defined as

° (n-1 )

with V2 = n-1 degrees of freedom.

(4.3.9)

The model assumed for the process is the additive model (1.4.2). Under this

model the error structure for the check standard measurement and the error
structure for the reported value of an individual test item are such that
the appropriate standard deviation for a value reported for a test item is
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The control limits^ that are appropriate for future check standard values are
given by

Upper control limit = + Ss^

Lower control limit = ^ “ ^Sq .

4.3.3 Control Procedure

A test statistic t^ that depends on the observed value of the check standard c

is computed for each design by

I

^ ” ^c I

tc = • (4.3.10)

Sc

The control procedure depends upon this test statistic and the within standard
deviation s^^ for that design. A dual control procedure is applied as follows:

If tc < 3 (4.3.11)

and if s^ < Sp /F qj( v

,

vjT (4.3.12)

for a chosen suitably small, the process is in control and values of the
test items are reported as

X* = X + R*

Y* = y + R* (4.3.13)

= z + R* .

The restraint is defined as R* = “(R^* + R2 *) where R|* and R2
* are the

assigned values of the reference standards.

If t^ > 3,

the calibration of the test items is invalid and must be repeated.

4.3.4 Transfer with NBS

Given three transfer standards Tj
, T2 , and T3 , the transfer with NBS could be

accomplished in one of several ways such as including only one transfer
standard in each design. The most straightforward way is to let the transfer
standards take the place ot the test items X, Y, and Z in the design. The
calibration design is repeated p times, and process control should be

confirmed for each repetition as defined by (4.3.11) and (4.3.12).

^The factor 3 is used in this and all subsequent computations in place of the

appropriate percent point of the t distribution; namely, tQj/ 2 (v).
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Any design that is out-of-control should be repeated until control is

reestablished or else that design is deleted from the transfer. If the values
assigned to the transfer standards by NBS are T2*, and T3* with
uncertainties ^3 respectively, the uncertainty of the transfer
is

^ 1/2 2 2\1/2
^tr “ — + - 1 UipQ_ + Uip2 + Ut3 )

•

2/15? ^ \
'

A characteristic of the design that is not always recognized is that the

offset A of the laboratory process from NBS is defined only in terms of the
restraint and not in terms of individual reference standards. The reference

standards should not be used separately and, if one standard is replaced, the
value of the remaining standard and the replacement standard must be
reestablished in relationship to NBS.

Given the p values assigned to each transfer standard by (U.3.13); namely.

Y * ... Y *
•^1 5 5 -^p

Yi
* • • • Y

*
•^1 » ’•‘•p

rr * r, *
Zl ,

the offset is computed as

= - I (Xl* + Yi* + Zi*)
3p i=i ^

(Ti* + T2* + T3*) . (!t.3.15)

The offset is judged significant if

t > 3 ,
(it. 3. 16)

where
^ 2 /15P |a|

t = (it. 3. 17)

Ht %
and in such case the assigned value of the restraint R is changed to R - A.

The restraint is unchanged if t <3.

U.3.5 Uncertainty

The total uncertainty that is appropriate for a value assigned to a test item
by (4.3.13) from one design is

(it. 3. 18)
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4.4 Comparator Process for Mass Calibrations with One Check Standard for
Each Series

4.4,1 Measurement Sequence

High precision mass determination is done by a sequence of intercomparisons
that relate the mass of an object to the laboratory’s kilogram reference
standards which in turn are related to the Paris kilogram. An entire weight

set may require several series of intercomparisons in order to assign values to

all weights. The weights in each series are intercompared by a statistical
design that prescribes the weighings. Each weighing involves a mass

difference between two nominally equal weights or groups of weights. Values
assigned thereby are least-squares estimates from the design. Provision for a

check standard is included with the weights for each series. The reader is

referred to Cameron et al. [5] for the statistical theory governing weighing
designs; to Jaeger and Davis [54] for the physical theory; to Varner [55] for a

description of the NBS software for mass determination; and to Appendix A in

this publication for a description of the matrix manipulations needed for a

solution to general weighing designs and the propagation of standard deviations
and uncertainties through several series.

Normally the first series involves two kilogram reference standards, and R2 ,

a test kilogram Xj^q, and a summation Zj of other weights totaling one kilogram
nominally. The restraint is the average of the values assigned to R^ and R2 ,

and the check standard is defined as the difference between R]^ and R2 as

estimated from the design.

The value assigned to the summation Zj by the first series constitutes the

restraint for the second series with the individual weights in the summation
being calibrated separately in the second series. For example, if a 500 gram,
a 300 gram, and a 200 gram weight make up the summation totaling one kilogram,
those weights are assigned values in the second series of intercomparisons.
Two series are needed to calibrate a weight set consisting of 1kg, 500g, 300g,
200g, and lOOg weights, say. A summation of weights Z2 which becomes the

restraint for third series is included in the second series if the weight set

is to be extended to 50g, 30g, 20g, and lOg weights, and the calibration is

extended to lesser weights in like manner.

The weighing designs for two such series are described generically as a

1, 1, 1, 1 design and a 5, 3, 2, 1, 1, 1 design representing the ratios of the

weights in the series to each other. A design consists of a subset of all
possible intercomparisons that can be made on the group of weights with several
factors dictating this choice. A design is always constructed so that the

standard deviation of reported values for weights of the same nominal size are
equal. The number of intercomparisons is kept small, less than twenty, so that
the weighings can be completed with thermal effects being minimized.
Furthermore, the number of weights that one is willing to have on the pan at

one time and the maximum load of the balance have some bearing on the choice of

observations

.
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Two designs satisfying these criteria are shown below for calibrating the
aforementioned weight set. These designs are used routinely in the NBS
calibration program. Six observations designated by di,***,d5 suffice for the
first series. A check standard for the first series is constructed by

differencing the values of and R2 that were estimated from the design. The
second series has eleven observations designated by dx,***,d]^ 2

. Notice that a
lOOg weight designated as C is included in this design as a check standard. An
observation for a single pan balance is defined as the mass difference between
the weights marked by (+) and the weights marked by a (-) as defined by Jaeger
and Davis [54]

.

Design for 1st Series
1kg 1kg 1kg 1kg

Obs

Rl R2 XlO ^1

dl + -

d2 + -

^3 + -

d4 + —

d5 + -

^6 +

Design for 2nd Series

500g 300g 200g lOOg lOOg lOOg

Obs
X 5 X3 X2 Xl ^2 c

dl + - - + -

^2 + - — + —

^3 + - — — +

d4 + - -

^5 + - — — —

^6 + — + — —

dy + - - + —

d8 + — — — +

d9 + — —

dlO + — —

dll + — —

4.4.2 Process Parameters

The check standard for the first series is defined as

C| = (l/4){2d]^ + d2 + d3-d4-d5} . (4.4.1)

The check standard for the second series is defined as

C2 = (1/920) {4di - llld2 + 119d3 + 4d4 - 108d5 - 102d6 “ 102d7

+ 128d8 - 10d9 - 125dio " 125dii}. (4.4.2)
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The within standard deviation for the first series is

’w
^ i=l

1/2

with V] = 4 degrees of freedom.

The deviations that are needed to compute s^ are defined by:

Cl = dj - (1/4) [2di - d2 ~ d3 + d4 + d5 ]

C 2 = d2 - (1/4) [-di + 2d2 - d3 - d4 + d^]

C 3 = d3 - (1/4) [-di - d2 + 2d3 - d5 - d5 ]

C4 = d4 “ (1/4) [di - d2 + 2d4 - d5 + d5 ]

C 5 = d5 - (1/4) [di - d3 - d4 + 2d5 - d5 ]

C 6 = d5 - (1/4) [d 2 - d3 + d4 - d5 + 2d5] .

The within standard deviation for the second series is

xl/2

’w.
6

with V2 = 6 degrees of freedom.

The deviations needed to compute the within standard deviation s^j

defined as follows:

= di - X5 + X3 + X2 - XI + 2:2

= d2 - X5 + X3 + X2
ys

- 2:2 + C2

^3 = d3 - X5 + X3 + X2

^ ^
C4 = d4 - X5

+ XI

^10 = dio - X2 + XI + C2

^11 = ^11 ~ X2 +12 C2

C2

+ X3 + X2

+ X2 + XI + 2:2 + C2

xA.
+ X2 -

XI + ^2 + C2

+ X2 + XI
-

^2 + C2

+ X2 + XI + ^2
- C2

+ XI + 2:2

(4.4.3)

(4.4.4)

are

(4.4.5)
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where

5

(1/920) {100(d2_ + d2 + d^ + di| ) + 60d^
- 20(d5 + dj + d3 + d^ + d]^Q + d2^]^)}

A
X (1/920) {-68(di + d2 + d3 + d^) - 4d5 + 12U(d6 + dj + ds)

- 60 (d^ + d^Q + d^)}

X = (1/920) {-32(dn + dp + do + dh) - 56dc: - lOU (d^ + d^ + dft)

2 + 80(d9 + dlO Al)}
$ = (1/920) {119di + Ud2 - 111^3 + kd

]^
- 108d5 + 128d5 (i+.U.6)

1 - 102 (dy + dg) - 125 (d^ + d]_o) - lOd^i}

f = (1/920) {-llldi + 119d2 + ^(d3 + di|) - 108d5 - 125d5 +128dY
2 - 102d8 - 125d9 - lOd^o --125dii}

Accepted values for the check standards, within standard deviations, and total
standard deviations are obtained from n initial repetitions of the two series.
Check standard values >

* * * and C2i,***,C2n from the respective series
are averaged to obtain accepted values.

and

^c^ ” L ^li
1 i=l

n 1=1
C2i

(U.U.T)

Similarly, within standard deviations s^ from the first series
^11 ^In

and Stj 5 ***>s^ from the second series are pooled to obtain accepted
21 2n

within standard deviations for the two series:

and (U.4.8)

1 ? .V'"
: ll "21

)

The total standard deviations for the check standards for each series are

respectively

and

n

I
i=l

(cii

1

n-1
I

i=l
(c2i

{h.k.9)
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4.4.3 Control Procedure^

Statistical control is maintained on the measurements by series. For the

first series, test statistics computed from the current check standard value

Cl , and the within standard deviation s^^ are used to test for control. Let

(4.4.10)

If 3 (4.4.11a)

and if s^l
< Sp^ /F(x(4,4n) (4.4.11b)

for a chosen suitably small, the measurement process is in control, and the

following values are assigned to the the test weight X^q and summation :

XiQ* = -(1/8) {3d2 + d3 + 3d4 + d5 - 2d5
}
+ R*

Zi* = -(1/8) {d2 + 3d3 + 84 + 885 + ^ 85 }
+ R* (4.4.12)

where R = - (Rj + R2 ) and R^ and R2 are the corrections to nominal size

for the kilogram standards R^ and R2 .

Statistical control for the second series depends upon the current check
standard value C2 and within standard deviation s^^ for that series. Let

(4.4.13)

If tp < 3
2

(4.4.14a)

and if /Fqj( 6
,
6 n) (4.4.14b)

the measurement process is in control for that series.

Equations (4.4.10) and (4.4.13) are the simplest constructions for testing for
offset using a t statistic. The technique for constructing these statistics
follows the general method for t statistics; namely, the difference between

%'he factor 3 is used in this and all subsequent computations in place of the

appropriate factor of the t distribution; namely, tQ(/ 2 (v).

B-63



the current value of the check standard and its accepted value divided by the

standard deviation of the check standard. As such the construction is

applicable to any design. In this case the statistic defined by (4.4.10) is

precisely correct if the data base for check standard comes from identical
designs with identical restraints, and similarly for the statistic deifined by

(4.4.13). In practice a check standard, especially C2 , can be utilized in a

variety of designs. This does not affect the interpretation of the accepted
value of the check standard, but it does affect the interpretation of the

total standard deviation. In such case the test statistics can be computed
using the within standard deviations as follows:

Cl

(4 .4 . 10a)

(4 .4.13a)

These equations are compatible with the documenation in reference [55] where
the between component of variance is assumed to be zero —an assumption that
is true for the NBS mass calibration process. Notice that the construction of

the relevant t statistic becomes increasingly complicated as one moves through
the series of weighings depending as it does on the within standard deviations
from all prior designs. See Appendix A for the general construction for any
design.

Given that (4.4.14a) and (4.4.14b) are satisfied, values are reported for
test items and summation for the next series as follows:

Weights

500g

300g

200g

lOOg

ElOOg

Reported Values

__ ^ 1

X5 = X5 + “ ^1
2

IT ^ /N
276

X3 = X3 +
920

/N 184
X2 = X2 +

920

__ /N 92
Xl = XI +

920

92
^2 = Z2 +

920

(4.4.15)

where ^5 , 'X3 ,

'$
2 ,

and Z 2 are defined in (4.4.6) and Zj* is defined in

(4.4.12). Whenever a series is out-of-control, the calibration results for
the test weights in that series are invalid and must be repeated.
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4.4.4 Transfer with NBS

For a mass measurement assurance program the laboratory’s starting kilograms
are calibrated at NBS and assigned values R} and R2 and associated
uncertainties ^rid Up2 • The transfer is accomplished by relating all

weighings to these standards as explained in section 4.4.1.

4.4.5 Uncertaintym

The uncertainty associated with the value assigned to any weight is a function
of the design and the within standard deviations for that series and all prior
series. It also includes as systematic error a proportional part of the

uncertainty associated with the starting restraint. For example, the

uncertainty for the value assigned to the one kilogram summation Zj which is

the starting restraint for the second series is UxqOO '^here

r— 1 3

UlOOO = 3/^ s„ + - (Uri + Ur2), kl= -

I Z o
(4.4.16)

The uncertainties for the 500g, 300g, 200g, and lOOg test weights are
respectively

:

2^2 2V ^

U5OO = 3( k2 + - m2 1 +_^(Uri + Ur2), k2 =
,

m2 = -

2 2
1/2

82
U 3OO = 3

(

k3 s^^ + - m3 ^s^^j + _^(Uri + Ur2 ), k3 = ,
m3

3

10

2 3 2 2
\^^^ 64 1

U2OO “ 3
(
k4 s„ ^ - m4 Sv7 I + _^(Uri + Ur2), k4 = —- ,

m4 = -

^ o i
y 2

y 2.U 3

2^2 2\^ ^
11 ^ 1

UlOO = 3
(

lc5 + - m5 s„^

j

+ ^(Hri + Ur2 )> ^5 = "
10

^Uncertainties are computed assuming the between component of variance is

zero. See reference [55] for the general construction.
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4.5 Comparator Process for Four Reference Standards and Four Test Items

4.5.1 Measurement Sequence

This design for four reference standards and four test items involves the

intercomparison of items two at a time where each test item is intercompared
with each standard one time, and there is no direct intercomparison among
standards or test items. The design is routinely used for voltage
measurements where the laboratory’s reference standards

, R2 , R3 and R4 in

one temperature controlled box are intercompared with test items W, X, Y and Z

or transfer standards in another box, and there are no intercomparisons within
a box.

Schematically, the intercomparisons are as shown below where a plus (+) or a

minus (-) indicates relative position in the circuit.

Rl R2 R3 R4

+ - + -

- + - +
+ - + -

- + - +

Measurements on the laboratory standards R^ , R2 , R3 , and R4 and
the test items W, X, Y and Z are designated by r^ , r2 , r3 and r4 and w, x, y,
and z respectively. The design consists of the following sequence of

difference measurements:

dl = ri - w
d2 = " y
^3 = ^3 “ y
d4 = ^3 - w
d5 = ^2 - X

^6 rz - z
= ^4 - z

d8 = r4 - X

dg = X -

^10 = z -
ri

dll = z - ^3

di2 = X - ^3

dl3 = w - n
di4 =

y
- rz

dl5 = y
-

^4

dl6 w - ^4

The design has several features that make it particularly suitable for

intercomparing saturated standard cells. Let the observations d^, ordered as

in (4.5.1) so as to minimize the number of circuit connections, represent the

differences in emf between two cells as measured by a potentiometer. The

convention adhered to is, for example, that r^-w represents the measured
difference between R^ and W with the cells reversed in the circuit relative to

their positions for the difference w-r^.
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The design is balanced so as to cancel out any spurious emf that may be
present in the circuit [56] . In the presence of such systematic error, called
left-right effect, the measurements dj^ are assumed to be related to the actual
differences in emf between two cells in the following way:

di = Di + c + Ei i =!,•••, 16

where z, is the left-right effect, and is random error. For a circuit with
negligible left-right effect, one expects that the measurements would sum to
zero except for the effect of random error. Any disparity between this

expectation and the summation gives an estimate of the magnitude of left-right
effect; namely,

1
? = — I di .

(1,.5.2)
16 i=l

A measuring process such as the one described in the foregoing paragraph can
be characterized by:

i) a short-term or within standard deviation which describes variability
during the time necessary to make the sixteen measurements for one
design.

ii) accepted values for check standards which have been specifically
chosen for this measurement situation.

iii) a total standard deviation for the process based on the check
standard measurements.

The difference of each test item from the average of the reference group is

computed by:

w =
-
^

(di + di, - di3 - dj^g)

X = - - (dc + do - do - dio)
u

(J+.5.3)

^ 1

y = - - (d2 + d3 - d;L 4 - ^15)

z = - - (d5 + dy - d]_o - dll)

The foregoing quantities in conjunction with the differences of the reference
standards from their group average; namely.
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~ ~2 (3d]_+3d2-d3-di|-d^-d5-dy-d3-3d^-3d]_Q+d]_]^+d^2'*'*^13'*'^lU'*'^15‘*‘^l6)
l6

^2 “ ”7 (“d]^-d2-d3-di|+3d^+3d5-dY-d3+d^+d]_Q+d]_2^+d2^2“3d]_3-3d]_ii+d]_5+d]_3)
lb

. 1
= -- (-d]_-d2+3d2+3di^-d^-d5-dY-d3+d^+d]_Q-3d]^]^-3d]_2‘*'‘^13‘^^lU'^^15'^^l6)

^4 “
l6

(“^l“^2“^3“^4“^5“^6'^3dY+3d3+d9+d]_o+d]_i+di2+di3+d]_i^-3d]_5-3d3_5)

and the estimated left-right effect i are used to estimate a within standard
deviation s^^ for each design; namely.

(i+.5.5)

with v=8 degrees of freedom. The individual deviations Ci are given by:

5i
= dl - A .A

r^ + w
A

- c

^2 = d2
- |A A

ri + y - C

= d3
- A .A

r3 + y
A

- ^

= d4 - r3 + w
A

- c

h = ^5 - ?2 + X - e

56 = d6 - r2 + ^
A

- C

5t
= d7

- + z
A

- C

58 = d8
- ?4 + ^ -t

59 = d9
- -t

5 10
= ^10 - ^ + ri

A
- C

5 ii = ^11 - A
.
A

z + r3
A

- C

5 12
= di2

- + ^3 - ?

5i3
= ^13 - w + 1^2 -e

5 il*
=

^lU
- 9 + ^2

A
- C

5i5
= ^15 - A

,
A

y + r^
A

- C

5 16 di6 —
A A
w + r4

A
- ^

(^4.5.6)
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Check standards for electrical measurements are not easily defined because of

the inherent nature of electrical quantities to drift over time* For this

reason, three separate check standards are recommended for measurements on

standard cells. The left-right effect reflects many of the sources of error
in the measurement system and can be presumed to remain stable over time. For
this reason it makes a suitable check standard for process control.
Specifically, the value of the first check standard is defined for each design
as C from

There is also a need to check on the stability of the reference standards,
changes or instabilities in which may not be reflected in the left-right
effect. The least-squares estimates for the reference standards from the
design (U. 5 .^) cannot be used to check on the stability of the standards
themselves because these estimates are in effect a consequence of the design,
subject to the restraint, and are not meaningful separately. For example,
if the restraint is changed to exclude one of the reference standards,
the least-squares estimates for the remaining reference standards as computed
from the same observed differences (4.5.1) can change appreciably.

The information in a design does, however, allow a way of monitoring the
change in one reference standard relative to another reference standard. A
measured difference between two reference standards that is not subject to the
restraint can be computed from each design, and two check standards, each one
involving the difference between two reference standards, are recommended for
monitoring the stability of the four reference standards.

Check standard C]_ is defined for the difference between Rq and R3 , and check
standard Cg is defined for the difference between R2 and Ri|. Their respective
values cq and C2 are computed for each design as follows:

Cl = i (di + d2 - d3 - du - d9 - dio + dll ^ <ii2)

(4.5.7)

1
^2 - ^^5 + - dy - d8 - dq3 - dql+ + dq

5 + dq^) .

Because it is anticipated that the change in one reference standard relative
to another may not be stable over time, the method for analyzing check
standards Cq and C2 is a modified process control technique that allows for

linear drift.



^4.5.2 Process Parameters for Stable and Drifting Check Standards

Initial values for the process parameters are established from n repetitions
of the design in which the four reference standards are compared to any four
test items. The resulting check standard measurements are
C]^]^ , • • • ,cin> ^21»***»^2n* left-right effect the n values are
averaged to obtain the accepted value

1 n

h = I • (it. 5. 8)
n i=i

A total standard deviation for the left-right effect is also computed from the
initial check standard measurements by

1

i=l

with V = (n-l) degrees of freedom.

(U.6.9)

The control limits® that are appropriate for future measurements on the left-
right effect are:

Upper Control Limit = + 3s^

Lower Control Limit = A^ - 3s^

.

Similar calculations of accepted values and standard deviations are made for
C]_ and C2 where the check standard measurements C]_ ]_,••• and
are stable over time. More often than not these quantities are not stable
over time, and this fact must be taken into account in the analysis. If the
check standard values show drift and if the drift is linear with time, check
standard values ci,***,Cn at times ti,***,tn can be characterized by

Cj[ = a + 3tj|_ i=l,***,n

where the intercept a and the slope 3 are estimated by

and

A — A —
a = c - 3 t

n _ _
I (ti-t)(ci-c)

t = i=l

^ -9
I (ti-t)
i=l

®The factor 3 is used in this and all subsequent computations in place of the

appropriate percent point of the t distribution; namely
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with
- 1 ? - 1 ?

” * Z c = - I Cj_.
n i=i n i=i

In the linear case the accepted total standard deviation for each check
standard is

/in \l/2

Sc =
( I (ci - a - 3ti)^

)
(U.5.10)

\ n-2 i=i /

with V = n-2 degrees of freedom. See reference [59l for analyses relating to
linear regression models.

The parameters of the linear fit and associated standard deviations should be

computed for C]_ and C2 separately resulting in estimates a]_, 3i, s^^ with

V]_ = n-2 degrees of freedom for check standard C]_ and a2 , 32 » with

V2 = n-2 degrees of freedom for check standard C2 » The value that a check
standard is expected to take on at any given time is thus dependent on the
linear fit. Therefore, for a future time t', provided t’ is not too far

removed from t^j the accepted values for the check standards are defined by

and

Z'- ^ t

= “1 + Bi t

Ag = $2 + ^"2 t'

(It. 5 . 11)

A total standard deviation for the measurements on C]_ and C2 can be pooled
from Sp and s« by the formula

1 2

with V = 2 (n-2) degrees of freedom.

The control procedure assumes that t’ is close to tj^ because the standard
deviation of a predicted value from a linear fit increases dramatically as the
linear fit is extrapolated beyond the check standard data. Thus the chance of
detecting a real shift in the process diminishes as the tests for control are
continued into the future. This fact necessitates frequent updating of the
parameters of the linear fit based on recent check standard values.

Furthermore, the control procedure and the assumption of a linear model are

interdependent. Because there is no way of separating these two elements, an
out-of-control signal can be caused by either lack of process control or a

breakdown in the linearity of the check standard measurements. One must
recognize this as a short-coming in the control procedure and arrange for
other independent checks on the stability of the reference standards.
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The control procedure also makes use of the accepted within standard deviation
Sp which is not dependent upon model assumptionsfor the check standards • It
is computed from the within standard deviations s^ for each design as
follows :

^ ^

with = 8n degrees of freedom*

U,5.3 Process Control

Process control is maintained by monitoring the within standard deviation for

each design and the performance of the three designated check standards. If
check standard C]_ or C2 repeatedly fails the test for control, it is likely
that one of the two reference standards comprising the check standard has
changed in value. In this case it will be necessary to replace one or both of

the standards in question or reestablish their values relative to NBS.

Process control should be verified for the within standard deviation s-^^ as it

is calculated for each design and for the current values of the check
standards for that design; namely, C]_, and C2 « For the left-right effect
the test statistic is:

(u.5.11*)

For check standards C]_ and C2 that are drifting linearly over time the
corresponding test statistics at time t* are:

1

s

(It. 5. 15)

and

2

s

where

s
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Then the following conditions can be imposed:

If t^ and tQ and t^ are all < 3
1 2

(4.5.16a)

and (4.5.16b)

for a suitably small, the process is judged in control for that design.

The values of the test items are reported as

Y* = y + R* (4.5.17)

1

where the restraint R* = - (Rj* + R2
* + R3

* + R4 *) »
and R^*, R2*>

4

are the values assigned to the laboratory’s reference standards.

If the results of the control procedures along with other experimental
evidence indicate instability or other anomalous behavior on the part of one

of the reference standards, the entire experiment need not necessarily be

discarded. It is possible to delete the reference standard in question from
the restraint and obtain new values for the test items if the values of the

remaining reference standards are known individually. For example, if one is

involved in a transfer with NBS, and if reference standard Rj^ shows signs of

serious malfunction after several days of intercomparisons between the

reference standards and the transfer standards, the values for the transfer
standards can be recomputed for each design as follows:

/N 1

w - {- 9d]^+3 d2“d3-l 3 d4-d5-d5-d7-dg-3 d9
- 3 d]^ Q+d]^

2
+d

2
2'*'1 ^<^

1

3

'*'<^ 14 **'‘il 5
’^^ 3d

]^

5

}
48

^ 1

X - “ {3di+3d2-d3-d4-13d5-d6-d7-13d8+9d9-3dio+dii +13di2+cii3+di4+di5+di6}
48

(4.5.18)

y = {3 d]^- 9 d2
~ 13 d3-d4-d5-d5-d7-d8

- 3 d9
- 3 d 20'''dn+d]^ 2‘^<^ 13

‘*' 13 dji 4+13 di 5+di 5 }
48

^ 1

z = {3d]^+3d2“d3-d4-d5-13d5-13d7-d8-3d9+9diQ+13d2 2+d|2‘*‘<il3'*'di4+di5+d]^5}
48

and W , X
, Y and Z are computed according to (4.5.17) with the restraint R

changed to:
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R* = i (Rg* + R3* + R^*).

The differences of reference standards R2 , R3 and R4 from their average value
are recomputed to be:

^ 1
r2 = {-d3-di|+2d^+2d5-dY-d3+d]_2^+d]_2*“2d]_3-2d2^l4.+d]^^+d]_5}

^ 1
r^ = ~ {2d3+2di|-d^-d5-d’j’-d3-2d]_]^-2d]^2‘*'^13'^*^lU‘*‘‘^15'^^l6^ (4.5 •19)

. 1
ri| = -- {-d3-dl|-d5-d5+2dj+2d3+d]_]_+d]_2+d2_3+d2^4-2d]_5-2d2_5}

The within standard deviation for each design (see equations (4.5.5) and
(4.5.6)) can be computed using either the original quantities in (4.5.3) and
(4.5.4) or the adjusted quantities in (4.5.18) and (4.5.19) with identical
results.

4 . 5.4 Transfer with NBS

Transfer with NBS is accoii:5)lished by means of p repetitions of the design in

which four transfer standards T]^, T2 , T3 , and Ti| replace the four test
items. If one of the tests for control defined by (4.5.l6a) and (4.5.l6b) is

not satisfied, the design should be repeated or else that repetition should
be deleted from the transfer.

Given p repetitions of the design in which T^^ replaces W, T2 replaces X, T3
replaces Y and Ti| replaces Z, the p values assigned to each transfer standard
by the participant's process are computed from (4.5.1?) ; namely,

Xi*,---,Xp*

Yl*.-**,Yp*

Zt * • • • z
*

NBS assigns values to electrical transfer standards that take into account
their individual and collective behavior both before, during, and after their
sojurn in the participant's laboratory. A transfer standard that displays
unstable behavior during one of these periods may be excluded from the
analysis. Normally the averages for the four transfer standards from the
"before and after" NBS determinations are fit by least-squares to a linear
function of time; then average values T^* are predicted for the times
tj ( j=l , • •

• ,p) that the transfer standards were in the participant's laboratory
by the equation

Tj*='&o + eotj
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• • • p) for the

where cLq and 3 q are estimated from NBS measurements.

This makes it possible to compute daily offsets Aj(j=l,
reference group where

Y *
, Y *

+ Z,*) - Ti* (1».5.20)

and assuming the reference group is stable, an average offset for the

reference group is computed by

A =

The offset is judged significant if

1

P
(U.5.21)

t > 3

U/p
I
A

I

where t =

- Sp )
2772

In such case the value of the laboratory restraint is changed to R

Otherwise, the restraint is unchanged.

A.

U. 5.5 Uncertainty

The uncertainty of the transfer is

U
3(^5^^ - Sp^)

tr -

i+/p

+ Ut (i+.5.22)

where Uip is the uncertainty assigned to the transfer standards by NBS.

The uncertainty that is appropriate for the laboratory’s process as it assigns
a value to a test item based on a single design is

3 , 2 2 1/2
U = - (lOsc - Sp ) + Utr .

(^. 5 . 23 )
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4 . 5*6 Example

An example is presented from the Volt Transfer Program where an
environmentally controlled box of four standard cells was sent to an
industrial participant to be interconipared with the participant’s box of four
standard cells. After the NBS cells had been in the participant's laboratory

for two weeks, thereby giving them a chance to recover from the trip, the
laboratory’s reference cells were intercompared with the NBS cells each day

for l6 days using the design described in sec 4 . 5 * 1 * The data corrected for

the temperature in each box are shown in exhibit 4 . 5 * 1 *

Exhibit 4 . 5*1 - Interconqparison of laboratory standard cells with NBS cells
Value in microvolts

Ob^
Day 1 2 3 4 5 6 7 8

dl 86.70 86.92 86.86 86.98 86.97 86.99 87*07 87.17
dp 87.28 87*02 86.77 86.69 86.57 86.60 86.63 86.68
d3 89.29 89*01 88.75 88.64 88.52 88.52 88.54 88.57
dl, 88.84 88.98 88.87 88.94 88.97 88.94 88.98 89*10
dc 88.06 87.97 87*84 87*89 88.33 88.17 88.03 88.11
d6 87.1*3 87*04 86.94 86.94 86.96 86.92 86.92 87*07
dy 88.96 88.58 88.46 88.47 88.45 88.47 88.50 88.55
^8 89.63 89.52 89.39 89.1*3 89*85 89*70 89.63 89*60

^9 -86.47 -86.60 -86.32 -86.34 -86.71 -86.71 -86.61 -86.71

^10 -85*81 -85.70 -85*40 -85*41 -85.39 -85*49 -85*54 -85*66

-ill -87*82 -87.67 -87.31* -87.37 -87.31* -87*40 -87*42 -87.51*

di2 -88.49 -88.62 -88.25 -88.32 -88.72 -88.64 -88.54 -88.59

^13 -88.80 -89*11 -88.84 -88.92 -88.90 -88.88 -88.92 -89*03

di4 -89.15 -89*16 -88.73 -88.64 -88.48 -88.47 -88.48 -88.55

<^15 -90.90 -90*69 -90.24 -90*13 -89.93 -89*98 -90.02 -90.08

^16 -90.38 -90.64 -90.33 -90.40 -90.35 -90. 4l -90.49 -90.60

Ob^
Day 9 10 11 12 13 14 15 16

'^1
^ 87.25 87*28 87*32 87.1*5 87*46 87.50 87.53 87.59

dp 86.72 86.80 86.81 86.87 86.90 86.91 86.92 86.97
ds 88.60 88.52 88.52 88.62 88.59 88.59 88.59 88.62
"^4 89.13 89*07 89*09 89*16 89*18 89.17 89*21 89.24
d
5 88.09 88.00 87*78 88.12 88.05 88.06 88.04 88.05

^6 87*07 86.99 86.89 87.17 87.15 87*09 87*07 87*07
d? 88.58 88.56 88.62 88.69 88.82 88.68 88.69 88.70

^8 89*60 89.55 89*60 89*68 89.79 89*67 89*65 89*68
do -86.66 -86.66 -86.74 -86.78 -86.78 -86.84 -86.92 -86.89

^10 -85.63 -85.67 -85.79 -85.79 -85*80 -85*88 -85.96 -85.93

dll -87.52 -87*48 -87.55 -87.58 -87.58 -87*60 -87.59 -87*60

di2 -88.57 -88.47 -88.51 -88.53 -88.57 -88.54 -88.57 -88.57

^13 -89*04 -89*00 -89*01 -89*10 -89*06 -89*10 -89*10 -89*12

di4 -88.53 -88.44 -88.47 -88.55 -88.47 -88.51 -88.55 -88.53

^15 -90.07 -90.00 -90.05 -90.12 -90.14 -90.10 -90.12 -90.14

^l6 -90.60 -90.51* -90.58 -90.68 -90.69 -90.69 -90.75 -90.77
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Exhibit 4 . 5.2 - Estimates for transfer standards and reference standards
Values in microvolts

NBS Standard Cells Laboratory Reference Cells L-R

Day T2 ^3 Tl* Ri Rg 83 Rl, Effect

A A A A A A A A
w X y Z ^1 1^2 ^3 ^4

1 -88.68 -88.16 -89.15 -87.50 -1.811 -0.016 0.234 1.592 -0.102
2 -88.91 -88.17 -88.96 -87.24 -1.767 -0.007 0.243 1.531 -0.197

3 -88.72 -87.94 -88.62 -87.03 -1.746 +0.004 0.219 1.522 -0.098
4 -88.80 -87.99 -88.50 -87.04 -1.739 +0.003 0.223 1.513 -0.097

5 -88.80 -88.40 -88.38 -87.04 -1.71*3 +0.015 0.235 1.492 -0.075

6 -88.81 -88.31 -88.40 -87.07 -1.696 -0.033 0.232 1.1*97 -0.104

T -88.87 -88.20 -88.42 -87.10 -1.683 -0.058 0.225 1.515 -0.108
8 -88.97 -88.25 -88.46 -87.20 -1.671 -0.036 0.224 1.482 -0.119

9 -89.00 -88.23 -88.48 -87.20 -1.664 -0.047 0.226 1.486 -0.098
10 -88.98 -88.17 -88.44 -87.18 -1.587 -0.082 0.196 1.1*73 -0.093
11 -89.00 -88.16 -88.46 -87.22 -1.51*3 -0.171 0.209 1.504 -0.129

12 -89.10 -88.28 -88.54 -87.31 -1.583 -0.071 0.167 1.487 -0.086
13 -89.10 -88.30 -88.53 -87.31* -1.579 -0.132 0. 166 1.546 -0.072
l 4 -89.12 -88.28 -88.53 -87.32 -1.526 -0.118 0.167 1.1*77 -0.099

15 -89.15 -88.30 -88.55 -87.30 -1.496 -0.139 0.161 1.474 -0.116
16 -89.18 -88.30 -88.57 -87.33 -1.1*97 -0.149 0.166 1.481 -0.102

Figures 4-7 show the individual behavior of the transfer standards , and figure
figure 8 shows the behavior of the transfer group on the average. One might
conclude based on these graphs that the cells were not sufficiently stabilized
at the beginning of the experiment and that the first two measurements in the
participant’s laboratory should be deleted from the transfer data.

The differences for the transfer cells and the reference cells from their
group means (See equations (4.5.3) and (4.5.4)) are listed in exhibit 4.5.2.
The behavior of the reference cells during the transfer with NBS is of
interest because the final assignment of offset depends on the assumption that
the reference cells are stable. As was noted earlier in this section, the
quantities listed in exhibit 4.5.2 do not describe the behavior of the
individual reference cells because these quantities are constrained so that

their sum is equal to zero.

The only way to observe the individual cells during the transfer is to reverse

the way in which the assignments are currently made; i.e., to analyze the data
from the intercoinparisons using the reference cells as unknowns and the value
of the transfer group from NBS as the restraint. This will give individual
values for each reference cell and can be done after the fact if the transfer
group proves sufficiently stable. The rationalization for con5)uting an offset
using the reference cells as the restraint is that one would expect the
reference cells, if they are of the same quality as the transfer cells, to be
more stable considering they have not recently been in transit.
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Figure 4

Values (yV) assigned to transfer
standard versus time (days) standard Tg versus time (days)
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Figure 6

Values (yV) assigned to transfer
standard versus time (days)

Figure 7
Values (yV) assigned to transfer
standard versus time (days)
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assigned to four transfer standards versus time (days)

Each day’s intercoii5)arisons are analyzed for internal consistency via an F
test on the within standard deviation for that day. The stability of the three
designated check standards is also tested each day. Results of those designs
which show evidence of lack of statistical control or anomalous behavior on

the part of one of the check standards are excluded from the transfer
experiment. Because we do not have prior history on this measurement process,
we rely on hypothetical data to demonstrate to the reader the analysis that
should be done for each design.

The left-right effects (i+.5*2) are plotted in figure 9* Their respective test
statistics (U. 5 . 8 ) are listed in exhibit U.5«3. Upper and lower control
limits in figure 9 are indicated by dashed lines, and points that fall outside
these control limits are equivalent to the corresponding test statistics being

significant. These coii5)utations assume that prior data on the left-right
effect established a standard deviation for the left-right effect of
s^ = 0.02uV with = 50 degrees of freedom and that the accepted value of the
left-right effect was established as = O.lOOyV from the same data.

Check standards and C2 as constructed in (U. 5 .T) are observed differences
between two reference cells and do not depend on the restraint or the design.
Tracked over a period of time they show the way in which two cells are
changing in respect to each other. Their values are listed in exhibit U.5»3
and plotted as a function of time in figures 10-11.
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Left-right effect (yV) plotted against time (days) with dashed lines
indicating upper and lower control limits at the 1$ significance level

Exhibit - check standards and test statistics'*’

Values in microvolts

Run Date Left-right
Effect

Test
Stat

Check Std Test
Stat

Check Std Test
Stat

t’ Cl tc C2 "tc

1 2

1 3 -0.102 0.1 -2. 01+50 0.22 -1.6075^ 2.90"

2 k -0.19TS !*.8§ -2.0100 0.29 -1.5375 0.51
3 5 -0.098 0.1 -1.9650 1.10 -1.5175 0.29

k 6 -0.097 0.2 -1.9625 0.58 -1.5100 0.68
5 9 -0.075 1.2 -1.9775 1.66 -1.1*775 2.16
6 10 -O.lOU 0.2 -1.9275 0.69 -1.5300 0.69

T 11 -0.108 0.1+ -1.9075 0.66 -1.5725 0.1+6

8 12 -0.119 1.0 -1.8950 0.85 -1.5175 1.37

9 13 -0.098 0.1 -1.8900 1.27 -1.5300 I.II+

10 16 -0.093 0.1+ -1.7825 0.25 -1.5550 0.81+

11 IT -0.129 1.1+ -1.7525 0.58 -1.6675 2.35

12 18 -0.086 0.7 -1.7500 0.09 -1.5575 1.05

13 19 -0.072 1.1+ -I.7I+5O 0.32 -1.6775 2.31
lU 20 -0.099 0.0 -1.6925 0.65 -1.5950 0.25
15 23 -0.116 0.8 -1.6575 0.01 -1.6125 0.18

16 2k -0.102 0.1 -1.6625 0.66 -1.6300 0.17

^We choose to illustrate the control procedure at the 1% significance level.

^Failed test for control at 1% level of significance based on a critical
value "t,005 ^50) = 2. 678 from Table I.

^Failed test for control at 1% level of significance based on a critical
value t^005^^*^^) ” 2.626 from Ihble I.
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For this analysis, it was assumed that data from fifty-one initial designs

established a linear relationship with time for each check standard as
follows

:

Cl = -2.095 + 0.0190t

C2 = -1.501 - 0.00513t
(1*.5.25)

and that standard deviations, Sq^

form a process standard deviation

freedom.

for Cl and s^^ for C2s were pooled to

= 0.030yV with v = 100 degrees of

Based on the foregoing assumption, predicted values (U.5.II) for the check
standards were computed for each time t’ that the transfer standards were
measured in the participant’s laboratory. Given this information, the check
standard measurements on each day were tested for agreement with the

extrapolated line by the test statistics listed in exhibit ^+.5*3. The test
statistics for and C2 that are shown in exhibit U.5.3 were computed from
(U.5.15) with n = 31 and values of t^C i=l ,

* •
• ,3l) = -30(l)0.

The same analysis is shown graphically in figures 10-11. The upper portion of
figure 10 shows the linear fit to the historical data as a solid line, and the
values of check standard for the transfer experience are shown as discrete
points, (*) with the convention that the transfer experiment starts at

time t = 0.

The lower portion of figure 10 shows the analysis of the check standard
measurements. The solid line is an extrapolation of the linear fit from the
upper portion of the same figure to the time of the transfer experiment. The
dashed lines are upper and lower control limits that show the range within
which the check standard measurements are expected to deviate from the
extrapolated line. A point being outside these control limits is exactly
analogous to the corresponding test statistic being significant in exhibit
U.5.3. Although it is not readily apparent from the graph, the control limits
become wider as the check standard measurements are further removed in time
from their historical data base. Thus, there is a smaller chance of detecting
anomalous behavior as the experiments are continued into the future if the
data base is not updated frequently.

Figure 11 shows the same analysis for the values of check standard C2 from the
transfer experiment with check standard C2 out-of-control on the first
day.

The within standard deviations are listed in exhibit U.5.U and plotted in
figure 12. An F test based on an accepted standard deviation Sp = 0.02yV with

= U08 degrees of freedom indicates that there are measurement problems on
the first and eleventh days. It is interesting to note that check standard C2

is low on the eleventh day although it is not actually out-of-control and that
the left-right effect is very close to being out-of-control on that same day.

Given the responses of the check standards and the transfer standards and the
information garnered from the control procedure, it would seem reasonable to •

delete three measurements from the transfer data; namely, the first, second
and eleventh days' measurements.
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Figure 10
Check standard C]_ (yV) plotted against time (days)

with a solid line indicating a predicted linear fit and dashed lines
indicating upper and lower control limits at the 1% level of significance
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Figure 11

Check standard C2 (yV) plotted against time (days)
with a solid line indicating a predicted linear fit and dashed lines

indicating upper and lower control limits at the 1% level of significance.
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Exhibit 4.5.4 - Within sandard deviations and test statistics
Values in microvolts

Run Date Within SD DF

# t s„ V3

1 3 0.054§ 8

2 4 0.018 8

3 5 0.019 8

4 6 0.015 8

5 9 0.022 8

6 10 0.011 8

7 11 0.016 8

8 12 0.021 8

9 13 0.013 8

10 16 0.021 8

11 17 0.054§ 8

12 18 0.018 8

13 19 0.031 8

14 20 0.013 8

15 23 0.018 8

16 24 0.011 8

^Failure to satisfy the inequality s„ < Spi'^F,oi(8 ,») at the 1% significance
level based on Sp = 0.02ijV and a critical value “ 2.5 from Table II.

Figure 12

Within standard deviations (yV) plotted against time (days)
with dashed line indicating control limit at 1% level of significance.

B-84



4.6 Direct Reading of the Test Item vith an Instrument Standard

4.6.1

Measurement Sequence

In this mode of operation a value is directly assigned to a test item X by a

calibrated instrument. Observations on a stable artifact that takes on the

role of the check standard C are used to establish a base line for the

instrument and to maintain and control its variability in what amounts to a

surveillance type test. An observation on the test item is denoted by x, and

an observation on the check standard is denoted by c.4.6.2

Process Parameters

Initial values of the process parameters are obtained from n independent
measurements on the check standard C]_,***,Cn» The accepted value of the
check standard is defined by the mean of the check standard measurements

;

namely,

1 ^
= - I Cj_ . (4.6.1)

i=l

The total standard deviation of the instrument is

s c I (ci
i=l

(4.6.2)

with V = n-1 degress of freedom. The control limits^ that are appropriate
for future observations on the check standard are given by

Upper control limit = A^ + 3S(,

Lower control limit = A^ - .

4.6.3

Control Procedure

The primary purpose of the control procedure is to monitor instrumental drift,
and observations on the check standard should be taken frequently enough to
ensure that such drift is being contained. A test statistic t^;* computed from
the most recent check standard measurement c is given by

|c - A^l

tc = .

Sc

The process is in control at the time of the check standard measurement c if

tc < 3 . (4.6,3)

^^Kl?he factor 3 is used in this and all subsequent con^jutations in place of the
appropriate percent point of the t distribution; namely, •
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If

tc > 3 ,

the process is not in control at the time of the check standard measurement,
and measurements should be discontinued until the problem with the instrument
is rectified.

U.6.U Transfer with NBS

Determination of systematic error can be made by making p measurements
r
3
^,***,rp on a calibrated artifact or transfer standard which has an assigned

value T and associated uncertainty Uij. Instrumental offset defined by

is not significant if

I-
= - I ri

P 1=1

T

/p I'I'I

sc

< 3 .

(4.6.4)

(4.6.5)

It is extremely important to recognize that this approach makes two important
assumptions that must be verified experimentally; namely, that the instrument

has a constant offset from the NBS process over the regime of interest as in
(1.4.2) and that the precision of the instrument is constant over this same

regime. The question of constant offset is considered first. A single point
is not sufficient for the determination, and the system must be checked using
several calibrated artifacts that span the regime of interest. Assume that m
transfer standards are sufficient to verify the points of interest and that

the transfer standards have assigned values Tq^ ,
* *

* jT^* and associated
uncertainties ,

• • • Assume also that m offsets computed
according to (4.6.4) have been determined from measurements made on the
transfer standards.

If all (j=l,***,m) are insignificant as judged by (4.6.5) j no adjustment to
the instrument is needed. If the offsets are of varying magnitudes, and if it

can be shown that these offsets are functionally related to the assigned
values of the transfer standards, it may be possible to calibrate the

instrument using a calibration curve based on the offsets (see section 2.3*3)

•

Finally, if the offsets are significant and of the same magnitude, either the
instrument is adjusted for the average offset

^ = jfi (4.6.6)

m

J=1

where pj (j=l,***,m) represents the number of measurements on the j^^ transfer
standard or a reading x on a test item x is reported as

= X - Tp
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The uncertainty of the transfer is

1/2 2 \1/2 ,, ^ ^

Utj. = — + - (Uli + ••• + UTm j • (1.6.7)

••+Pm
“ '

i+.6.5 Uncertainty

The total uncertainty that is appropriate for one measurement made on a test

item using the calibrated instrument is

U = Utr + 3s^. (4.6.8)

4.6.6 Process Precision.

The question concerning whether or not the precision of an instrimient remains
constant over a given regime can be addressed by coii5)aring standard deviations
from several levels in the regime. A familiar example is an electronic
balance that is used over a large range of loads where the precision of the
instrument may be load dependent. This assumption can be checked either with
calibrated or uncalibrated artifacts.

Standard deviations with their associated degrees of freedom should be
tabulated by load and inspected for consistency. It is possible to quote one
uncertainty over the entire regime only if the precision is constant over all
load levels; i.e.

,

if these standard deviations are all of the same
magnitude

.

A visual inspection of the values may be sufficient for determining whether or

not the standard deviations are of roughly the same magnitude in which case
the standard deviations should be pooled using ( 2 . 2 . 3 ) and the uncertainty
confuted by replacing s^ in equations (4.6.T) and (4.6.8) with the pooled
standard deviation.

If there is some question about the propriety of combining all the standard
deviations, the largest standard deviation can be checked for agreement with
the others using a test developed by Cochran [5T1* A description of the test
statistic and tables for deciding whether or not the largest standard
deviation in a group is significantly different from the group are tabulated
by Eisenhart [ 58 ]

.

If it is logical to assume that the precision of the instrument will vary with
the magnitude of the quantity of interest , then a series of check standards
should be established, one at each level of interest, with the estimate of
process precision (4.6.2), the test for statistical control (4.6.3), and
confutation of uncertainty (4.6.8) being made at each level independently,
thus begging the question of constant variability.

B-87



4.7 Simultaneous Measurement of a Group of Test Items and a Group of

Reference Standards

4.7*1 Measurement Sequence

This scheme is appropriate for assigning values to individual test items or

instruments relative to the average of a bank or group of reference standards,
called the restraint R*, when all items including the standards are
simultaneously subjected to the same stimuli such as a power source or a

vacuum chamber. Assume there are m reference standards Ri,***,Rjjj, and I test
items One position in the configuration of test items should be
reserved for a check standard Y, an artifact similar to the test items, where
a reading on Y is always recorded along with the other readings.

Assume that a measurement sequence produces readings on the
standards, on the test items and y on the check standards. The
value that is recorded as the check standard measurement for one sequence is

1 ^
C = y - - I Ti ^

(I*. 7.1)
“ i=i

In other words the measured difference between the artifact check standard and
the average of the reference standards is the check standard measurement. In

the remainder of this section, the term check standard refers to this
recorded difference rather than the measured value y.

4.7*2 Process Parameters

Initial values of the process parameters are obtained from n such measurement
sequences where are the check standard measurements.

The accepted value of the check standard is the mean of these values; namely,

(**.7.2)

(i*.7.3)

Control limits'! that are appropriate for future check standard observations
are given by

1 ^^ ”
Z. ^i .

n i=i

The total standard deviation of the check standard is

1/2

Sc =
1 ^— i (ci - Ac)

n-1 i=i

Upper Control Limit = A^, + 3S(»

Lower Control Limit = A^, - 3Sj, *

^The factor 3 is used in this and all subsequent computations in place of the
appropriate percent point of the t distribution; namely, tQj/2^^)*
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The control
computed

sequence by

procedure applied to each calibration depends on a test statistic

from the value of the check standard c for that measurement

tc = (It. 7. It)

If tc < 3 ih.1.3)

the process in control, and the value of a test item is reported as

1 ^
Xi* = X, - - I Ti + R* (It. 7. 6)

“ i=l

where R = - (Rq^ + • * * + Rjj^ ) and R^ ,***,Rjj^ are the values assigned to the
m

reference standards. If

^c > 3

the calibration of the test items is invalid and must be repeated.

i+.7»3 Transfer with NBS

The transfer with NBS is accomplished by p repetitions of the measurement
sequence during which a group of i transfer standards T

2^
5 ***>T£ replaces the

group of test items. Process control as defined by should be

confirmed for each repetition. Any sequence that is out-of-control should be
repeated until control is restored or else that repetition is deleted from the
transfer. The values assigned the transfer standards are T]^ ,***,Tj^ with
uncertainties ^ti >

* * *

The offset Aj^ (i=l,***,p) of the laboratory process from NBS for the ith
repetition is based on the values assigned to the i transfer standards by
(U.7.6); namely, ,••• ,X£* where

^ i=l,'",p
* j=l

and the average offset con5)uted for the p repetitions is

- 1 ?
A = - I Ai .

P i=l

The uncertainty of the transfer is

3sc
+

1 / 2 Ai/2
- I Ujl + ••• + U^jt 1

(lt.7.7)

(It. 7. 8)
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The offset is judged significant if

/pi
I

A
> 3 (4.7.8)

and in such case the assigned value of the restraint is changed to R - A.

The restraint is unchanged if

/pi
I

A|

< 3.

4.7.5 Uncertainty

The total uncertainty that is appropriate for a value assigned to a test item
by (4.7.6) from one calibration is

(4.7.9)U = Utr + 3sc.

4.8 Ratio Technique for One or More Test Items and One or Two Reference
Standards

4.8.1 Measurement Scheme

In this section we describe calibration of a test item X by an instrument such
as a scanning electron microscope which has only short-term stability.
Consider the case where the test item X and the reference standard R are

related by (1.4.9) and the instrument response is of the form (1.4.10). One

reference standard R is sufficient to provide a calibrated value X for the

test item given a single reading x on the test item and a single reading r on

the reference standard. The calibrated value is

(4.8.1)

where R is the value assigned to the reference standard

Where the test item and reference standard are related by (1.4.1) and the

instrument response is of the form (1.4.6), two reference standards R^ and R2
are needed to calibrate a test item X (Cameron [60]). The artifacts should be

measured in the sequence Rj , X, R2 with the corresponding measurements denoted
by rj , X, r2 • The calibrated value for the test item is

X* = Ri* +

(r2 - ri)

(R2*- Ri*)‘(x - r^)
(4.8.2.)

where Rj and R2 are the values assigned to Rj and R2 respectively
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If before and after readings are taken on the test item in the sequence X, ,

R2 ,
X with the measurements denoted by xj

, r^ , r2 , X2 respectively, then the

calibrated value for the test item is

1

(Rl*+ R2*) +
(R2* - Ri*)*(xi - r^ - r2 + X2 )

X (4.8.3)

2 (r2 - ri)

More than one unknown can be calibrated from the same pair of readings on Rj^

and R2 only if the sequence of measurements can be arranged so that no test

item is too far removed from Rj^ and R2 in the measurement scheme. For

example, for test items X, Y, and Z, the sequence X, Rj , Y, R2 , Z

minimizes the separation between unknowns and standards, and the calibrated
value for each unknown is calculated according to (4.8.2).

In practice, it may be necessary to have several artifact standards that cover
the operating range of the instrument. In addition to artifact standards for

every level, it is necessary to have one artifact check standard Y for every
level. A measurement y on the check standard should be included in the
calibration program on a regular basis, and if feasible, with every
calibration scheme. The check standard value that is used for controlling the

process and for estimating random error is computed in exactly the same way as

X . For example, for the measurement sequence described by (4.8.2), the check
standard value from one calibration is

(R2
*- Ri*) '( y - rx)

c = Ri + (4.8.4)
(r2 - ri)

4.8.2 Process Parameters

Initial values of the process parameters are obtained from n such calibration
sequences yielding check standard values cx,***,Cj^. The accepted value of the
check standard is defined as the mean of the check standard values; namely.

(4.8.5)

The total standard deviation of the check standard is defined by

(4.8.6)

with V = n-1 degrees of freedom.

In this case s^, is the standard deviation of a calibrated value X and will
reflect not only the imprecision in the measurements x, rx and r2 but also
any changes in the response curve for the instrument that are not accounted
for by the ratioing device.
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The control limits^ that are appropriate for future check standard values are

Upper control limit = Ac + 3sc

Lower control limit = - Ssq •

4.8.3

Control Procedure

A control procedure is applied to each calibration sequence which includes
check standard measurement. The control procedure is based on a test
statistic tc computed from the check standard value c for that sequence;
namely,

1^ “ ^cl

^c
s c

a

If

tc < 3 (4.8.7)

the process is in control, and the value of a test item X is reported as X

If

tc ^ 3

,

the process is out-of-control, and the calibration of the test item is

invalid and must be repeated.

4.8.4

Transfer with NBS

The tie to NBS is via the reference standards which are either standard
reference materials from NBS or secondary calibrated artifacts.

4.8.5

Uncertainty

The uncertainty for an artifact calibrated according to (4.8.1) is

U = 3sc + Ur (4.8.8)

where Ur is the uncertainty for R . The uncertainty for an artifact
calibrated according to (4.8.2) or (4.8.3) is

1 / 2 2 \
1/2

U = 3sc + - (^Uri + Ur
2 j

(4.8.9)

where Ur^ and Ur2 are the uncertainties for Rj and R2 respectively

^The factor 3 is used in this and all subsquent computations in place of the

appropriate percent point of the t distribution; namely, tQ(/ 2 (v).
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5. Control Charts

5.1 Introduction

The industrial application of control charts involves a production process

that yields product that is assumed to be homogeneous with respect to a

particular property that is measurable. The control chart is devised to

detect any variation in the production process that is not random in nature

and which, therefore, can be assigned a cause. Guaranteeing that all

variation in the production process is random in nature guarantees that the

process is operating in an optimal fashion, and if, given these circumstances,

the product is not within specifications, major adjustments to the process are

required in order to substantially affect its output.

Once a base line and control limits have been defined for the process, based

on prior data from the same process, the control chart is set up with a solid
horizontal line representing the base line and dashed lines above and below
the base line representing the control limits. Samples drawn at random from
the production process are measured for the property of interest, and the
resulting values are plotted on the control chart as a function of time.

Values that fall within the control limits are referred to as being "in

statistical control" and values that fall outside the control limits are
referred to as being "out of control". Values outside the control limits are

a sufficient indication that the "process should be investigated and
corrected" (Bicking & Gryna [61]).

The Shewhart control chart discussed above is appropriate for individual
measurements or averages of "natural" groups. This type of control chart,
used in conjunction with a control chart for standard deviations, is a

powerful means of detecting changes in the measurement process. Other types
of control procedures include a cusum chart (Duncan[62]) which is

particularly useful for detecting gradual drifts in a continuous process as

compared with abrupt shifts. Methods for detecting changes in both the base
line of the process and in the variability of the process on a single control
chart are discussed by Reynolds and Ghosh in reference [63]

.

Statistical control as originated by Shewhart [64] assumes that repeated
measurements of a reproducible property are available and that these
measurements constitute a random sample of all such possible measurements from
a known distribution such as the normal distribution. The term random sample
implies two important properties of the measurements; namely, that they are
independent and that they all come from the same distribution. The average
value and standard deviation calculated from a random sample in conjunction
with known properties of the distribution are used to calculate limits within
which a certain percentage of all measurements should fall. In other words, a

series of initial measurements are made to characterize the distribution of
all possible measurements, and future measurements are checked for conformity
with this distribution.

Notice that one is not concerned with whether or not the product is within
certain specification limits, but rather with whether or not the production
process is behaving properly. The control procedure for a measurement process
is similar in many respects to industrial control. In the measurement
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assurance context the measurement algorithm including instrumentation,
reference standards and operator interactions is the process that is to be
controlled, and its direct product is measurement per se. The measurements
are assumed to be valid if the measurement algorithm is operating in a

state of control; i.e., if the variations in that process are due to random
causes which can be quantified, thus assuring that a value reported by the
process will have negligible offset from national standards within predictable
limits. This will be the case if the control chart shows that the base line
for the process is not changing.

Statistical control in the measurement assurance context can conversely be

predicated on the assumption that the measurement process is stable and that
lack of control indicates a change in the artifact being measured. There are
circumstances where this type of control is needed— that is, when it is

necessary to know whether or not an artifact has changed with respect to the

property being measured. For example, a transfer standard that is being
circulated to several laboratories must be checked periodically at NBS.

Similarly, intercomparisons between working standards and primary standards
can be subjected to a control procedure to ensure that the working standards
have not changed appreciably. In these instances, lack of control will result
in either replacing the artifact in question or in reassigning its accepted
value.

Calibration control is perhaps dissimilar to industrial control in that
although artifacts submitted for measurement are of the same general type,

their properties must be quantified individually. Thus, there is an inherent
problem in controlling the values assigned to individual artifacts or

instruments because the measurement is rarely repeated, let alone repeated
sufficiently often to characterize the distribution of possible values.
Without a historical data base there is no way of determining whether or not
the current calibration is in control or is, in fact, a proper assignment for

the item. For this reason a check standard is introduced into the measurement
sequence in such a way that it can be assumed that the measurement algorithm
acts on the check standard in much the same way as it acts on the item being
calibrated. The redundant measurements on the check standard are the basis
for both characterizing the distribution of measurements and deciding if the

measurement process is in control on a given occasion.

The control limits are chosen so that the probability is 100a percent that

future measurements will fall outside the control limits strictly by chance.

Therefore, a if always chosen small, say a = .01 or a = .05 so that very few

measurements will be discarded unnecessarily. Smaller values of a correspond
to wider control limits which result in the measurement almost always being
accepted unless there is a serious shift in the process. The converse is also

true—larger values of a correspond to narrower control limits which result in

tighter control of the measurement process with more frequent remeasurement.
Obviously, the success that can be expected in detecting changes in the

process which is referred to as the power of the control procedure is linked
to the choice of a.

The reader may have already noted that the procedure for determining control

or lack thereof is exactly analogous to a statistical t-test for deciding
whether or not a single observation comes from a process with known mean and

unknown standard deviation.
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5.2 Control Charts for Single Measurements

The measurements for initiating the control chart must be collected over a

sufficiently wide range of operating conditions to ensure a correct
characterization of the distribution and over a sufficently long period of

time to ensure independence. Grant and Leavenworth state that ideally
twenty-five measurements should be spread over several months time [65] . As

few as ten or fifteen measurements can suffice if this data base is updated
when more measurements are available. The measurements are plotted as a

function of time without imposing a base line or control limits on the plot in

order to track the measurement process and verify that it produces stable
measurements whose variability is random in nature. Such a plot also allows
one to check specification limits, but specification limits do not constitute
statistical control because they do not have a probabilistic interpretation.

When one is satisfied that the initial measurements are adequate for

representing the distribution and that process variability is tolerable, a

base line and control limits are computed from this data base.

For single measurements the base line is taken to be the average of initial
measurements namely

- 1 ?
X = - I XI (5.2.1)

n i=i

and the control limits are taken to be

X + s'toj/2(v)

X - s*tQj/2(v)

(5.2.2)

where s, the total standard deviation computed from the initial measurements
is

/I ^ - 2 \ 1/2

(
— (xi - x)

)

(5.2.3)
\ n-l i=l /

with V = n-1 degrees of freedom. The number tQj/ 2 (v) is the a./

2

percentage
point of Student's t distribution with v degrees of freedom.

Once the average value and the control limits have been established, future
measurements are tested for control. One concludes that measurements that

fall within the control limits come from the hypothesized distribution, and
that, therefore, the measurement process is acting in an acceptable and
predictable manner. The converse is also true. Measurements that fall
outside the control limits infer a significant change in the process. Where
such a change is noted, one must determine whether the change is permanent or

transitory.
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In a measurement assurance context, every violation of the control limits

requires a remedial action. It may be sufficient to simply repeat the

offending measurement in order to reestablish control, but all measurements
since the last successful test for control are discarded once an out-of-
control condition occurs.

As an example, consider how repeated measurements on a calibrated weight can

be used to demonstrate that an electronic balance is, indeed, weighing
accurately at all times. Accuracy in this context means that values delivered
by the balance are in agreement with national standards (prototype kilogram)
as maintained by NBS within the stated uncertainty. Parobeck et al [66]

describe a measurement assurance program for large volume weighings on

electronic balances where redundancy and control are achieved by repeating
weighings of selected test items on different days.

A program to control a weighing process is begun by making n initial
measurements on the calibrated weight, being sure to allow enough time

between successive measurements to cover a range of operating conditions in

the laboratory, and using these initial measurements as a historical base for

computing the average x and the standard deviation s of the balance.

Given a calibrated value A with uncertainty for the weight, the balance is

accurate within the uncertainty ± s*toj/2(n-l) if

A - s-ta/2(n-l)
/n

Ua X < A + ^•tQj/2(n-l) + U^.

/n

Notice that this test takes into account both the limits to random error for

the measurement process, ±s*tQ^/ 2 (n-l)//n, and the uncertainty associated with
the calibrated value of the weight, U^.

Once the accuracy has been verified, the control phase of the program is

pursued by remeasuring the weight from time to time. The resulting values are
plotted on a control chart having base line and control limits as defined in

equations (5.2.1) and (3.2.3), and it is presumed that the balance continues
to be accurate as long as

X - s*toi/ 2 (n-l) < yi < x + s’toj/2(i^”l)

for all future measurements y^.

There is always a question, in this type of application, of how often one

should check for control. It seems obvious, particularly if one is dealing
with electronic instrumentation, that there should always be a check for

control as part of any start-up procedures. After that, the frequency is

dictated by the past performance of the system and by the amount of
inconvenience and expense that is generated when an out-of-control condition
is encountered—keeping in mind that when the balance is found to be

out-of-control, it is necessary to recall all the measurements that were made
on that balance since the previous successful check for control.
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5.3 Control Charts for Averages or Predicted Values

Thus far, the discussion has centered on control charts for individual
measurements, and it is easily extended to include control charts for averages

that are completely analagous to the control charts for individual
measurements. When the reported value of a measurement sequence, be it an

average or a predicted value from a least-squares analysis, is computed from k

intercomparisons that were made over a relatively short period of time, the

"measurement of interest" is the corresponding average or predicted value of

the check standard. This quantity is treated analogously to a single
measurement with base line and control limits for the control chart determined
from n such initial quantities. That is, given check standard values
each of which is an average or predicted value from k intercomparisons, the

grand mean x computed from (5.2.1) represents the base line of the process
and control limits as in (5.2.2) can be calculated using the total standard
deviation s from (5.2.3). In this case the quantity s is the standard
deviation of an average or predicted value and not the standard deviation of a

single measurement from the process.

5. A Control Charts for Within Standard Deviations

For a measurement scheme involving k intercomparisons
, it is possible to

generate a control chart for what is called the "within" or short-term
variability of the process.

Assume that each check standard value Xj^ (i=l,'**,n) is the result of k
intercomparisons; namely,

>

* *
* > where the quantity Xj^ is the average

of these intercomparisons.

The within standard deviations are estimated by

(5.4.1)

with degrees of freedom = k-1 . Where the intercomparisons form a

statistical design, the quantity x^ and the within standard deviation are
computed from a least-squares analysis.

The base line and limits for controlling short-term process variability make
use of the same intercomparisons that were used to establish the control chart
for averages. The base line is the pooled within standard deviation

(5.4.2)
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The degrees of freedom v = Vj+**«+v^ allow for a different number of degrees
of freedom in each estimate of the within standard deviation in (5.4.1). If

all measurement schemes contain the same number of intercomparisons, say k,

then V = n( k-1 )

.

Because a standard deviation is a positive quantity, it is only necessary to

test against an upper limit in order to test the short-term variability.
Thus for any future measurement sequence involving k intercomparisons, the
within standard deviation s^ is computed as in (5.4.1) and is said to be
in-control if

Sw ^ Sp /FQj(k-l,v) (5.4.3)

where FQj(k-l,v) is the upper a percent point of the F distribution with
k-1 degrees of freedom in the numerator and v degrees of freedom in the
denominator.

The control chart for averages used in conjunction with the control chart for
within standard deviations is a powerful means of detecting changes in the
process. The two control procedures are evoked simultaneously, and if an

out-of-control condition is encountered for either test, the process is

assumed to be out-of-control and the measurement sequence is repeated.

5.5 Alternative Control Limits

The reader may be familiar with control charts with control limits computed as

the product of the total standard deviation and a fixed multiplicative factor,

such as two or three, instead of the appropriate percentage point of the F or

t-distribution. Control charts for within standard deviations should always
be based on the F distribution because the critical values of the F

distribution change rapidly with changes in degrees of freedom.

The consideration of whether a control chart for averages should be based on

the percentage points of Student's t distribution or on a fixed multiplicative
factor, such as three or two, is really a matter of choice depending on the

level of control that one is hoping to achieve and on the type of measurements
that are in question. The use of Student's t distribution is the most
rigorous test if the measurements truly represent a random sample from a

normal distribution. It allows a strict probability interpretation of the

control procedure.

It cannot always be shown, and indeed is not always the case, that

measurements come from an idealized distribution such as the normal
distribution. If one looked at a large number of measurements on the same

item, they might come from a distribution that is slightly skewed; i.e., for

example, extreme large values may be more likely than extreme small values.
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The problem of deciding whether to use limits based on

the normal distribution, those based on some other
distribution, or those which involve no assumption about
the form of the distribution is one which, though of a

kind common in applied statistics, has no satisfactory
solution. Limits based on the normal distribution are

substantially shorter for a fixed sample size than those
based on no assumption about the distribution, but they may
be irrelevant if the distribution is too far from normal.

( Bowker [67 ]

)

.

For this reason it is customary in the United States to use plus or minus
three standard deviations as the control limits (Duncan [68]). The factor
three guarantees that a large proportion of the distribution is covered for

measurements coming from any distribution that is close to the normal
distribution in character. These limits are robust, and should be used when
the intent is to identify measurements that are clearly out-of-control.
Because these limits are so wide, an out-of-control finding is almost
certainly an indication of a serious malfunction in the measurement process.
If a somewhat tighter control is desired, two standard deviation limits can be

considered. Very few values will fall between the two and three standard
deviation limits, and the price of remeasuring for those few may be worth the

added degree of control.

5.6 Control Charts for Drifting Check Standards

Another consideration concerns the problem of drifting check standards and
whether or not they can be used for control purposes. The assumption is made
in most measurement control programs that the check standard is stable and
that any change that is noted by the control procedure is caused by changes in
the measurement process itself. Obviously if the check standard is not
completely stable, the ability to detect a change in the process is confounded
with any possible drift in the check standard.

Unfortunately the situation in reality is that artifacts may not be

completely stable, and this instability will be detected when it is large
compared to the process precision. Changes in check standards over time can
be expected. Of the forty or more check standards that are in continual use
in the NBS mass calibration program, only about half of those standards are
completely stable or do not show any drift over time. The question is, "Can a

drifting check standard be used for control purposes?" Sometimes it can, but
a drifting check standard causes complications in the analysis when, depending
on the rate of change, the control limits pick up this change.

There are a few ad hoc procedures that can be used in lieu of a rigorous
approach to this problem. Probably the simplest approach is to determine the
time interval over which the check standard is stable by studying historical
data and to enforce the control procedure over this interval. When this time
interval has elapsed or when numerous values have been flagged as being
out-of-control, the base line and control limits can be adjusted based on more
recent measurements on the check standard.
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It the check standard is changing steadily, as is the case for many artifact
standards at NBS, it is sometimes possible to model the rate of drift and to

predict from this model a value for the check standard at a future time that
is not too far removed from the present. This involves fitting a regression
equation to the measurements as a function of time by the method of
least-squares and computing the values of the check standard for future times.
Then the control procedure is time dependent; the base value is the predicted
value from the regression equation at that time, and the control limits which
depend on the standard deviation of this predicted value become wider with
time. This approach has been used at NBS for check standards with linear
drift rate as a function of time. It can work reasonably well as long as the
drift remains linear, but the cause of a breakdown in the linearity assumption
cannot be easily identified because it is never really possible to separate
the change in the artifact from the change in the process. In such a

situation it is imperative that the process be checked frequently for offset
by comparison to a national standard or to other stable laboratory standards.

5.7 Synopsis and Examples of Control Charts

Four important ideas that are pertinent to calibration programs should emerge
from the disucssion thus far. First, when dealing with statistical control of

the properties of an artifact or statistical control of a measurement process,
the control parameters are not imposed upon the process externally but are

characteristic of the measurement process itself as described by historical
data.

Secondly, if the check standard measurement is outside the established control
limits, the calibration sequence is presumed to be out-of-control, and the
calibrations of the test items are considered invalid. When such a condition
is initially encountered, the instrumentation can be checked and the

measurement sequence repeated—testing again for control. Any intervening
results should be discarded. If control cannot be restored, a significant
change has occurred in the process, and this change must be investigated. If

a process is repeatedly out-of-control, the base line and control limits
should be reestablished based on more recent data.

If the check standard measurement is in-control, this is taken as evidence
that the process is behaving as expected in relation to the item submitted for

calibration, and its assignment is assumed to be correct. Lack of control is

certainly grounds for rejecting the calibration of the test item, but the

complimentary argument is not as strong. The relationship between the

measurement on the test item and the measurement on the check standard must be

interrelated or executed very close together in time in order to be satisfied
that the assignment ot the check standard has, indeed, been done properly.

Thirdly, the process precision is very well characterized by a total standard
deviation calculated from measurements on the check standard. In some cases,

such measurements provide the only way of obtaining a realistic estimate of

this source of uncertainty. Fourthly, even though the tests for control can

be automated, it is not only advantageous to visually examine the control
charts in order to detect anomalies or slight shifts in the process and
possible drifting of the check standard over time, but it is essential for

understanding the long term behavior of the measurement process.
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In order to demonstrate the value of such critical examinations, four examples
that have been encountered in NBS measurement assurance programs are

discussed.

The National Bureau of Standards maintains control charts on about forty check
standards that are used in the mass calibration program. The control chart

shown in figure 13 depicts values of the one kilogram check standard as it has

been estimated from the measurement sequence used in the calibration workload
for one kilogram weights. Ibe three standard deviation limits shown by

the dashed lines are the control limits that are used for this program, and if

one compares these limits with the two standard deviation limits shown by

the dotted lines, it is apparent that very few points fall between the two
sets of limits. It can also be noted that the two standard deviation control

limits are almost identical with control limits based on student* s t

distribution at significance level a = 0.01 when the number of points is

large as in this case.
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At this point the reader should be sufficiently sensitized to this approach to
be aware of one shortcoming in this control chart. The chart implies that the

process, which is demonstrably in-control, has never been out-of-control. A
few points should fall outside of the control limits merely by chance, and as

it happens other out-of-control situations have occurred in this program over

the years. In fact, the control procedure would serve no useful purpose in

the calibration program if there were no out-of-control situations to be
detected. Actually this graph represents only the successful tests for

control that were made with the one kilogram check standard because the
calibration results and the check standard values were automatically discarded
whenever the control limits were violated. The software for the NBS mass

calibration program has been changed so that all values of the check standard
are retained, and each value is flagged as to whether or not it was in control
on that occasion. One should know when and how often control limits have been

violated, and control charts should contain all findings.

The short-term or within variability of the same process is charted in

figure lU which shows within standard deviations for calibration sequences
involving all weights calibrated on NBS balance A calibration sequence
typically requires between three and fifteen measurements, and the within
standard deviation that is calculated from each sequence reflects the
inherent variability of the balance and the effect of any environmental
changes that occur during the time needed to make the requisite measurements.

The base line for this control procedure, shown by the solid line, is the
pooled within standard deviation in (5 •^•2). Because the number of degrees of
freedom varies with the design, it is not possible to establish a single upper
control limit for this process; the control limit for each point is calculated
separately, and the control procedure is automated using the control limit
based on the F distribution as shown in (5 •^•3)* Once a year the within
standard deviations are plotted to see if any degradation has occurred in the
balance over the year.
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Figure lU
Within standard deviations (mg) for NBS balance

plotted against time (years)
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The exajnples cited in figures 13 and lU are for a process, as was said before,

that has been in existence for a long time and that is demonstrably
in-control. It may be instructive to examine a few processes, or at least the

data from those processes, that have not been carefully monitored and that are

not necessarily in-control.

Figure 15

Measurements (mg) on a lOOg weight plotted against time (months)

Take, for example, the data in figure 15 which represent repeated weighings
made over a fifteen month period on a calibrated weight. Notice that the
majority of the values are clustering close together but that there are a
relatively large number of extremely discordant values. It is not sensible in

this case to ask, "What base line and control limits are appropriate for this
process?" In fact, at this point in time, a measurement process does not
exist because it is not possible to predict a future value of the process, or

in other words, the data as plotted in figure 15 do not represent a random
sample from a single error distribution. In this case, a critical deficiency
in the measurement process was tracked down; namely, that the elapsed time
between two weighings being made on the balance in succession was not
sufficient for the balance to come to proper equilibrium.

A control procedure involving a power instrument standard is shown in
figure l6. The graph shows assignments made to the power standard as it was
intercon^ared with its primary power source over a two-week period. The
sixteen resulting measurements define the base line and control limits for the
process.
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The results of sixteen additional measurements taken a year later are shown in

figure IT, and although they are clearly out-of-control with respect to the
initial measurements, they are consistent among themselves raising a question
as to whether the power standard itself is changing radically, whether the
initial measurements were, in fact, out-of-control and should be discounted,
or whether the process is not properly characterized by either set of
measurements. Really only one thing is clear at this point — that the
assignment cannot be made with any degree of confidence and that the power
standard should not be the basis for a calibration program until the process
of assigning a value to the power standard is adequately characterized.

This was accoii5)lished by repeating the intercomparison at three month
intervals taking only two or three measurements each time instead of sixteen.

The results are shown in figure l8. A large component of variance that did
not show up in the initial two-week interval affects the measurement process,
and the standard deviation computed from the short-term measurements
under-estimates the process variability as it exists over, say, a yearns time.

This example demonstrates an extremely important principle of measurement
assurance ; namely that in general there is little value in closely spaced
repetitions. These should be kept to a minimum, and measurements should be
taken frequently over a long period of time in order to correctly characterize
a process. This practice should be continued until the process parameters are
well established and only then should the intervals between intercomparisons
be lengthened.

showing upper and lower three standard deviation limits
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Original measurements {% reg) on power standard and measurements
on the same standard a year later with original control limits

Figure l8
Measurements (% reg) on the power standard at three month intervals

over three years
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Table I

Critical Values of* Student's t Distribution

V ci=0.05 a=0.01 V a=0.05 a=0.01

2 i*.303 9.925 62 1.999 2.657
k 2 . 7T6 ii. 6ol+ 61+ 1.998 2.655
6 2 . kk'J 3.707 66 1.997 2.652
8 2.306 3.355 68 1.995 2.650

10 2.228 3.169 70 1 . 99 it 2 . 61+8

12 2. 179 3.055 72 1.993 2.646
Ik 2 .li+5 2.977 71+ 1.993 2.644
l 6 2.120 2.921 76 1.992 2.642
18 2.101 2.878 78 1.991 2.640
20 2.086 2 . 81+5 80 1.990 2.639
22 2 . 07^ 2.819 82 1.989 2.637
2 k 2 . 061+ 2.797 81+ 1.989 2.636
26 2.056 2.779 86 1.988 2.634
28 2.OU8 2.763 88 1.987 2.633
30 2.OU2 2.750 90 1.987 2.632
32 2.037 2.738 92 1.986 2.630
3k 2.032 2.728 9k 1.985 2.629
36 2.028 2.719 96 I.98I+ 2.628
38 2 . 02 i+ 2.712 98 1.983 2.627
ko 2.021 2.70I+ 100 1.983 2.626
k2 2.018 2.698 102 1.983 2.625
kk 2.015 2.692 IOI+ 1.982 2.624
k 6 2.013 2.687 106 1.982 2.623
kQ 2.011 2.682 108 1.981 2.622
50 2.009 2.678 110 1.981 2.621

52 2.007 2.671+ 112 1.981 2.620

5 k 2.005 2.670 III+ 1.981 2.620
56 2.003 2.667 116 1.981 2.619
58 2.002 2.663 118 1.980 2.618
6o 2.000 2.660 120 1.980 2.617

00 1.960 2.576

V = number of degrees of freedom in the total standard deviation.
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Table II

Critical values Fq^Cvj^, V2 ) of the F Distribution
a=0.01

DF Degrees of freedom
V2 1 2 3 4 5 6 7 8 9 10

10 10.04 7.56 6.55 5.99 5.64 5.39 5.20 5.06 4.94 4.85
11 9.65 7.21 6.22 5.67 5.32 5.07 4.89 4.74 4.63 4.54
12 9.33 6.93 5.95 5.41 5.06 4.82 4.64 4.50 4.39 4.30
13 9.07 6.70 5.74 5.21 4.86 4.62 4.44 4.30 4.19 4.10
14 8.86 6.51 5.56 5.04 4.69 4.46 4.28 4.14 4.03 3.94

15 8.68 6.36 5.42 4.89 4.56 4.32 4.14 4.00 3.89 3.80
16 8.53 6.23 5.29 4.77 4.44 4.20 4.03 3.89 3.78 3.69
17 8.40 6.11 5.18 4.67 4.34 4.10 3.93 3.79 3.68 3.59
18 8.29 6.01 5.09 4.58 4.25 4.01 3.84 3.71 3.60 3.51
19 8.18 5.93 5.01 4.50 4.17 3.94 3.77 3.63 3.52 3.43

20 8.10 5.85 4.94 4.43 4.10 3.87 3.70 3.56 3.46 3.37
22 7.95 5.72 4.82 4.31 3.99 3.76 3.59 3.45 3.35 3.26
24 7.82 5.61 4.72 4.22 3.90 3.67 3.50 3.36 3.26 3.17
26 7.72 5.53 4.64 4.14 3.82 3.59 3.42 3.29 3.18 3.09
28 7.64 5.45 4.57 4.07 3.75 3.53 3.36 3.23 3.12 3.03

30 7.56 5.39 4.51 4.02 3.70 3.47 3.30 3.17 3.07 2.98
35 7.42 5.27 4.40 3.91 3.59 3.37 3.20 3.07 2.96 2.88
40 7.31 5.18 4.31 3.83 3.51 3.29 3.12 2.99 2.89 2.80
45 7.23 5.11 4.25 3.77 3.45 3.23 3.07 2.94 2.83 2.74
50 7.17 5.06 4.20 3.72 3.41 3.19 3.02 2.89 2.78 2.70

55 7.12 5.01 4.16 3.68 3.37 3.15 2.98 2.85 2.75 2.66
60 7.08 4.98 4.13 3.65 3.34 3.12 2.95 2.82 2.72 2.63
65 7.04 4.95 4.10 3.62 3.31 3.09 2.93 2.80 2.69 2.61
70 7.01 4.92 4.07 3.60 3.29 3.07 2.91 2.78 2.67 2.59
75 6.99 4.90 4.05 3.58 3.27 3.05 2.89 2.76 2.65 2.57

80 6.96 4.88 4.04 3.56 3.25 3.04 2.87 2.74 2.64 2.55
85 6.94 4.86 4.02 3.55 3.24 3.02 2.86 2.73 2.62 2.54
90 6.93 4.85 4.01 3.53 3.23 3.01 2.84 2.72 2.61 2.52
95 6.91 4.84 3.99 3.52 3.22 3.00 2.83 2.70 2.60 2.51
100 6.90 4.82 3.98 3.51 3.21 2.99 2.82 2.69 2.59 2.50

105 6.88 4.81 3.97 3.50 3.20 2.98 2.81 2.69 2.58 2.49
no 6.87 4.80 3.96 3.49 3.19 2.97 2.81 2.68 2.57 2.49
115 6.86 4.79 3.96 3.49 3.18 2.96 2.80 2.67 2.57 2.48
120 6.85 4.79 3.95 3.48 3.17 2.96 2.79 2.66 2.56 2.47
00 6.63 4.61 3.78 3.32 3.02 2.80 2.64 2.51 2.41 2.32
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Table II continued

Critical Values Fqj(v2,V2) of the F Distribution
a = 0.01

Degrees of freedom
12 14 16 18 20 22 24 26 28 30

4.71 4.60 4.52 4.46 4.41 4.36 4.33 4.30 4.27 4.25

4.40 4.29 4.21 4.15 4.10 4.06 4.02 3.99 3.96 3.94
4.16 4.05 3.97 3.91 3.86 3.82 3.78 3.75 3.72 3.70
3.96 3.86 3.78 3.72 3.66 3.62 3.59 3.56 3.53 3.51

3.80 3.70 3.62 3.56 3.51 3.46 3.43 3.40 3.37 3.35

3.67 3.56 3.49 3.42 3.37 3.33 3.29 3.26 3.24 3.21

3.55 3.45 3.37 3.31 3.26 3.22 3.18 3.15 3.12 3.10
3.46 3.35 3.27 3.21 3.16 3.12 3.08 3.05 3.03 3.00
3.37 3.27 3.19 3.13 3.08 3.03 3.00 2.97 2.94 2.92

3.30 3.19 3.12 3.05 3.00 2.96 2.92 2.89 2.87 2.84

3.23 3.13 3.05 2.99 2.94 2.90 2.86 2.83 2.80 2.78
3.12 3.02 2.94 2.88 2.83 2.78 2.75 2.72 2.69 2.67
3.03 2.93 2.85 2.79 2.74 2.70 2.66 2.63 2.60 2.58
2.96 2.86 2.78 2.72 2.66 2.62 2.58 2.55 2.53 2.50
2.90 2.79 2.72 2.65 2.60 2.56 2.52 2.49 2.46 2.44

2.84 2.74 2.66 2.60 2.55 2.51 2.47 2.44 2.41 2.39

2.74 2.64 2.56 2.50 2.44 2.40 2.36 2.33 2.30 2.28
2.66 2.56 2.48 2.42 2.37 2.33 2.29 2.26 2.23 2.20

2.61 2.51 2.43 2.36 2.31 2.27 2.23 2.20 2.17 2.14

2.56 2.46 2.38 2.32 2.27 2.22 2.18 2.15 2.12 2.10

2.53 2.42 2.34 2.28 2.23 2.18 2.15 2.11 2.08 2.06

2.50 2.39 2.31 2.25 2.20 2.15 2.12 2.08 2.05 2.03
2.47 2.37 2.29 2.23 2.17 2.13 2.09 2.06 2.03 2.00

2.45 2.35 2.27 2.20 2.15 2.11 2.07 2.03 2.01 1.98

2.43 2.33 2.25 2.18 2.13 2.09 2.05 2.02 1.99 1.96

2.42 2.31 2.23 2.17 2.12 2.07 2.03 2.00 1.97 1.94

2.40 2.30 2.22 2.15 2.10 2.06 2.02 1.98 1.95 1.93

2.39 2.29 2.21 2.14 2.09 2.04 2.00 1.97 1.94 1.92

2.38 2.28 2.20 2.13 2.08 2.03 1.99 1.96 1.93 1.90

2.37 2.27 2.19 2.12 2.07 2.02 1.98 1.95 1.92 1.89

2.36 2.26 2.18 2.11 2.06 2.01 1.97 1.94 1.91 1.88

2.35 2.25 2.17 2.10 2.05 2.00 1.96 1.93 1.90 1.88

2.34 2.24 2.16 2.10 2.04 2.00 1.96 1.92 1.89 1.87

2.34 2.23 2.15 2.09 2.03 1.99 1.95 1.92 1.89 1.86

2.19 2.09 2.00 1.94 1.88 1.84 1.79 1.76 1.73 1.70

B-108



DF
V2

10

11

12

13

14

15

16

17

18

19

20
22

24

26

28

30

35

40

45

50

55

60
65

70

75

80

85
90
95

100

105

no
115

120
00

Table II continued

Critical Values F(j(v]^,V2) of the F Distribution
a=0.01

Degrees of freedom
40 50 60 70 80 90 100 no 120 00

4.17 4.12 4.08 4.06 4.04 4.03 4.01 4.00 4.00 3.91

3.86 3.81 3.78 3.75 3.73 3.72 3.71 3.70 3.69 3.60
3.62 3.57 3.54 3.51 3.49 3.48 3.47 3.46 3.45 3.36
3.43 3.38 3.34 3.32 3.30 3.28 3.27 3.26 3.25 3.17

3.27 3.22 3.18 3.16 3.14 3.12 3.11 3.10 3.09 3.01

3.13 3.08 3.05 3.02 3.00 2.99 2.98 2.97 2.96 2.87
3.02 2.97 2.93 2.91 2.89 2.87 2.86 2.85 2.84 2.76
2.92 2.87 2.83 2.81 2.79 2.78 2.76 2.75 2.75 2.65
2.84 2.78 2.75 2.72 2.70 2.69 2.68 2.67 2.66 2.57

2.76 2.71 2.67 2.65 2.63 2.61 2.60 2.59 2.58 2.49

2.69 2.64 2.61 2.58 2.56 2.55 2.54 2.53 2.52 2.42
2.58 2.53 2.50 2.47 2.45 2.43 2.42 2.41 2.40 2.31
2.49 2.44 2.40 2.38 2.36 2.34 2.33 2.32 2.31 2.21
2.42 2.36 2.33 2.30 2.28 2.26 2.25 2.24 2.23 2.13
2.35 2.30 2.26 2.24 2.22 2.20 2.19 2.18 2.17 2.07

2.30 2.24 2.21 2.18 2.16 2.14 2.13 2.12 2.11 2.01
2.19 2.14 2.10 2.07 2.05 2.03 2.02 2.01 2.00 1.89
2.11 2.06 2.02 1.99 1.97 1.95 1.94 1.93 1.92 1.81

2.05 2.00 1.96 1.93 1.91 1.89 1.88 1.86 1.85 1.74
2.01 1.95 1.91 1.88 1.86 1.84 1.82 1.81 1.80 1 .69

1.97 1.91 1.87 1.84 1.82 1.80 1.78 1.77 1.76 1.64
1.94 1.88 1.84 1.81 1.78 1.76 1.75 1.74 1.73 1.60
1.91 1.85 1.81 1.78 1.75 1.74 1.72 1.71 1.70 1.57
1.89 1.83 1.78 1.75 1.73 1.71 1.70 1.68 1.67 1.54
1.87 1.81 1.76 1.73 1.71 1.69 1.67 1.66 1.65 1.52

1.85 1.79 1.75 1.71 1.69 1.67 1.65 1.64 1.63 1.50
1.83 1.77 1.73 1.70 1.67 1.65 1.64 1.62 1.61 1 .48

1.82 1.76 1.72 1.68 1.66 1.64 1.62 1.61 1.60 1.46
1.81 1.75 1.70 1.67 1.65 1.63 1.61 1.60 1.58 1.45
1.80 1.74 1.69 1.66 1.63 1.61 1.60 1.58 1.57 1.43

1.79 1.73 1.68 1 .65 1.62 1.60 1.59 1.57 1.56 1.42
1.78 1.72 1.67 1.64 1.61 1.59 1.58 1.56 1.55 1.41
1.77 1.71 1.66 1.63 1.60 1.58 1.57 1.55 1.54 1.40
1.76 1.70 1.66 1.62 1.60 1 .58 1.56 1.54 1.53 1.39
1.60 1.53 1.48 1 .44 1.41 1.38 1.36 1.35 1.33
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APPENDIX A

The purpose of this appendix is to define the matrix manipulations^ that
produce the least-squares solution to a weighing design along with the

propagation of associated standard deviations and uncertainties."*" The theory
is explained by Cameron et al. in reference [ 5 ] • It is assumed that a series

of weighing designs is required in order to calibrate an entire weight set and
that assignments to individual weights depend upon a starting restraint with
known value that is invoked in the first design. The starting restraint is

usually the known sum of two reference kilograms. It is also assumed that the

designs are interconnected in such a way that a value assigned to an
individual weight or sum of weights from one design constitutes the restraint
for the next design in the series.

Each design in the series involves n intercomparisons among p weights where

the p weights include the reference standards composing the restraint, the
test weights, and check standard.

The model for the measurement process assumes that these observations are
related to the values of the weights by

D = AX* + e (A.l)

where D is the (nxl) vector of observations; A is an (nxp) design matrix of
zeroes and ones such that a plus or minus one in the ijth position indicates
that the Jth weight is measured by the ith observation, and a zero indicates
the converse; X is the (pxl) vector of unknown values for the p weights; and
e is the (nxl) vector of random errors.

Define

d' = (di • • • dn)

(X*)' = (Xi* • • • Xp*)

and e' = (ep • * • £„)

(A. 2)

(A.3)

(A.l*)

(A.5)

matrix notation that is used in this appendix denotes the transpose of
the matrix M by M’ suid the inverse of the matrix M by

Assuming that there is no significant between coii5)onent of variance in the
measurement process.
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In order to define various linear combinations of the weights, we will also
define several vectors of size (pxl) which have the general form

= (iil
• • • ilp)

where each element (i=l,...,p) is either zero, plus one or minus one.

The least-squares estimate for (A. 4) depends upon the inverse of the normal
equations A'A. The usual case for calibration experiments is that A'A has
rank p-1. Where A'A has rank less than p, the inverse does not exist and a
solution can be obtained only bj imposing a restraint upon the system of
equations. Therefore, we let R be a scalar with known value called the
restraint; and be a (pxl) vector of zeroes and ones such that a one in the
jth position indicates that the jth weight is in the restraint, and a zero

indicates the converse. For example,

%' = (1 1 0 • • • 0 )

indicates that the restraint is over the first two weights.

One approach to finding the least-squares estimate for X is via
an augmented matrix B where

is a (p+2)x(p+2) matrix whose inverse

(A.6)

(A.T)

can be partitioned as shown above. The (pxp) matrix Q in the upper left hand
corner of contains information relating to the variances of the
estimates, and the (pxl) matrix X in the upper right hand corner of
contains the least-squares estimates for the p weights. The other quantities
in B-1 are not of interest for this application. Notice that once the inverse
of B has been computed, the estimates are immediately available without
further matrix multiplications

The individual deviations of the observations from their fitted values are
given by the (pxl) vector C where

5
' = (D - AX*)' , (A.8)

" The caret (') indicating a least-squares estimate from the data is dropped
in future references to X .
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and the within standard deviation for the design is

with n-p+1 degrees of freedom.

The restraint for the next design in the series can be written in the form

Z* = Jlj’x* (A. 10)

where Jlj is a (pxl) vector of zeroes and ones where a one in the ith position
indicates that the ith weight is to be included in the restraint for the next

design, and a zero indicates the converse. The standard deviation for the
outgoing restraint is given by

5 K
a/2

n-p+1
(A. 9)

(A. 11)

where sp is the standard deviation of the incoming restraint R as confuted
from the previous design, and

w' = (Wi . . . Wp)

where W is a (pxl) vector of nominal values for the p weights. If the current
design is the first design in the series, then sp is zero.

Notice that the computation of the standard deviation associated with the
check standard as defined in (A.IU) and the con5)utation of the standard
deviation associated with the values of the test weights as defined in (A.16)

are also dependent on sp. Thus, the standard deviations for each series are
dependent on all prior series as they are propagated starting with the first
series.

The current value for the check standard from the design can be written in the
form

c = (A. 13)

where is a (pxl) vector of zeroes and ones such that a plus or minus one in
the ith position indicates that the ith weight is in the check standard, and
a zero indicates the converse.

The standard deviation of the check standard value is given by

(A.lU)
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Then given that the accepted value for the check standard is known from
previous experiments to be , a test for control is made by coii5)uting the

test statistic

K - c|

t„ = (A. 15 )

sc

and comparing it to a critical value.

Finally, we are interested in the uncertainty of the value assigned to a
single weight or to a collection of weights. For each summation or difference
of weights that is of interest, we define a (pxl) vector JI3 of zeroes, plus
ones and minus ones such that a one in the ith position indicates that the ith

weight is involved in the summation or difference, and a zero indicates the

(A. 16)

(A.I7)

where U3j^ is the uncertainty assigned to the starting restraint in the series,
and similarly is the (pxl) vector of zeroes, plus ones and minus ones
such that a plus or minus one in the ith position indicates that the ith
weight is in the starting restraint.

Notice that if we are talking about a single weight whose value is Xj , then
the quantity

converse. Ihe reported value for the summation S is S where

# Y %
S = ils X •

The standard deviation for the summation, designated by 33 is

2 \ 1/2
w

Ar w
SR

and the uncertainty associated with the summation is

U = 3S3 + USR

where qjj is the jth diagonal element in Q.

For the next design in the series, let the restraint be R = Z with
standard deviation = sj and proceed with the calculation starting with
equation (A.l).
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Foreword

The reporting of final measurement results, and the uncertainties associated with

the measurement processes used to obtain these results, has always been and continues

to be a source of difficulty. The three articles reprinted in this publication are collected

here as a convenient reference source for experimenters who must face the difficult

task of deciding how to express measurement uncertainties. The philosophical basis,

general guidelines, and specific recommendations for expressing uncertainties

contained within these articles have evolved at NBS over a period of many years.

The first article originally appeared in Science in 1968. This article develops the

underlying basis and general guidelines on the forms of expression needed for

uncertainty statements, and presents specific recommendations for four distinct cases;

(i) when both systematic error and imprecision are negligible; (ii) when systematic

error is not negligible, and imprecision is negligible; (iii) when neither systematic error

nor imprecision is negligible; and (iv) when systematic error is negligible, and

imprecision is not negligible.

The second article, written as a companion to the first, originallyappeared in a 1968

issue of M&D: Measurements and Data. It gives a condensed summary of the recom-

mendations presented in the first article, and provides tabular guides to commonly
used statements of imprecision, systematic error, and uncertainty.

The third article is a postscript to the two preceding articles, and was prepared in

1980 for an internal NBS communications manual. It reinforces the major thrust and

content of the earlier articles, but includes more recent thought particularly in regard

to overall uncertainty statements.

The first two articles have since been reprinted in several NBS publications

including Special Publication 300, Volume 1, Precision Measurement and Calibra-

tion: Statistical Concepts and Procedures (Harry H. Ku, ed., 1969). The 1980 NBS
communications manual incorporated the second and third articles, but did not

reprint the first article. Furthermore, this manual is not accessible outside NBS. This

special publication, therefore, collects all three articles, for the first time, in one

convenient source which is available to the many scientists and engineers throughout

the entire measurement community.
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Expression of the Uncertainties

of Final Results

Clear statements of the uncertainties of reported

values are needed for their critical evaluation.

Churchill Eisenhart

Measurement of some property of a

thing in practice always takes the form

of a sequence of steps or operations

that yield as an end result a number

that serves to represent the amount or

quantity of some particular property of

a thing—a number that indicates how
much of this property the thing has,

for someone to use for a specific pur-

pose. The end result may be the out-

come of a single reading of an instru-

ment, with or without corrections for

departures from prescribed conditions.

More often it is some kind of average,

for example, the arithmetic mean of a

number of independent determinations

of the same magnitude, or the final

result of a least squares “reduction” of

measurements of a number of different

magnitudes that bear known relations

with one another in accordance with a

definite experimental plan. In general,

the purpose for which the answer is

needed determines the precision or ac-

curacy required and ordinarily also the

method of measurement employed.

Although the accuracy required of a

reported value depends primarily on
the intended use, or uses, of the value,

one should not ignore the requirements

of other uses to which it is likely to

be put. A reported value whose accu-

racy is entirely unknown is worthless.

Strictly speaking, the actual error of

a reported value, that is the magnitude
and sign of its deviation from the truth

(/), is usually unknowable. Limits to

this error, however, can usually be in-

ferred—with some risk of being incor-

rect—from the precision of the mea-
surement process by which the reported

value was obtained, and from rea-

sonable limits to the possible bias of
the measurement process. The bias, or
systematic error, of a measurement proc-

ess is the magnitude and direction of

its tendency to measure something

other than what was intended; its preci-

sion refers to the typical closeness to-

gether of successive independent mea-

surements of a single magnitude gen-

erated by repeated applications of the

process under specified conditions; and

its accuracy is determined by the

closeness to the true value characteris-

tic of such measurements.

Precision and accuracy are inherent

characteristics of the measurement proc-

ess employed and not of the particular

end result obtained. From experience

with a particular measurement process

and knowledge of its sensitivity to un-

controlled factors, one can often place

reasonable bounds on its likely system-

atic error (bias). It is also necessary to

know how well the particular value in

hand is likely to agree with other

values that the same measurement proc-

ess might have provided in this in-

stance, or might yield on remeasure-

ment of the same magnitude on another

occasion. Such information is provided

by the estimated standard error

(2) of the reported value, which mea-

sures (or is an index of) the charac-

teristic disagreement of repeated deter-

minations of the same quantity by the

same method, and thus serves to indi-

cate the precision (strictly, the impreci-

sion) of the reported value (3).

Four Distinct Forms of

Expression Needed

The uncertainty of a reported value

is indicated by stating credible limits

to its likely inaccuracy. No single

form of expression for these limits is

universally satisfactory. In fact, differ-

ent forms of expression are recom-

mended, which will depend on the rela-

tive magnitudes of the imprecision and

likely bias, and their relative impor-

tance in relation to the intended use of

the reported value, as well as to other

possible uses to which it may be put

(.4).

Four distinct cases need to be recog-

nized: (i) both systematic error and im-

precision negligible, in relation to the

requirements of the intended and likely

uses of the result; (ii) systematic error

not negligible, imprecision negligible;

(iii) neither systematic error nor im-

precision negligible; and (iv) systematic

error negligible, imprecision not negli-

gible.

Specific recommendations with re-

spect to each of these cases are made
below. General guidelines upon which

these specific recommendations are

based are discussed in the following

paragraphs.

Perils of Shorthand Expressions

Final results and their respective un-

certainties should be reported in sen-

tence form whenever possible. The
shorthand form “a ± Z>” should be

avoided in abstracts and summaries; and

never used without explicit explana-

tion of its connotation. If no explana-

tion is given, many persons will take

to signify bounds to the inaccuracy

of a. Others may assume that b is the

“standard error,” or the “probable er-

ror,” of a, and hence the uncertainty

of a is at least ±36, or ±46, respectively.

Still others may take 6 to be an indica-

tion merely of the imprecision of the in-

dividual measurements, that is, to be the

“standard deviation,” or the “average

deviation,” or the “probable error” of

a single observation. Each of these in-

terpretations reflects a practice of which

instances can be found in current

scientific literature. As a step in the

direction of reducing this current con-

fusion, it is recommended that the use

of “a ± 6” in presenting results be

limited to that sanctioned for the case

of tabular results in the fourth recom-

mendation of the section below headed

“Systematic error not negligible, im-

precision negligible.”

The author is a senior research fellow and
former chief of the Statistical Engineering Labora-

tory at the National Bureau of Standards, Wash-
ington, D.C. 20234. The recommendations pre-

sented in this paper hare evolved at the Bureau
over a period of many years and are made
public here for general information, and to educe

comments and suggestions.
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Imprecision and Systematic Error

Require Separate Treatment

Since imprecision and systematic

error are distinctly different components

of inaccuracy, and are subject to dif-

ferent treatments and interpretations in

usage, two numerics respectively ex-

pressing the imprecision and bounds

to the systematic error of the reported

result should be used whenever both

of these errors are factors requiring

consideration. Such instances are dis-

cussed in the section below for the case

of “Neither systematic error nor im-

precision negligible.”

In quoting a reported value and its

associated uncertainty from the litera-

ture, the interpretation of the uncer-

tainty quoted should be stated if given

by the author. If the interpretation is

not known, a remark to this effect

is in order. This practice may induce

authors to use more explicit formula-

tions of their statements of uncertainty.

Standard Deviation and Standard Error

The terms standard deviation and

standard error should be reserved to

denote the canonical values for the

measurement process, based on consid-

erable recent experience with the mea-

surement process or processes involved.

When there is insufficient recent ex-

perience, an estimate of the standard

error (standard deviation) must of ne-

cessity be computed by recognized sta-

tistical procedures from the same mea-

surements as the reported value itself.

To avoid possible misunderstanding, in

such cases, the term “computed (or

estimated) standard error” (“computed

standard deviation”) should be used. A
formula for calculating this computed

standard error is given in the section

below for the case of “Neither system-

atic error nor imprecision negligible.”

Uncertainties of Accepted Values of

Fundamental Constants or

Primary Standards

If the uncertainty in the accepted

value of a national primary standard or

of some fundamental constant of na-

ture (for example, in the volt as main-

tained at the National Bureau of Stan-

dards, or in the acceleration of gravity

g on the Potsdam basis) is an important

source of systematic error affecting the

measurement process, no allowance for

possible systematic error from this

source should be included ordinarily

in evaluating overall bounds to the sys-

tematic error of the measurement proc-

ess. Since the error concerned, what-

ever it is, affects all results obtained

by the method of measurement in-

volved, to include an allowance for this

error would be to make everybody’s

results appear unduly inaccurate rela-

tive to each other. In such instances

one should state: (i) that measurements

obtained by the process concerned are

expressed in terms of the volt (or the

kilogram, or other unit) “as maintained

at the National Bureau of Standards,”

or (ii) that the indicated bounds to the

systematic error of the process are ex-

clusive of the uncertainty of the stated

value adopted for some particular con-

stant or quantity. An example of the

latter form of statement is:

. . . neglecting the uncertainty of the value

6.6256 X 10'®* joule seconds adopted for

Planck’s constant.

Systematic Error and Imprecision

Both Negligible

In this case the reported result

should be given, after rounding, to the

number of significant figures consist-

ent with the accuracy requirements of

the situation, together with an explicit

statement of its accuracy. An example

is:

. . . the wavelengths of the principal visible

lines of mercury- 198 have been measured
relative to the 6057.802106 A (angstrom

units) line of krypton-98, and their values

in vacuum are

5792.2685 A
5771.1984 A
5462.2706 A
4359.5625 A
4047.7146 A

correct to eight significant figures.

It needs to be emphasized that if no

statement of accuracy or precision ac-

companies a reported number, then, in

accordance with the usual conventions

governing rounding, this number will

ordinarily be interpreted as being ac-

curate within ±Vi unit in the last signif-

icant figure given; that is, it will be

understood that its inaccuracy before

rounding was less than ± 5 units in the

next place. The statement “correct to

eight significant figures” is included ex-

plicitly in the foregoing example, rather

than left to be understood in order to

forestall any concern that an explicit

statement of lesser accuracy was in-

advertently omitted.

Systematic Error Not Negligible,

Imprecision Negligible

When the imprecision of a result is

negligible, but the inherent systematic

error of the measurement process con-

cerned is not negligible, then the fol-

lowing rules are recommended:

1) Qualification of a reported result

should be limited to a single quasi-

absolute type of statement that places

bounds on its inaccuracy.

2) These bounds should be stated to

no more than two significant figures.

3) The reported result itself should

be given (that is, rounded) to the last

place affected by the stated bounds

(unless it is desired to indicate and

preserve such relative accuracy or pre-

cision of a higher order that it may
possess for certain particular uses).

4) Accuracy statements should be

given in sentence form in all cases,

except when a number of results of

different accuracies are presented, for

example, in tabular arrangement. If it

is necessary or desirable to indicate

the respective accuracies of a number

of results, the results should be given

in the form a ± (or a 1^, if neces-

sary) with an appropriate explanatory

remark (as a footnote to the table,

or incorporated in the accompanying

text) to the effect that the ±Z>, or

signify bounds to the systematic errors

to which the a’s may be subject.

5) The fact that the imprecision is

negligible should be stated explicitly.

The particular form of the quasi-

absolute type of statement employed

in a given instance will depend ordi-

narily on personal taste, experience,

current and past practice in the field

of activity concerned, and so forth.

Some examples of good practice are:

. . . is (are) not in error by more than 1

part in (jt).

. . . is (are) accurate within ± (x units)

[or ± (x) percent].

. . . is (are) believed accurate within

( ).

Positive wording, as in the first two

of these quasi-absolute statements, is

appropriate only when the stated

bounds to the possible inaccuracy of

the reported value are themselves relia-

bly established. However, when the in-

dicated bounds are somewhat conjec-

tural, it is desirable to signify this

fact (and put the reader on guard) by

inclusion of some modifying expres-

sion such as “believed,” “considered,”

“estimated to be,” “thought to be,” and
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so forth, as exemplified by the third of

the foregoing examples.

The term uncertainty may sometimes

be used effectively to achieve a concise-

ness of expression otherwise difficult or

impossible to attain. Thus, one might

make a statement such as;

The uncertainties in the above values

are not more than =t 0.5 °C in the range

0°C to 1100°C, and then increase to ±
2“C at 1450°C,

or

The uncertainty in this value does not

exceed . . . excluding (or, including) the

uncertainty of ... in the value . . . adopted
for the (reference standard involved).

A statement giving numerical limits

of uncertainty as in the above should

be followed by a brief discussion tell-

ing how the limits were derived.

Finally, the following forms of quasi-

absolute statements are considered poor

practice, and are to be avoided:

The accuracy of ... is 5 percent.

The accuracy of ... is ± 2 percent.

These are presumably intended to

mean that the result concerned is not

inaccurate, that is, not in error, by

more than 5 percent or 2 percent, re-

spectively, but they explicitly state the

opposite.

Neither Systematic Error Nor

Imprecision Negligible

When neither the imprecision nor the

systematic error of a result are negligi-

ble, then the following rules are rec-

ommended;

1) A reported result should be quali-

fied by a quasi-absolute type of state-

ment that places bounds on its sys-

tematic error, and a separate statement

of its standard error or its probable

error, or of an upper bound thereto,

whenever a reliable determination of

such value or bound is available. Other-

wise a computed value of the standard

error, or, probable error, so designated,

should be given together with a state-

ment of the number of degrees of

freedom on which it is based.

2) The bounds to its systematic error

and the measure of its imprecision

should be stated to no more than two
significant figures.

3) The reported result itself should

be stated at most to the last place af-

fected by the finer of the two qualify-

ing statements (unless it is desired to

indicate and preserve such relative ac-

curacy or precision of a higher order

that it may possess for certain particu-

lar uses).

4)

The qualification of a reported

result with respect to its imprecision

and systematic error should be given

in sentence form, except when results

of different precision or with different

bounds to their systematic errors are

presented in tabular arrangement. If

it is necessary or desirable to indicate

their respective imprecisions or bounds

to their respective systematic errors,

such information may be given in a

parallel column or columns, with ap-

propriate identification.

Here, and in the next section, the

term standard error is to be under-

stood as signifying the standard devia-

tion of the reported value itself, not as

signifying the standard deviation of the

single determination (unless, of course,

the reported value is simply the result

of a single determination).

The above recommendations should

not be construed to exclude the pres-

entation of a quasi-abolute type of state-

ment placing bounds on the inaccuracy,

that is, on the overall uncertainty, of a

reported value, provided that separate

statements of its imprecision and its

possible systematic error are included

also. To be in good taste, the bounds

indicating the overall uncertainty

should not be numerically less than the

corresponding bounds placed on the

systematic error outwardly increased by

at least three times the standard error.

The fourth of the following examples

of good practice is an instance at

point:

The standard errors of these values do
not exceed 0.000004 inch, and their sys-

tematic errors are not in excess of 0.00002

inch.

The standard errors of these values are

less than {x units), and their systematic er-

rors are thought to be less than ± (y

units). No additional uncertainty is as-

signed for the conversion to the chemical

scale since the adopted conversion factor

is taken as 1.000275 exactly.

. . . with a standard error of {x units),

and a systematic error of not more than
± (y units).

. . . with an overall uncertainty of :t 3

percent based on a standard error of 0.5

percent and an allowance of ± 1.5 percent

for systematic error.

When a reliably established value for

the relevant standard error is available,

and the dispersion of the present mea-

surements is in keeping with this ex-

perience, then this canonical vahie of

the standard error should be used (5).

If such experience indicates that the

standard error is subject to fluctuations
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greater than the intrinsic variation of

such a measure, then an appropriate

upper bound should be given, for ex-

ample, as in the first two of the above

examples, or by changing “a standard

error . .
.” in the third and fourth

examples to “an upper bound to the

standard error . .
.”

When there is insufficient recent

experience with the measurement proc-

esses involved, an estimate of the

standard error must of necessity be

computed by recognized statistical pro-

cedures from the same measurements

as the reported value itself. It is

essential that such computations be

carried out according to an agreed-

upon standard procedure, and the results

thereof presented in sufficient detail to

enable the reader to form his own judg-

ment, and make his own allowances

for their inherent uncertainties. To
avoid possible misunderstanding, in such

cases, first, the term computed standard

error should be used; second, the esti-

mate of the standard error employed

should be that obtained from

estimate of standard error =

(

sum of squared residuals

nv )

where n is the (effective) number of

completely independent determinations

of which a is the arithmetic mean (or

other appropriate least-squares adjusted

value) and v is the number of degrees

of freedom involved in the sum of

squared residuals (that is, the number
of residuals minus the number of fitted

constants or other independent con-

straints on the residuals); and third, the

number of degrees of freedom should

be explicitly stated. If the reported

value a is the arithmetic mean, then;

estimate of standard error =
where

s^=i(xi- ar/(n - 1)
1=1

and n is the number of completely in-

dependent determinations of which a is

the arithmetic mean. For example:

. . . which is the arithmetic mean of (n)

independent determinations and has a stan-

dard error of . . .

. . . with an overall uncertainty of

± 5.2 km/sec based on a standard error

of 1.5 km/sec and estimated bounds of

±: 0.7 km/sec on the systematic error.

(The figure 5.2 is equal to 0.7 plus 3

times 1.5.)

or, if oased on a computed standard

error.

The computed probable error (or, stan-

dard error) of these values is (x units).



based on (t-) de^ees of freedom, and the

systematic error is estimated to be less than

± (y units).

. . . with an overall uncertainty of ± 7
km/sec derived from bounds of ± 0.7

km/sec on the systematic error and a com-
puted standard error of 1.5 km/sec based
on 9 degrees of freedom. [The number
7 is approximately equal to 0.7 + (4.3 x
1.5), where 4.3 is the value of Student’s t

for 9 degrees of freedom exceeded in ab-

solute value with 0.002 probability. As
V— oc, 1.002 (•')—* 3.090.]

When the reported value is the result

of a complex measurement process

and is obtained as a function of sev-

eral quantities whose standard errors

have been computed, these several

quantities and their standard errors

should usually be reported, together

with a description of the method of

computation by which the standard

errors were combined to provide an

overall estimate of imprecision for the

reported value.

Systematic Error Negligible,

Imprecision Not Negligible

When the systematic error of a result

is negligible but its imprecision is not,

the following rules are recommended:

1) Qualification of a reported value

should be limited to a statement of its

standard error or of an upper bound

thereto, whenever a reliable determina-

tion of such value or bound is avail-

able. Otherwise a computed value of

the standard error, so designated,

should be given together with a state-

ment of the number of degrees of

freedom on which it is based.

2) The standard error or upper

bound thereto, should be stated to not

more than two significant figures.

3) The reported result itself should

be stated at most to the last place af-

fected by the stated value or bound
to its imprecision (unless it is desired

to indicate and preserve such relative

precision of a higher order that it may
possess for certain particular uses).

4) The qualification of a reported

result with respect to its imprecision

should be given in sentence form, ex-

cept when results of different precision

are presented in tabular arrangement

and it is necessary or desirable to indi-

cate their respective imprecisions in

which event such information may be

given in a parallel column or columns,

with appropriate identification.

5) The fact that the systematic er-

ror is negligible should be stated ex-

plicitly.

The above recommendations should

not be construed to exclude the pres-

entation of a quasi-absolute type of

statement placing bounds on its possible

inaccuracy, provided that a separate

statement of its imprecision is included

also. To be in good taste, such bounds

to its inaccuracy should be numeri-

cally equal to at least three times the

stated standard error. The fourth of

the following examples of good practice

is an instance at point.

The standard errors of these values are

less than (x units).

. . . with a standard error of (x units).

. . . with a computed standard error of

{x units) based on (v) degrees of freedom.

. . . with an overall uncertainty of ±. 4.5

km/sec derived from a standard error of

1.5 km/sec. (The figure 4.5 is equal to

3 X 1.5.)

or, if based on a computed standard

error,

. . . with an overall uncertainty of ± 6.5

km/sec derived from a computed standard
error of 1.5 km/ sec (based on 9 degrees
of freedom). (The number 6.5 is equal to

4.3 X 1.5, where 4.3 is the value of Stu-

dent’s l for 9 degrees of freedom ex-

ceeded in absolute value with 0.002 prob-
ability. As p~* (x j /.n02 (0— 3.090.)

The remarks with regard to a com-
puted standard error in the preceding

section apply with equal force to the

last two examples above.

Conclusion

The foregoing recommendations call

for fuller and sharper detail than is

general in common pactice. They
should be regarded as minimum stan-

dards of good practice. Of course, many
instances require fuller treatment than

that recommended here.

Thus, in the case of determinations

of the “fundamental physical con-

stants” and other basic properties of

nature, the author or authors should

give a detailed account of the various

components of imprecision and sys-

tematic error, and list their respective

individual magnitudes in tabular form,

so that (i) the state of the art will be

more clearly revealed, (ii) each individ-

ual user of the final result may decide

for himself which of the indicated com-

ponents of imprecision or systematic

error are, or are not, relevant to his

use of the final result, and (iii)—most

important—the final result itself or its

uncertainty can be modified appropri-

ately in the light of later advances. This

is, and has long been, the practice fol-

lowed in the best reports of funda-

mental studies, but current efforts to
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prepare critically evaluated standard

reference data have revealed that far

too great a fraction of the data in the

scientific literature “cannot be criti-

cally evaluated because the minimum
of essential information is not present”

(6).
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EXPRESSIONS OF IMPRECISION,
SYSTEMATIC ERROR,

AND
UNCERTAINTY ASSOCIATED
WITH A REPORTED VALUE

HARRY H. KU, National Bureau of Standards

T he work of a calibration laboratory

may be thought of as a sequence of

operations that result in the collection, stor-

age, and transmittal of information. In mak-
ing a statement of uncertainty of the result

of calibration, the calibration laboratory

transmits information to its clients on the

particular item calibrated.

It is logical, then, to require the trans-

mitted information to be meaningful and
unambiguous, and to contain all the rele-

vant information in the possession of the

laboratory. The information content of the

statement of uncertainty determines, to a
large extent, the worth of the calibrated

value.

A common deficiency in many statements
of uncertainty is that they do not convey
all the information a calibration laboratory

has to offer, information acquired through
much ingenuity and hard work. This defi-

ciency usuedly originates in two ways:

1. Loss of information through oversim-
plification, and

2. loss of information through the inability

of the laboratory to take into account in-

formation accumulated from its past ex-

perience.

With the increasingly stringent demands
for improved precision and accuracy of cali-

bration work, calibration laboratories as a
whole just cannot afford such luxury.

Traceability to the nationsd standards,
accuracy ratios, and class tolerance require-

ments are simpli^ed concepts that aim to

achieve different degrees of accuracy re-

quirements. These concepts and the result-

ing statements are useful on certain occa-

sions, but fail whenever the demand is

exacting. The general practice of obliterat-

ing all the identifiable components of un-

certainty, by combining them into an over-

all uncertainty, just for the sake of simplicity,

is another case in point. After all, if the

calibration laboratory reports all the per-

tinent information in separate components,
the user can always combine them or use
them individuedly, as he sees fit. On the

other hand, if the user is given only one
number, he can never disentangle this num-
ber into its various components. Since the

information buried under these oversimpli-

fied statements is available, and may weU
be useful to sophisticated customers, such

practices result in substantial waste of ef-

fort and resources.

In calibrating an item by repeating the

same calibration procedure, the calibration

laboratory gains increments of information

about its calibration system. These incre-

ments of information are quantified and ac-

cumulated for the benefit of the calibration

laboratory. If the precision of the calibra-

tion process remains unchanged, the sta-

tistical measure of dispersion (s) - i.e.,

the standard deviations computed from these

sets of data - can be pooled together,

weighted by their respective degrees of

freedom. When many such increments of

information are combined, an accepted or

canonical value of standard deviation ( <^

)

is established. This established (canonical)

value of standard deviation characterizes

the precision of the calibration process, and
is treasured information in any calibration

laboratory.
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Hence, the canonical value of standard
deviation is the quantification of informa-

tion accumulated from past experiences of

the calibration laboratory, and is an essen-

tial element of the statement of uncertainty.

The standard deviation (s) computed from
the current calibration is used to check the

precision of current work, and to add to the

pool of information on the process, but cer-

tainly does not represent all the informa-

tion available in the possession of an es-

tablished calibration laboratory. Only by
passing its accumulated information to the

users is the calibration laboratory perform-

ing a complete service.

STATEMENT OF UNCERTAINTY

In the preparation of a statement
of uncertainty, it is helpful to bear in mind
that:

1. The derivation of a statement of un-

certainty has as its foundation the work
done in the laboratory, and is based on
information accumulated from past experi-

ence, and

2. In general, information is lost through
oversimplification, and demands for im-

proved precision and accuracy cannot be
met with simplified statements of uncer-

tainty.

Unless a statement of uncertainty is well

formulated and supported, it is difficult to

say what is meant by the statement, a dif-

ficulty frequently encountered. Since the

evaluation of uncertainty is part and par-

cel of the high standard of work of a cali-

bration laboratory, the statement of uncer-

tainty deserves all the attention required

to make the statement both realistic and
useful. To this end. Tables 1, 2 and 3 give

terms and expressions compiled as a ready
reference for those who are searching for

some appropriate format or wording, to car-

ry out the thoughts expressed. They sum-
marize the recommended practices on
expression of uncertainties as given in

Chapter 23 of NBS Handbook 91. A re-

vised version of this chapter with the title

“Expression of Uncertainties of Final Re-

sults” by Churchill Eisenhart may be found

in NBS Special Publication 300-1. Figure 1

gives a condensed summary of this

material. Tables 1, 2, and 3 give details of

forms of imprecision, systematic error,

and uncertainty statements.
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TABLE 1 - IMPRECISION STATEMENTS

Value

reported Index or Measure of Error Remarks

Precision of a mea-

surement (calibra-

tion) process

(a). Standard deviation (cr) of

a single determination (ob-

servation)

<7 (or s with the associated degrees of freedom’) is of

main interest as an index of precision of the mea-

surement process. If the average of n such measure-

ments is also reported, see (b) below.

Arithmetic mean
(in) numbers

(b). Standard error (<7/ -y/n) of the

reported value

Xn is of main interest; the number n is also essential

information; <7 assumed known.'

(c) . 2 sigma limits

(d) . 3 sigma limits

Commonly used bounds of imprecisions; usually used

when (7 known, or when n large.

(e). Confidence interval (indicate

one- or two-sided)

Data points assumed to be normally distributed; report

confidence coefficient (level) 1 00 ( 1 -a)%. ^

(f). Half-width af confidence inter-

val (ar confidence limits)

Same os (e) above; for symmetrical two-sided intervals;

an index to bounds of imprecision. ^

(g) Probable error of the reported

value

(7

Probable error = .6745 for normally distributed

data points when <7 known. Use of <7/^/0 preferred.

Incorrect if cr not known.

(h). Mean deviatian, or average

deviation, of a measurement from

the mean calculated from the

sample

Limiting mean of mean deviation =

normolly distributed dato points when <7 known.

Use of (7 usually preferred.

(i). Any of the above expressed

in percent, or ppm of

State what is being expressed in percent, eg.,

( 1 00/ in }, in being a fairly constant value.

m means each com-

puted from n mea-

surements

(j). (b), (c), (d) ond (f) above If the measurements are of equal precision and a un-

known, use

-L V s-,’ os estimate of (7*. The no. of de-
P m '

t=l

grees of freedom associated with sp is m(n-l).

(k). Sample coefficient of variation

(v = 4-)
Xn

or relative percent

(v X 100)

Appropriate when the m means cover a wide range

and where the v's computed for the- m sets are about

the some magnitude. Give range of v's for the m
sets. The means must be positive and bounded away

from zero.

Weighted mean
w,i, +w,i

3

I W, -t- Wj

(1). Standard error of the

weighted mean
If W, = l/(7j_’ and W, =

1/<7i/,
then =

Not recommended when the a's are not known and

are estimated by s computed from small number of

measurements.

An equotion (theo-

retical or empirical)

fitted to dota points

by the method of

least squares

(m). Standard deviation computed

from the deviations (residuals) of

data points from the fitted curve

Report n, the number of data points, and k, the num-

ber of constants fitted,

»'= Z (y, -?j)V{n-k),
i=l

where
yj

is the value on the fitted curve for the

particular Zj .
^ Value of s usually given in computer

print-out.

Constants (coeffi-

cients) in the equa-

tion fitted to the

data points by the

method of least

squares

(n). Stondard errors of the coeffi-

cients based on the standard de-

viation computed under (m)

Stondard errors usually given in computer print-out.

Report n and k as above. ^
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TABLE 1 > IMPRECISION STATEMENTS - (Continued)

Value

reported Index or Measure of Error Remarks

A predicted point on

the curve y for a

particular Xq

(o). Standard error (s*
)
of the pre-

dicted point

For the straight line case, the computer print-out gives

the variance-covariance matrix (

*"
).

S|J Sji

Sy ~ *11 2si2Xo + SjjZo^ .

^

Report n and k.

A predicted observ-

ed value for a par-

ticular Zo

(p). Standard error of the predict-

ed value of y

For the straight line case, Sy’ = Sy’ -t-s’ where Sy*

and s* are that given in (o) and (m) respectively.’

Report n and k

Value of function of

the arithmetic

means of several

measured variables

(q). Standard error calculated by

the use of propagation of error

formulas

Appropriate when errors of measurements are small

compared to the values of variables measured. Use

standard error of the means of the variables in the

formulas. * Report number of measurements from

which these standard errors ore computed.

Percentage or pro-

portion (r/ n), r and

n being counts

(r). Confidence limits of the true

proportion P

Procedures for obtaining exact and approximate confi-

dence limits are discussed in Chapter 7, NBS Hand-

book 91 . State one-sided or two-sided.

TABLE 2 - SYSTEAAATIC ERROR ^ (BIAS) STATEMENTS

Value

reported Index or Measure of Error Remarks

Numerical value re-

sulting from a mea-

surement process

Reasonable bounds ascribed to

the value originating from:

(i). systematic error reliably es-

tablished

Detailed discussions of systematic errors are always

helpful.

Positive wording is appropriate:

"... is not in error by more than . .

."

"... is accurate within ± . .
."

(ii). systematic error estimated

from experience or by judgment

Use modifier such os "believed", "estimated", "consider-

ed", to signify the conjectural nature of the statement.

(iii). combination of a number of

elemental systematic errors

State explicitly the method of combination such as

"the simple sum of the bounds" or "the square root of

the sum of squares'.

(iv). uncertainty in some funda-

mental constant

Give reference to the value of constant used.

(v). uncertainty in calibrated

values

Ascertain the meaning of the systematic and random

components of the uncertointy from the calibration

laboratory so that decisions on the uses of these com-

ponents can be made from the correct interpretations.

(vi). bias in the method of com-

putation

Correct if feasible, or give the magnitude].
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TABLE 3 - UNCERTAINTY STATEMENTS

Value

reported Index or Measure of error Remarks

Numerical value re-

sulting from a mea-

surement process

Bounds to inaccuracy:

(1). Systematic error and impre-

cision both negligible

Explicit expression of correctness to the last significant

figure, interpreted as being accurate within ± V2 units

in the last significant figure given.

(2). Imprecision negligible. Bounds

on inaccuracy given to no more

than two significant figures.

Sentence form preferred such as given under remark

for (i) and (ii). Footnote needed if bounds are given

in tabular form.

(3). Systematic error negligible.

Index of precision (b), (g), (h), (i),

(k), or (n) stated to no more than

two significant figures

State explicitly the index used and give essential in-

formation associated with the index. Qualify index cal-

culated by the word "computed". Avoid using expressions

of the form a ± b unless the meaning of b is explained

fully immediately following or in footnote.

(3'). Systematic error negligible.

Bounds to imprecision (c), (d), (e),

or (f) stated to no more than two

significant figures.

Same as under (3).

(4). Neither systematic error nor

imprecision negligible. Two nu-

merics indicating bounds to sys-

tematic error and index of im-

precision respectively

(2) and (3) above separately stated.

(4'). Bounds to systematic error

and imprecision combined, indi-

cating the likely inaccuracy af the

value

(2) and (3') above where the two components either

have been previously described, or explained im-

mediately following (or in footnote).

(5). Quoted from literature State reference and give author's interpretation of the

uncertainty; add remark if meaning unknown or

ambiguous.

II a is not known, use the computed standard deviation s based on k measurements as an estimate of a

,

where
.

s^ = — 2 [X] The number (k-1
)

is the degrees of freedom associated with s.

i=1

^ For interpretation see Chapter 1, NBS Handbaok91, Experimental Statistics, by M. G. Natrella, 1963.

^ For details see Chapter 5 (straight line), and Chapter 6 (multivariate and polynomial), NBS Handbook 91

.

*
For details see "Notes on the use of propagation of error formulas’, by Harry H. Ku, NBS Journal of Research, Vol.

70C, No. 4, October-December, 1966.

* See "Realistic Evaluation of the Precision and Accuracy of Instrument Calibration Systems" by Churchill Eisenhart,

NBS Journal of Research, Vol. 67C, No. 2, April-June, 1963, and ‘Systematic Errors in Physical Constants’ by W. J.

Youden, Physics Today 14, 1961.
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FIGURE 1 > SUMMARY OF RECOMMENDATIONS ON
EXPRESSIONS OF THE UNCERTAINTIES OF FINAL RESULTS

SYSTEMATIC ERROR AND
IMPRECISION BOTH NEGLIGIBLE
(CASE 1)

In this case, the reported result should

be given correct to the number of signifi-

cant figures consistent with the accuracy

requirements of the situation, together with

an explicit statement of its accuracy or

correctness.

SYSTEMATIC ERROR NOT
NEGLIGIBLE, IMPRECISION
NEGLIGIBLE (CASE 2)

(a) Qualification of a reported result

should be limited to a single quasi-absolute

type of statement that places bounds on its

inaccuracy;

(b) These bounds should be stated to no

more than two significant figures;

(c) The reported result itself should be
given (i.e., rounded) to the last place af-

fected by the stated bounds, unless it is

desired to indicate and preserve such rela-

tive accuracy or precision of a higher order

that the result may possess for certain par-

ticular uses;

(d) Accuracy statements should be given

in sentence form in all cases, except when
a number of results of different accuracies

are presented, e.g., in tabular arrangement.
If it is necessary or desirable to indicate

the respective accuracies of a number of

results, the results should be given in the

form a ± b (or a^ if necessary) with an

appropriate explanatory remark (as a foot-

note to the table, or incorporated in the

accompanying test) to the effect that the

± b, or ^ ^ , signify bounds to the errors

which the a’s may be subject.

(e) The fact that the imprecision is negli-

gible should be stated explicity.

NEITHER SYSTEMATIC ERROR NOR
IMPRECISION NEGLIGIBLE (CASE 3)

(a) A reported result should be qualified

by: (1) a quasi-absolute type of statement
that places bounds on its systematic error;

and, (2) a separate statement of its stan-

dard error or of an upper bound thereto,

whenever a reliable determination of such

value or bound is available — otherwise, a
computed value of the standard error so

designated should be given, together with

a statement of a number of degrees of free-

dom on which it is based;

(b) The bounds to its systematic error

and the measure of its imprecision should
be stated to no more than two significant

figures;

(c) The reported result itself should be
stated, at most, to the last place affected

by the finer of the two qualifying state-

ments, unless it is desired to indicate and
preserve such relative accuracy or preci-

sion of a higher order that the result may
possess for certaun particular uses;

(d) The qualification of a reported result,

with respect to its imprecision and syste-

matic error, should be given in sentence

form, except when results of different preci-

sion or with different bounds to their sys-

tematic errors are presented in tabular ar-

rangement. If it is necessary or desirable

to indicate their respective imprecisions or

bounds to their respective systematic errors,

such information may be given in a parallel

column or columns, with appropriate iden-

tification.

SYSTEMATIC ERROR NEGLIGIBLE,
IMPRECISION NOT NEGLIGIBLE
(CASE 4)

(a ) Qualification of a reported value should

be limited to a statement of its standard
error or of an upper bound thereto, when-
ever a reliable determination of such value

or bound is available. Otherwise, a com-
puted value of the standard error so desig-

nated should be given, together with a state-

ment of the number of degrees of freedom
on which it is based;

(b) The standard error, or upper bound
thereto, should be stated to not more than
two significant figures;

(c) The reported result itself should be
stated, at most, to the last place sifiected

by the stated vedue or bound to its impre-

cision, unless it is desired to indicate and
preserve such relative precision of a higher

order that the result may possess for cer-

tain psirticulax uses;

(d) The qualification of a reported result

with respect to its imprecision should be
given in sentence form, except when results

of different precision are presented in tabu-

lar arrangement and it is necessary or de-

sirable to indicate their respective impre-

cisions, in which event such informationmay
be given in a paxallel column or columns,

with appropriate identification.

(e) The fact that the systematic error is

negligible should be stated explicitly.

C-10



POSTSCRIPT

Over the intervening years since the publication of

Eisenhart's and Ku's articles, it has become apparent that a

few additional comments may be useful. It is equally

apparent that a complete revision is neither necessary nor

desirable inasmuch as the major thrust and content of the

articles remain as valid and as appropriate as when first

written. For this reason, these comments are made as a

postscript.

Uncertainty Assessments Must Be Complete

The uncertainty of a reported value is meant to be a

credible estimate of the likely limits to its actual error, i.e.,

the magnitude and sign of its deviation from the truth. As
such, uncertainty statements must be based on as nearly

complete an assessment as possible. This assessment

process must consider every conceivable source of

inaccuracy in the result.

A measurement process generally consists of a very

complicated sequence of many individual unit operations

or steps. Virtually every step in this sequence introduces

a conceivable source of inaccuracy whose magnitude

must be assessed. These sources include:

• Inherent stochastic variability of the measurement
process;

• Uncertainties in standards and calibrated apparatus;

• Effects of environmental factors, such as variations in

temperature, humidity, atmospheric pressure, and power
supply voltage;

• Time-dependent instabilities due to gradual and subtle

changes in standards or apparatus;

• Inability to realize physical model because of

instrument limitations;

• Methodology procedural errors, such as incorrect

logic, or misunderstanding what one is or should be
doing;

• Uncertainties arising from interferences, impurities,

inhomogeneity, inadequate resolution, incomplete
discrimination, etc.;

• Metrologist errors, such as misreading of an
instrument;

• Malfunctioning or damaged apparatus;

• Laboratory practice including handling techniques,

cleanliness, etc.; and

• Computational uncertainties as well as errors in

transcription of data, and other calculational or arithme-
tical mistakes.

This list should not be interpreted as exhaustive, but
rather as illustrative of the most common generic sources
of inaccuracy that may be present.

The various sources of inaccuracy are generally
classified into sources of imprecision (random
components) and sources of bias (fixed offsets). To which
category a particular source should be properly assigned
is often difficult and troublesome. In part, this is because
many experimental procedures or individual steps in the
overall measurement process embody both systematic and

stochastic (random) elements. (For an alternative

discussion that questions the need for a clear cut

distinction between random and systematic components
of uncertainty, see [7].) One practical approach is to

classify the sources of inaccuracy according to how the

uncertainty is estimated. In this way, sources of

imprecision are considered to be those components which
can be and are estimated by a statistical analysis of

replicate determinations. For completeness, the systematic

uncertainty components can be considered to be the

residual set of conceivable sources of inaccuracy that are

biased and not subject to random variability, and those

that may be due to random causes but cannot be or are not

assessed by statistical methods. The systematic category

includes sources of inaccuracy other than biases in order

to obtain a complete accounting of all sources of

inaccuracy in the measurement process. Hence, it is

meaningful to report a random uncertainty contribution,

only if one has a computed statistic for the magnitude of

its imprecision or random variation. Many sources of

inaccuracy may exist consisting of several components
from both the random and systematic categories and can

be assessed only after consideration of the more funda-

mental processes involved. The uncertainty in the

calibration of an instrument with a standard reference

material, for example, would have not only components
from the uncertainty in the standard itself, but also

uncertainty components arising from the use of the

standard in performing the calibration.

Assessment of Imprecision (Random Uncertainties)

Although the treatment and expressions of reporting

the imprecision of measurement results were adequately

covered in the original article, a number of points are of

sufficient importance to deserve reemphasis.

The only way to assess realistically the overall

imprecision is to make direct—or preferably, when
possible, indirect—replicate determinations [IJ and

calculate an appropriate statistic such as the standard

error of the mean. It is extremely important to be definite

on what constitutes a “replicate determination” because

the extent to which conditions are allowed to vary freely

over successive “repetitions” of the measurement process

determines the scope of the statistical inferences that may
be drawn from measurements obtained [2, sec. 4.1]. When
measurements of a particular quantity made on a single

occasion exhibit closer mutual agreement than

measurements made on different occasions so that

difTerences between occasions are indicated, the value of

the computed standard error of the mean of all the

measurements obtained by lumping all of the

measurements together will underestimate the actual

standard error of the mean. A more realistic value is

given by taking the arithmetic means of the

measurements obtained on the respective occasions as the

replicate determinations and calculating the standard error

of their mean in the usual way [3, sec. 3.5).

In many situations, it may not be possible or feasible

because of time and cost constraints to perform a

sufficient number of completely independent determina-

tions of the measurement result. For results derived from

several component quantities, the individual imprecision

estimates must be propagated to obtain the imprecision of

the final result. It must be emphasized, however, that
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these estimates of imprecision should not be based

exclusively on the information derived from just the

present measurements. Presently derived information

should be added to the information accumulated in the

past on the imprecision of the measurement process. In

this way, more realistic and reliable canonical values of

the imprecision statistics may be established over time.

Ideally, every major step or component of the

measurement process should be independently assessed.

This would include not only the variability inherent in

the particular measurement of concern, but also the

imprecision arising from corrections, calibration factors,

and any other quantities that make up the final result.

Assessment of Systematic Uncertainties

Although a general guideline for the approach to the

assessment of systematic uncertainties can be formulated,

there are, unfortunately, no rules to objectively assign a

magnitude to them. For the most part, it is a subjective

process. Their magnitudes should preferably be based on
experimental verification, but may have to rely on the

judgment and experience of the metrologist. In general,

each systematic uncertainty contribution is considered as

a quasi-absolute upper bound, overall or maximum limit

on its inaccuracy. Its magnitude is typically estimated in

terms of an interval from plus to minus S about the mean
of the measurement result. By what method then should

the magnitude of these maximum limits be assigned? It

may be based on comparison to a standard, on
experiments designed for the purpose [4], or on
verification with two or more independent and reliable

measurement methods. Additionally, the limits may be

based on judgment, based on experience, based on
intuition, or based on other measurements and data. Or
the limits may include combinations of some or all of the

above factors. Whenever possible, they should be

empirically derived or verified. The reliability of the

estimate of the systematic uncertainty will largely depend
on the resourcefulness and ingenuity of the metrologist.

The Need for an Overall Uncertainty Statement

Without deprecating the perils of shorthand expres-

sions, there is often a need for an overall uncertainty

statement which combines the imprecision and systematic

uncertainty components. Arguments that it is incorrect

from a theoretical point of view to combine the

individual compionents in any fashion are not always

practical. First, an approach which retains all details is

not amenable for large compilations of results from
numerous sources. And second, this approach shifts the

burden of evaluating the uncertainties to users. Many
users need a single uncertainty value resulting from the

combination of all sources of inaccuracy. These users

believe, and rightly so, that this overall estimate of

inaccuracy can be most appropriately made by the person

responsible for the measurement result. It must be

emphasized, however, that there is no one clearly

superior appropriate method for reporting an overall

uncertainty, and that the choice of method is somewhat
arbitrary. Several methods are commonly employed [5,6].

One method is to add linearly all components of the

systematic uncertainty and linearly add the total to the

imprecision estimate. Since the individual systematic un-

certainties (6j) are considered to be maximum limits, it

logically should be added to an imprecision estimate at a

similar confidence level. That is, for example, the overall

uncertainty u may be given by

9

u = Kia)]s + 2 8j

y=i

where s is the computed standard error based on v
degrees of freedom, is the Student-/ value

corresponding to a two-tail significance level of a =0.05,

0.01, or 0.001 (depending on the practice in the

measurement field concerned), and 8j is the magnitude of

the estimated systematic uncertainty for each of the

identified q systematic uncertainty components. This

approach probably overestimates the inaccuracy, but can

be considered as an estimate of the maximum possible

limits. For example, if someone estimated that five contri-

butions of about equal magnitude made up the total

systematic error, that person would have to be very

unlucky if all five were plus, or all five were minus. Yet,

if there was one dominant contributor, it might be a very

valid approximation.

Two other approaches have also been widely used.

These methods add in quadrature all of the systematic

uncertainty components, and either add the resulting

quantity linearly to the standard error estimate.

5 + V 2 b]

y=i

or add it in quadrature to the standard error estimate,

+ 2 b]

y=i

These are frequently considered (erroneously) to

correspond to a confidence level with F=68%.
In another method, often termed the PTB approach [6],

the component systematic uncertainties are assumed to be

independent and distributed such that all values within

the estimated limits are equiprobable (rectangular or

uniform distribution) [8]. With these assumptions, the

rectangular systematic uncertainty distributions can be

convoluted to obtain a combined probability distribution

for which the variance may be computed. This may then

be combined in quadrature with that for the random
uncertainty. In its simplest form, the uncertainty

components are combined to form an overall uncertainty

by

u = k Vy + (1/3) 2 b]
,

y=i

where k is customarily taken as 2 or 3. The above simple

form is not appropriate when one of the component b/s is

much larger than the others; in such a case it will be

more informative to keep that component separate from

the others and add it linearly.
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A Concluding Thought

If there is one fundamental proposition for the expres-

sion of uncertainties, it is

The information content of the statement of

uncertainty determines, to a large extent, the worth of

the final result.

This information content can be maximized by following

a few simple principles:

BE EXPLICIT

PROVIDE DETAILS

DON’T OVERSIMPLIFY

When an overall uncertainty is reported, one should

explicitly state how the separate components were

combined. In addition, for results of primary imp>ortance,

a detailed discussion and complete specification of all of

the separate uncertainty components is still required. In

this way, some users will benefit from having the

metrologist’s estimate of the overall uncertainty, while

more sophisticated users will still have access to all of the

information necessary for them to evaluate, combine, or

use the uncertainties as they see fit.
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NBS MEASUREMENT SERVICES:
SOLID-STATE DC VOLTAGE STANDARD CALIBRATIONS

Bruce F. Field

Abstract: This document describes the procedures used at NBS to calibrate

solid-state dc voltage standards in terms of the U.S. Legal Volt. The process

involves calibrating client standards at NBS approximately 10 times over a

two week period. The operational procedures and apparatus used to com-
pare the client standards to the U.S. Legal Volt are discussed in detail.

1. Introduction

DC voltage standards based on solid-state devices are now available with
stabilities approaching 1 ppm/year. Such voltage standards can be used to

maintain and disseminate (transfer) a laboratory unit of voltage with ac-

curacies approaching those obtainable with saturated standard cells.

Presently-available voltage standards contain at least one (and sometimes
more) Zener diode reference devices which develop a voltage that is scaled

using internal resistive dividers and low-noise amplifiers to produce a

range of output voltages from 1 to 10 V. These standards typically have
their best accuracy at some voltage other than the 1.0 1-V level of standard
cells. NBS has developed a calibration service based on a specialized mea-
suring system that automatically compares the output of any arbitrary volt-

age source, within the voltage range of one to ten volts, to a 1.018-V ref-

erence standard.

Solid-state voltage standards that are accepted for calibration must be com-
plete instruments, must be powered by the ac line or internal batteries, and
must continuously produce one or more stable voltages. Such standards,
when sent to NBS, are allowed to stabilize, and then are directly compared
to NBS standards which are in turn calibrated in terms of the U.S. Legal
Volt. Typically ten comparisons are made (once each working day) over a

two week period. At the conclusion of the test a report is issued with a state-

ment of the values of the voltage outputs of the standard and the estimated
uncertainties for the values while the standard was at NBS. No additional

uncertainty is included for transportation effects, long term drifts of the

outputs, or measurement errors in the client's laboratory.

The calibration of solid-state standards is closely tied to, and dependent on,

the calibration of working groups of standard cells. The reader is thus re-

ferred to reference 1, NBS SP250-24, NBS Measurement Services: Standard
Cell Calibrations, for a complete explanation of the apparatus and proce-
dures used for the calibration of standard cells.
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2. Description ofService

Types of Standards Accepted for Calibration

NBS offers a calibration service for solid-state voltage standards that are
complete functioning standards which continuously produce the output
voltages to be measured. We do not accept bare reference devices or

modules that require a stabilized power supply for operation. Also not ac-

cepted are instruments with multiple outputs that must be manually
switched to one set of output terminals. Each output voltage to be measured
must be continuously available at a set of terminals dedicated to only that
output. A potentiometric (non-loading) method is used for the measure-
ment of the standards so there is no requirement that the standard be capa-
ble of delivering current to the measuring system. Standards having out-

put resistances as high as 1 kQ can be accurately measured.

Shipment of Standards

Solid-state standards may be carried to NBS by hand, or shipped to NBS by
common carrier; arrangements can be made with a local delivery service

for pickup and delivery to local airports. Standards may be shipped under
battery power to maintain temperature control and/or to power the refer-

ence device, or they may be shipped with all power turned off. If they are

shipped with the power turned off we have observed that a short (2-3 days)

settling time is occasionally necessary before high-accuracy measurements
can be started.

Calibration Procedures

Most solid-state standards operate with the reference device in a tempera-
ture-controlled oven. The temperature of the oven is recorded when the

standard is first put on test (if the standard contains a temperature mea-
suring device), but unless specially requested, the temperature of the oven
is not measured or recorded during the remainder of the test.

Routine calibrations of solid-state standards typically take 2 to 3 weeks to

complete. The voltages are read daily for a period of ten working days. Af-

ter ten readings the data are reviewed by NBS personnel and if the stability

and day-to-day scatter of the outputs are within acceptable limits, a calibra-

tion report is issued. If the measured voltages fluctuated or drifted unduly
during the measurement period, the report will reflect these circum-
stances. In some cases additional measurements may be taken to confirm
the existence of a problem. If the standard exhibits an initial drift but later

becomes stable (indicating a transportation problem), additional measure-
ments will be taken until at least ten stable readings have been obtained.

Only in rare circumstances would more than twenty measurements be

taken; if the standard has not stabilized by that time it is likely that it is de-
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fective. Only the stable readings are used for the final values in the calibra-

tion report.

3. Calibration Apparatus and Measurement Approach

System Description

The system used at NBS to calibrate solid-state voltage standards is spe-

cially designed; it employs a potentiometric method to measure the stan-

dard which allows voltage measurements to be made without loading the

standard. (This system is also described in reference 2). The system is ba-

sically a scaling device for comparing arbitrary voltage standards to 1.018-V
standard cells. It will measure any dc voltage in the range from 0 to 10 V,

and has input channels for up to 54 unknown standards.

The system is also capable of making high-accuracy standard cell compar-
isons. Standard cells may be connected to the input channels of the scan-

ner in place of (or in addition to) solid-state standards and these cells may
be intercompared with one another.

Fig. 1. Block diagram of the dc voltage measuring system.

Figure 1 is a simplified block diagram of the measurement system. It in-

cludes a modified 10.18-V Zener reference, a 10-step resistive divider con-
sisting of 10 nominally equal 250-fl resistors, a low-thermal-emf crossbar
scanner, a 6-1/2 digit digital voltmeter (DVM), and a desktop computer.
The scanner, voltmeter, disk drive, and printer are connected to the com-
puter with an IEEE-488 bus system. Not shown in the figure is an addition-
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al connection to a 16 Mbyte hard disk which is common to several measur-
ing systems in the laboratory and which is used for program and data stor-

age. The floppy disk system is used for backup data storage in addition to

the main storage on the hard disk.

Also not shown in Fig. 1 is the group of four saturated standard cells used
as a reference for the system (Working Group C). All solid-state voltage
measurements are expressed as a numerical ratio times the mean emf of

these four cells. These cells in turn are calibrated daily in terms of the U.S.
Legal Volt using standard NBS procedures [1].

Zener Reference

The Zener reference is a commercial Zener standard that has been modi-
fied to produce 10.1817 V rather than the 10 V normally supplied. With 16
AWG wire connecting the standard and the resistive divider the voltage at

the divider is very close to 10.181 V, approximately ten times the voltage of a

saturated standard cell at 30 °C. Interactions between the Zener reference

and the other parts of the measuring system (notably the DVM) are

negligible even when the standard is plugged into the ac power lines. The
Zener reference is operated on ac power for all the measurements.

Resistive Divider

The resistive divider driven by the Zener reference consists of 10 nominally
equal, stable 250-G wire-wound resistors. The 250 Q choice is a compro-
mise between reducing the resistance to minimize the effects of leakage re-

sistances and increasing the load current that must be supplied by the Zen-

er reference. The resistors are selected for matched temperature coeffi-

cients; all the coefficients are within ±1 ppm/°C of one another. The resis-

tors are mounted in a thick-walled aluminum box for temperature lagging.

During a measurement sequence the individual resistors typically change
value less than 0.03 ppm with respect to the total divider resistance.

Scanner

The scanner used to select the voltage inputs is a modified crossbar switch

identical to the VTP scanner described in reference 1. It has 80 2-wire in-

put channels and uses latching relays to reduce the thermal emfs within

the switches. The scanner is wired so that any two of the 80 channels may
be selected by the computer and connected together in series opposition with

the difference voltage presented to the DVM. By selecting the two channels

in reverse order the voltage difference with opposite polarity is presented to

the DVM. The unresolved thermal emfs of the scanner have been period-

ically measured and are less than 0.015 |iV per switch. Twenty of the chan-

nels are used for the resistive divider, four channels are used for the refer-

ence standard cells, and two channels are reserved for crossbar thermal

tests, leaving 54 channels available for unknown standards.

D-4



Digital Voltmeter

A 6-V2 digit DVM with 0.1 |iV resolution on the 0 . 1-V range is used as the

system voltmeter. The voltmeter is programmed and read by the computer.
All voltages are measured by the DVM in both the forward and reverse di-

rection to cancel offset voltages in the DVM. The 0.1-V range is used when
measuring microvolt level voltages associated with standard cell differ-

ences, and an integration time of 9 s for each polarity yields a random mea-
surement uncertainty of 0.03 jiV (la) for a single measurement. For all

measurements of solid-state standards, except at the 1.018-V level, the volt-

meter is calibrated and used on the 1-V range.

Working Group C

Working Group C consists of four saturated standard cells housed in a

commercial temperature-regulated enclosure. The enclosure contains an
internal thermistor and Wheatstone bridge for measurement of the cell

temperatures with a resolution of 0.001 °C. The enclosure is powered from
a regulated 12 V dc power supply to minimize any effects of a changing ac

line voltage.

Measurement Process

The general measurement procedure is to 1 ) self-calibrate the system using
Working Group C, 2 ) compare the unknown solid-state standards to the cal-

ibrated system, and 3) self-calibrate the system again to make sure no
significant drifts have occurred. The exact procedure is controlled by a

measurement procedure file (RUNFILE) which is executed by the com-
puter. The measurement procedure file is created and modified daily by the

operator as necessary.

Figure 2 shows some critical parts of the measuring system in more detail.

The modified 10.18-V Zener reference is permanently connected to the resis-

tive divider; this combination (the Transfer Reference) is considered to be a

stable voltage source with ten series-connected 1.018 V outputs. The
Transfer Reference is calibrated by comparing the voltage drop across each
resistor to each cell in Working Group C, measuring the microvolt-level

difference voltages with the digital voltmeter. All four Working Group C
cells are compared to the ten Transfer Reference voltages for a total of 40
measurements which results in a redundant set of measurements. [1] By
referencing each output tap to the bottom tap, the Transfer Reference can be
used as a source of ten calibrated voltages from 0 V to 10.18 V in steps of

1.018 V. Then (as shown in Fig. 2) the output voltage developed across N of

the divider resistors is compared to the voltage of the unknown standard-
under-test using the DVM. N is chosen to minimize the magnitude of the
DVM reading. All the solid-state standards to be measured are compared
in turn to the divider tap appropriate for that standard. Then the Transfer
Reference voltages are compared a second time to the standard cell voltages
after all the standards-under-test measurements have been completed. The
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second "calibration" of the Transfer Reference reduces the error caused by
any drift in the Reference during the measurements. The low-thermal
scanner switch is used to connect the standard cells and solid-state
standards to the measurement system.

Fig. 2. Simplified wiring diagram of the measuring system set up to

compare a standard-under-test to the calibrated resistive divider

(Transfer Reference). Not shown is the low-thermal crossbar se-

lector switch.

Measurement Theory

With this system the digital voltmeter is used to read only a fraction of the

voltage of the standard-under-test which reduces the contribution of the

DVM uncertainty to the overall measurement uncertainty. When compar-
ing the standard-under-test to the Transfer Reference (with voltage taps at

1.018 V increments) the maximum reading required of the DVM is 0.509 V.

Thus,

Vz - (A01.018

Vz

where f/oYM is the DVM uncertainty expressed as a percentage of reading,

Vz is the voltage of the solid-state standard, N is the number of resistors,

and U is the final DVM uncertainty as a percentage of Vz- For a worst case

of Vz = 5.6 V, D = 0.09 C/dvm, and for Vz = 10 V, U = 0.02 Ddym- Therefore,

if the DVM can be calibrated to an accuracy of 1 ppm the worst case error

contribution is 0.09 ppm.
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The linearity of the DVM is checked as necessary, but the gain of the one
volt range of the DVM is calibrated every time measurements are made by
measuring the 1.018 V developed across two of the resistors in the Transfer
Reference; typically resistors Ri and R2 are used (see Fig. 2.). This is done

to evaluate the effect of measuring voltages at ground and above ground.

Gain calibrations from several days can be combined to detect a systematic

bias in the measurements with respect to the particular resistor used.

Such measurement errors can be caused by excessive DVM leakage or bias

currents and will also affect the accuracy of the comparisons between the

Transfer Reference and the standard cell reference group.

Once the Transfer Reference has been calibrated in terms of the reference

standard cells the linearity of the DVM on the 10 V range can be checked by
directly measuring the ten voltages, 1.018 to 10.18 V, developed across the

resistors. Although not a thorough calibration of the DVM linearity, this

test can be used to detect significant changes in the linearity errors.

The DVM is used on the 0.1-V range to improve the resolution of compar-
isons of 1.018-V solid-state standards to the Transfer Reference, and of the

comparisons of the Transfer Reference to the reference standard cells. The
gain error of the 0.1-V range is not calibrated daily by the system but, the

largest expected measurement difference for these comparisons is only

200 pV. Thus for an overall measurement error of 0.005 ppm (of 1.018 V)
the gain need only be known to 250 ppm. The gain of the 0.1-V range is

periodically checked using external standards to ensure that it is within
this limit.

The final value for each solid-state standard under test is computed by
correcting the measured difference between the standard and the Transfer
Reference for the gain of the DVM, and adding this to the value of the

appropriate tap of the Transfer Reference. The calibrated values of the

Transfer Reference are determined using a least-squares analysis of the

redundant measurements that compared the 10 outputs of the Reference to

the reference standard cell group. The mean of the "before" and "after" cal-

ibrations is used.

4. Operational Procedures

Client Standards Handling

Standards shipped to NBS under power are hand carried from the Building
301 Receiving Room as soon as Electricity Division personnel are notified.

The temperature is checked by qualified laboratory staff (if the standard has
a temperature measuring device) and the standard is brought to the Volt
Facility Laboratory. All solid-state standards to be calibrated are connected
to the measuring system scanner at the time of their arrival and are left

undisturbed until the test is completed. When the standard is received it is
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assigned a unique ID number, usually a subset of the serial number, and
this is entered into a log book along with the date and the condition of the
standard. Measurements are begun the day after the arrival of the unit.

After the test is completed, the client is notified and the standard is

repacked in its original shipping material and returned to the client.

Daily Procedures

Calibration of Working Group C

Working Group C is used as the reference for all solid-state measurements
in the Volt Facility Laboratory. Working Group C is compared daily to two
groups of primary cells (Primary Groups A and B) using the automated
standard cell comparison system VTP [1]. These measurements are made
early in the morning before measurements of solid-state standards are be-

gun and the data is immediately reduced to determine the values of the cell

emfs of Working Group C. These values are used for the solid-state

standard measurements done that day.

Calibration ofSolid-State Standards

The operator must set up a measurement procedure file (RUNFILE) that
has a list of all the standards to be calibrated. Program EDITA, a general

purpose text editor, is usually used to modify the previous day's file. The
exact format of the file is described in Appendix B, but in general the file

contains the measurement sequence for calibrating the Transfer Refer-

ence, a list of identification numbers of the standards-under-test, their

scanner circuit numbers, and the approximate voltage of each of the stan-

dards. The operator manually measures the temperature of Working
Group C before the measurements are begun and enters this into the file

along with the cell emf values (from the comparisons with the primary
groups). When the file is complete the measurement program (READZEN)
is started and measurements proceed automatically with the fully corrected

values of the solid-state standards printed out and saved on disk at the con-

clusion of the measurements.

READZEN first checks the measurement system apparatus to make sure

everything is functionally working. This includes sending a clear-all-

channels command to the scanner and checking to see if it responds, send-

ing an initialization command to the DVM and checking it's response,

checking that the manual front/rear input switch on the DVM is set proper-

ly, checking to see if the hard disk/file server is connected and turned on (if

it is to be used), checking that the printer is turned on and loaded with
paper, and finally, checking that a properly initialized data disk and a pro-

gram disk containing a RUNFILE are in their respective disk drives. Mul-
tiple RUNFILEs may be included on the program disk for different sets of

measurements; the operator selects the desired one at the time the program
READZEN is run.
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Measurements are started by setting the DVM to the 0.1-V range and short-

ing the DVM input to discharge the input capacitance. Then the ten

1.018-V outputs of the Transfer Reference are compared to the Working
Group C cell emfs using the redundant measurement design discussed in

section 3. Forty measurements are required and the data is saved on disk;

this process takes about 1/2 hour. Measurements of the unknown solid-

state standards are preceded by gain calibrations of the DVM 1-V range.

DVM gain calibrations consist of directly measuring (in both forward and
reverse polarity) two of the Transfer Reference voltages (1.018 V) using the

1-V range of the DVM as discussed above.

The solid-state standard voltages are measured by comparing each one in

turn to the tap on the Transfer Reference that is closest in voltage to the

standard's voltage and measuring the difference with the DVM set on the

1-V range (in both forward and reverse polarity). Once all the unknown
standards have been measured the measurement sequence repeats starting

with the DVM calibrations. This measurement sequence (including the
DVM calibrations) is repeated three times and then a final (fourth) DVM
calibration is done. At the conclusion of these measurements, the Transfer
Reference is recalibrated against Working Group C. To summarize, the

measurement sequence is - calibrate the Transfer Reference using Group
C, calibrate the DVM, measure the unknown standards, calibrate the

DVM, measure the unknown standards, calibrate the DVM, measure the

unknown standards, calibrate the DVM, and finally calibrate the Transfer
Reference a second time.

Analysis of the Daily Data

At the conclusion of all the measurements for the day, the READZEN pro-

gram automatically calculates the emfs of the standards-under-test and
produces a two page printout summarizing the calibration of the Transfer
Reference and listing the emfs of the solid-state standards. The emfs of the

standards (as well as intermediate results) are also saved on two disk files,

one on a floppy disk, and the other on the hard disk. These data are com-
bined with other daily data sets for assigning the final emf values to the

standard.

Figures 3a and 3b are copies of the two pages of a typical daily printout pro-

duced by READZEN. At the top of page 1, below the date and the name of

the RUNFILE that was used, is a summary of the measurements made,
and their starting time. In the example shown the Transfer Reference
(denoted Transfer Zener in Fig. 3a) was compared to Working Group C
(2800) at 8:03 and 10:07 am. The imknown solid-state standards were com-
pared to the Transfer Reference three times: 8:35, 9:05, and 9:35 am. This
part of the log is printed as the measurements are being taken so the opera-
tor can track the operation of the program.
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ZENER MEASUREMENT LOG FOR: 9 SEP 1987 [1.0] WEEK: 8737

RUNFILE: RUNFILEA: , 700, 1

08:03
08:35
09:05
09:35
10:07

DESIGN: (2800 - Zener ) Zener
Zener measurement completed — Set
Zener measurement completed — Set
Zener measurement completed — Set
DESIGN: (2800 - Zener ) Zener

= 7970.159
1

2

3

= 7970.155

SD = .022

SD = .017

REFERENCE CELL STATISTICS

.022 .017 Standard Deviations (uV)

.008 . 006 Left-Right Components (uV)

30 .0135 30 .0135 Reference Cell Box Temps (C)

Reference Value at Difference Value at Mean
Cells Res 08:03:56 (uV) 10:07: 02 Values

2801 1 8166.558 < . 003> 8166.561 8166.560
2802 1 8164 . 409 < -0 . 000> 8164.409 8164 . 409
2803 1 8165 . 602 < . 007> 8165 . 609 8165 . 606
2804 1 8166 . 147 < -0 .010> 8166 . 137 8166 . 142
Mean 8165 . 679 < 0 .000> 8165 . 679 8165 . 679

Transfer Zener

Z1 7978 . 379 < 0 .000> 7978.380 7978.379
Z2 7976.446 < -.021> 7976 . 425 7976.436
Z3 7932 . 627 < -.006> 7932 . 621 7932 . 624
Z4 7956 . 967 < -. 004> 7956.963 7956 . 965
Z5 8052.081 < -

. 011> 8052 . 071 8052 . 076
Z6 7954.107 < -. 015> 7954.092 7954 .099
Z7 7956.854 < -.006> 7956.848 7956 . 851
Z8 7966.002 < -.006> 7965.996 7965 . 999
Z9 7958.452 < .019> 7958.471 7958 .461
ZIO 7969 . 671 < .015> 7969.686 7969 . 678
Mean 7969 . 671 < -.004> 7970 . 155 7970 . 157

DVM CALIBRATION SUMMARY

Number of DVM calibrations = 8

Mean error (ppm) = 2.0
Std . Dev. of mean error =

. 1

Fig. 3a. Page 1 of a typical daily printout from the measurement pro-

gram READZEN.
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page 2

ZENER CALIBRATION SUMMARY FOR: 9 Sep 1987

Zener ID Voltage Std. Dev.
(volts) (ppm)

188/1 9 .99999654 . 145
188/2 1 .01813796 .220

C5950/1 9 .99999937 .006
C6015/1 10 .00000245 .002
5027/1 10 .00002831 .004
5027/2 1 .01799749 .011
5027/3 .99999292 0.000
5010N/1 10.00003443 0.000
5010N/2 1 .01800020 .008
5010N/3 1 .00000492 0 .000
5011/1 10 .00002566 .031
5011/2 1 . 01799755 . 028
5011/3 1 . 00000773 .036
5018/1 9 .99999464 .004
5018/2 1.01799740 . 007
5018/3 .99997592 0.000
BFFl/1 1 .01899358 . 020
49105/1 9 . 99987041 . 026
49105/2 1 .01798278 .010
49105/3 . 99998092 0.000
49105/4 6.99989104 .052
49111/1 9 .99990381 . 027
49111/2 1 .01798826 .017
49111/32 .99998952 .042
49111/4 6.99992458 .047
5035/1 10 .00000727 .014
5035/2 1 .01799416 . 013
5035/3 . 99999792 0.000

ALL CALCULATIONS COMPLETED AND SRM UPDATED

Fig. 3b. Page 2 of a typical daily printout from the measurement pro-

gram READZEN.
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The comparisons of the Transfer Reference to 2800 (Working Group C) are
summarized under the heading REFERENCE CELL STATISTICS. The
standard deviations are the standard deviations of a single observation from
the redundant measurement design [3]. The emfs of the reference cells in

2800 and the 1.018-V outputs of the Transfer Reference (labelled Z1 to ZIO)
are expressed in microvolts reduced by 1.01 volts. The mean values from
the two calibrations are used as the values of the Transfer Reference for

calculating the values of the solid-state standards under test. The emf dif-

ferences between two calibrations are calculated and printed in the Differ-

ence column to aid the operator in detecting abnormal changes.

At the bottom of Fig. 3a a short summary of the DVM calibrations appears.
In this example the DVM was compared to two different resistors before

and after each set of Zener measurements ([3 sets -i-l]x2) for a total of 8 cali-

brations. The mean DVM error on the 1-V range was found to be (2.0 ± 0.1)

ppm.

Fig. 3b, page 2 of the printout, lists the standards under test, their average
measured voltage, and the standard deviation of the measured voltage as

determined from the repeated sets of measurements (3 in this case). The
repeated measurements are performed over a relatively short period of time
(1 to 2 hours) to reduce the variability of the final averaged values. The com-
plete set of measurements described above is considered to be a single mea-
surement of each standard consisting of the one averaged value for that

standard.

5. Assignment of the Final Value

Client standards are measured in terms of NBS working cells once a day
(using the above procedure) for at least ten working days. The measured
values are plotted and the data are reviewed by laboratory staff to determine
if the outputs exhibit sufficient stability for a report to be issued. If so, the

mean of the all the daily measurements is used as the final assigned value
for the output of the standard. In some rare cases standards have shown
an initial drift for the first few days after arriving at NBS. If this happens
additional measurements are taken so that at least ten stable

measurements are obtained, and the early unstable readings are not used
in determining the final value. Even if the standard behaves properly, the

exact number of measurements used for any calibration is not fixed; it

depends on when the standard was received, when the client requires that

it be returned, etc., but at least ten measurements are always used and
usually not more than fifteen.

Figure 4 shows the measured values of three outputs of a typical Zener
standard. The outputs are all derived from the same Zener reference

device; the 1.018-V and 1-V outputs are obtained from internal resistance

dividers connected to the 10-V output.
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Fig. 4. The three voltage outputs of a typical solid-state standard sent to

NBS for calibration. The outputs are plotted in ppm from their

mean voltage. The solid line is drawn at the mean value which is

also labelled (in volts) on the right axis.

Uncertainty

The measuring system was designed principally to measure solid-state

standards in the range 5 - 10 V. Table I lists the sources of uncertainty in

the measuring system extrapolated to the worst case unknown voltage in

the 5 " 10 V range. The system may be used over the 1 - 5 V range but with
somewhat reduced accuracy when the unknown voltage is not near a car-

dinal value (1.018, 2.036, 3.054,... V).

Explanation of Table Items

By far the most critical component of the system is the digital voltmeter.

The DVM gain is measured during the course of the Zener measurements
and the gain error of the 1-V range is calculated and applied as a correction

to the DVM readings. An allowance is included in the Table for the in-

accuracy of this gain measurement.

The DVM linearity was initially checked on the 10-V range using a
calibrated, manual 7-dial Kelvin-Varley divider, and measurements on
similar DVMs indicate little or no change in the linearity with time. The
linearity error is typically a maximum of 0.7 ppm or less at half-scale input
and no correction to the data is made for it. Provision has been made for the

system to calibrate automatically the linearity of the DVM at 10 points on
the 10-V range by measuring the 10 voltages 1.018, 2.036, ..., 10.18 V
although this is not done routinely.
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TABLE I

UNCERTAINTIES IN THE FINAL ASSIGNED VALUE

Source of Uncertainty 1 std. dev. estimate
(ppm)

DVM gain uncertainty 0.020

DVM linearity uncertainty 0.062

DVM leakage/bias currents 0.023

Standard cell leakage currents 0.006

Scanner switch thermal emfs 0.013

Random uncertainty in calibrating

the Transfer Reference 0.007

Random uncertainty in calibrating

the client standard (within-day) 0.013

RSS subtotal 0.072

Uncertainty in value of Working Group C 0.040

Change in Working Group C during the day 0.047

Uncertainty of the value assigned to the

client standard

RSS Total 0.095

The DVM leakage and bias currents and standard cell leakage currents

were measured directly with an electrometer and their effects on the mea-
surement calculated.

The crossbar scanner switch thermal emfs were measured with the DVM
by shorting the input leads and measuring the residual voltages.

The random uncertainties in calibrating the Transfer Reference and the

client standards are estimated from the pooled standard deviations of the

measurement designs. Although these uncertainties tend to be reduced by
averaging ten measurements of the client standard we prefer to include

them for completeness.
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Two sets of DVM readings are taken for every voltage measurement (both

for standard cells and solid-state standards), one with the input voltage

source connected normally and a second with the voltage source polarity

reversed by the crossbar scanner. Subtracting the second reading from the

first and dividing by two yields a measurement free from any error due to a

non-zero DVM offset, thus no allowance has been included in the Table for

DVM offset errors.

Ac effects observed in an earlier system were found to be negligible in this

system [2]. The ac effects on the Zener reference of the Transfer Reference
were estimated by monitoring changes in its voltage using a passive mea-
surement circuit referenced to a standard cell while ac was introduced into

the system by connecting the DVM to the Transfer Reference taps.

The RSS subtotal represents the ratio error in comparing an arbitrary volt-

age source to a group of 1.018-V standard cells. For establishing an uncer-

tainty for the client standards with respect to the U.S. Legal Volt, the uncer-

tainty of Working Group C must be added. The uncertainty of the value of

Working Group C computed from earlier measurements is developed in

reference 1 and will not be repeated here. An additional uncertainty is

included, however, for temperature instabilities and other related emf
variations in the present standard cell enclosure used for Working Group C
that cause the cell emfs to change during the day.

As far as is known, all systematic errors listed in Table I are independent
of each other. Therefore, they are combined in root-sum-square (RSS) fash-

ion along with the random errors. The final reported uncertainty for a

client standard (Ureported) is three times the root-sum-square of the above

measurement uncertainty and the standard deviation of the mean of the ten

daily measurements (sm), i.e..

Ureported — 3 V (0.095^ + )m

6. Quality Control Procedures

Measurement System Verification

As discussed in Section 5 all major sources of error in the measuring sys-

tem are evaluated during the measurements and corrections are applied to

the data as necessary. The printout from READZEN is reviewed daily by
laboratory personnel to verify that all the measurements are in statistical

control.
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Other potential sources of error include uncompensated thermal emfs in

the crossbar switches and in the leads to the standards and circulating

ground currents within the measuring instrument and between the mea-
suring instrument and the client standard. Several quality control proce-

dures are periodically performed to estimate or eliminate these uncertain-
ties.

Thermal emfs in the leads from the standards to the crossbar switch are

evaluated regularly. The positive and negative leads are shorted together at

the end where they would normally connect to the standard and a redun-
dant measurement design is done between the two sets of shorted leads us-

ing the DVM as the detector. These thermal emf measurements are per-

formed as standards leave the laboratory and leads become free. Experi-

ence has shown that the thermal emfs are usually small and fairly con-

stant (approximately 15 nV or less).

Leakage resistance and leakage current measurements are made period-

ically between the different parts of the measuring system using an elec-

trometer to ensure that they are at acceptable levels.

A 10-V standard that is not moved is measured every day as part of the

workload and serves as a check standard to monitor the long term stability

of the measurement system. The 10-V output of the standard is plotted ver-

sus time in Fig. 5.
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Fig. 5. Ten volt output of a check standard as measured by the system.
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Client Standard Evaluation

Tests for ac effects are done for each new type of standard received for test.

Some models of standards produce a dc shift of the output voltage when an
ac source is connected to the output terminals. Experiments have shown
that for some standards the DVM can produce a significant shift [2]. These
experiments also showed that the effect was model dependent, not standard
dependent; all items of a particular model tested either had the problem or

they did not. Any new, unfamiliar model received is tested for ac effects by
applying a small ac signal to the output while observing the dc voltage.
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Appendix A - Report of Calibration

UNITED STATESDEPARTMENT OF COMMERCE
Ns'tional Buniiau af S'fczindijrdx
Galt^itrxburq,Maryland 208SS

REPORT OF CALIBRATION

Solid-State Voltage Standard
XXXXX Model YYYY DC Reference Standard

Serial No. 1111111

Submitted by
XXXXXXXX

xxxxxxxxxxxx
xxxxxxxxxxxxxxx

This voltage standard was calibrated during the period June 1 ,

1987 to June 18, 1987, by comparing its output voltages with
those from a calibrated ten step divider driven by a stable ten
volt source. The difference voltages were measured using a cal-
ibrated digital voltmeter. This measuring system was stan-
dardized by saturated standard cells calibrated in terms of the
U.S. Legal Volt (volts-NBS) using standard NBS procedures. The
solid-state voltage standard was received with the IN CAL light
on and with a thermistor resistance of 3,91 kilohms . The unit
was plugged into the ac power line for all measurements.

The values given in the table below are the mean values of the
results of the individual calibrations summarized in the Ap-
pendix. The uncertainties given are three standard deviation
estimates equal to three times the root-sum-square of the esti-
mated 0.095 ppm one standard deviation uncertainty in the mea-
surement system (primarily systematic or type B) , and the one
standard deviation random (type A) uncertainty of the mean of

the measurements on the individual voltage standard output.*

Nominal Output Measured Voltage
(volts-NBS)

Uncertainty
(ppm)

Uncertainty
(microvolts

)

10 volts 10.0000450
1.018 volts 1.0180001

0.29 2.86
0.29 0.29

* The nomenclature 'type A' and 'type B' and the procedure used
to combine them to obtain the total uncertainty has been recom-
mended by the International Bureau of Weights and Measures
(BIPM) Working Group on the Statement of Uncertainties, see
Metrologia, vol. 17, No. 2, p. 73 (1981).

Test No. 521/XXXXXXXXX
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Appendix A (cont'd) - Report of Calibration

Solid-State Voltage Standard
XXXXX Model YYYY DC Reference Standard
Serial No. 1111111

These uncertainty figures contain no allowance for the effects
of transport of the standard back to the user. Any valid uncer-
tainty statement applying to the above values when the standard
is used other than in this laboratory must contain an additional
uncertainty component . Also not included in the above uncer-
tainties is an allowance for long term drift of the output volt-
ages of this standard. This must be determined from historical
data on a case by case basis.

For the Director
National Measurement Laboratory

Norman B, Belecki, Physicist
Electricity Division
Center for Basic Standards

Test No.: 521/XXXXXXXXX
Reference: XXXXXXXXXXXX
Date: September 8, 1987
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Appendix A (cont'd) - Report of Calibration

Solid-State Voltage Standard
XXXXX Model YYYY DC Reference Standard
Serial No. 1111111

APPENDIX
(values in volts-NBS)

Date Time 10 volts 1.018 volts

06/01/87 10:19 10 .0000448 1 .0180001
06/02/87 10:58 10 .0000452 1 .0180002
06/03/87 09:52 10 .0000451 1 .0180001
06/04/87 12:16 10 .0000454 1 .0180001
06/05/87 10:07 10 .0000447 1 .0180001
06/08/87 10:27 10.0000450 1 .0180001
06/09/87 09:12 10 .0000450 1 .0180001
06/10/87 09:34 10 .0000450 1-. 0180001
06/11/87 09:33 10 .0000451 1.0180002
06/12/87 11:20 10 .0000448 1 .0180001
06/15/87 11:03 10 .0000453 1 .0180001
06/16/87 11:03 10 . 0000449 1 .0180001
06/17/87 09:39 10.0000448 1 .0180001
06/18/87 09:38 10.0000450 1 .0180001

Mean (volts-NBS) 10 .0000450 1 .0180001

Standard Deviation
of the Mean (ppm) .006 .007

Number of readings 14 14

Test No.: 521/XXXXXXXXX
Reference: XXXXXXXXXXXX
Date: September 8, 1987
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Appendix B Measurement Software

The READZEN program is a generalized measurement program that runs
under the direction of an ASCII text file (RUNFILE) and is used to make all

the measurements required for solid-state standard calibrations. Program
EDITA is a general purpose editor program for creating and modifying
RUNFILE s. The following sections describe how to operate the programs
and the purpose of some of the important program variables. It is assumed
that the reader is familiar with the BASIC language environment (Rocky
Mountain BASIC) used with the Hewlett/Packard model 200/300 desktop
computers.*

Program READZEN

READZEN is the main measurement and calculation program. It has the
capability of doing standard cell intercomparisons, least-squares cell data
reduction, Zener-Transfer Reference comparisons, and Zener data re-

duction. The operation of the program is controlled by an ASCII text file

named RUNFILExxx that is stored on the program disk. The xxx indicates

a 1 to 3 character suffix of numbers or letters. The suffix is used to dif-

ferentiate between several Runfiles that may be stored on the same disk but
were created for different measurement procedures, i.e., normal workload
measurements, special tests, etc. At runtime the operator is prompted to

select one.

At the beginning of the program code of READZEN are comments on the

purpose of the program, array variable dimension statements, and a num-
ber of variables that define the various defaults of the program. These vari-

ables control things like the specification of the program disk and data disk

storage units, the 488 bus addresses of the measuring system instruments,

and other internal variables used to control calculations and data storage.

These variables are described in detail below. Program operations that may
be optionally changed by the user are generally controlled by these vari-

ables. No modification to the program code itself should be necessary.

Running the program

When the program is started an informational screen is shown giving the

name, version number, and purpose of the program, and all the scanner
channels are opened. If the scanner is not connected or turned on a mes-
sage is printed and the program is stopped. Similarly, the printer is

checked and the disk drives are checked for the program and data disks. If

Specific model names are used for clarification only and their use does not constitute an

endorsement by NBS as the best available equipment. Other instruments may be as

suitable, or more suitable, for the applications described.
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all is in order, the Runfile names on the program disk are displayed along

with an ID number, a 20 character identifying line, and the creation date of

the file. The operator must enter the ID number of one of the Runfiles.

Once this has been done the measurements proceed automatically with no
further operator control. At the conclusion of the measurements the re-

sults are printed on the printer and saved on disk.

Program options

Variables to control the data storage and bus addresses of the measuring
instruments are contained in lines 1270 to 1641 of READZEN. A description

of some useful variables follows with their normal values shown in paren-

theses.

Observer$

Zsets

Dvmcorr

Dk$

Progdk$

Srm$

Dir$

is an identifying name for the system.
(Observer$="Micky")

is a counter for the number of times the
Zener references are compared to the trans-

fer reference. Under special circumstances
more or fewer measurements may be
desired. (Zsets=3)

is a "gain" value that is used to multiply all

DVM readings taken on the 0.1 V scale. If

the 0.1 V scale is known to have a signifi-

cant gain error this variable can be set to

compensate for it; e.g., if the gain error is

-100 ppm, the DVM reading is lower than
the actual value, set Dvmcorr = 1.00010.

Generally, the DVM is physically adjusted
if the gain is significantly in error.

(Dvmcorr=l)

is the data disk specifier. (Dk$=":,700,0")

is the program disk specifier.

(Progdk$=":,700,l")

is the suffix for the SRM.
(Srm$=":REMOTE")

is a prefix directory name for the SRM.
This name will preface the data file name,
and Srm$ will be appended to the end to

form a complete filename.

(Dir$="ZENDATA/")

D-23



Zener_volt$ is the partial filename for result files.

Calculated standard cell results preface
Zener_volt$ with a "D" and Zener reference
results preface it with an "R". For both, the
2 digit year and a 2 digit week number
within the year are appended to the file-

name. Zener_volt$ should be 4 characters
or less, otherwise the filename will be too

long.

(Zener_volt$=”ZEN”)

Hcopy controls the printing of measurement data,

intermediate results, and final results to

the printer. If Hcopy=0 (normal default)

one line is printed on the printer each time
a measurement set (cells or Zeners) is com-
pleted. The printer output becomes a log of

the measurements; the actual mea-
surements are not printed. The results of

the cell calculations and the final Zener re-

sults are also printed. If Hcopy = 1 then log

printing is suppressed but cell and Zener
results are printed. If Hcopy = 2 all the

measurement data (cell-pair differences

and Zener differences) are printed to the
printer as well as the results. If Hcopy = -1

nothing is printed to the printer. (Hcopy =

0)

Srm controls whether data is saved on an SRM
in addition to the floppy disks. It should be
set to either Yes or No. If Yes, check to

make sure that Dir$ is correctly set to the

subdirectory desired. (Srm=Yes)

Saveflag controls saving of data on floppy disk and
the SRM. For Saveflag set equal to 1, all

measurement data files and result files are

saved on disk. To save space on disk Save-
flag may be set equal to 0 so only the cell and
Zener result files are saved. If Saveflag = —1

only the final Zener result files are saved.

(Saveflag = 1)

File use

READZEN automatically creates as needed a number of data files. These
are all ASCII files with data stored as strings. Each line in the file is stored

as one string and may contain an arbitrary number of items with the items
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separated by at least one space. All files are read using a free-field format;

only the order of the data is important, not the position on any one line. File

names are generally composed of a unique prefix identifying the type of file

and a suffix based on the date. The date suffix is either of the form
YYMMDD or YYWW where YY is the year, MM is the month, DD is the

day, and WW is the number of the week in the year. WW starts with 1 for

the first week of the year and automatically changes on Sunday for the next

week. The exact style of the date suffix depends on whether the file contains

one day's data or one week's. The exact format of the data stored in the files

is discussed below.

The creation and use of the files is as follows: Intercomparisons between
the reference standard cells and the Transfer Reference produce 40 voltage

difference readings (4 cells by 10 resistors). These difference readings are

stored in an "S" file, i.e., SYYMMDD. All intercomparisons performed in

one day are stored one after the other in the file. READZEN performs a

least-squares calculation on the "S" data and saves the calculated cell val-

ues and "resistor-voltages" from the Transfer Reference in a "D" file, i.e.,

DZEN_YYWW. All standard cell and Transfer Reference voltages for the

entire week are stored in this file. The raw difference readings between the

Zener standards under test and the Transfer Reference are stored in "Z"

files, i.e., ZYYMMDD. After calculation the final Zener values are stored

in "R" files, i.e., RZEN_YYWW.

The files are initially created with a specified size and once created cannot
be increased beyond this size. They have generally been made large enough
to handle one or two sets of measurements per day. If the file size is consis-

tently too small the initial size specification may be increased. "S" files are

created in line 4780 ofREADZEN and are specified as 68 records of 256 char-

acters/record. "D" files are created in line 11840 and are specified with a

length of 20 records of 256 characters/record. "Z" files are created in line

8100 with a length of 20 records of 256 characters/record. "R" files are

created in line 12980 with a length of 20 records of 256 characters/record.

Program EDITA

EDITA is a general purpose ASCII text file editor for viewing, printing,

and modifying the input and output files generated by READZEN. Prior to

running READZEN a RUNFILE is created using EDITA which details the

measurements to be made for that day. The specific RUNFILE format is

described in the next section on file formats.

Running the program.

When the program is started it asks for a file storage device. This is the
floppy disk or hard disk on which a previously created file is stored or a new
file is to be stored. Enter a standard H/P disk designator without any
quotes, e.g., :,700,0. The program then prompts for a file name; enter the
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name of an existing file or a name for the new file to be created. If the
program cannot find the file on the specified disk, it will ask if a new one
should be created. Enter Y or N as appropriate.

Most operations

board. They are:

are controlled by the function keys at the top of the key-

fl PREV SCREEN Scroll up to display the previous
screen of data.

f2 NEXT SCREEN Scroll down to display the next
screen of data.

f3 FIND CHRS Find a string of characters within
the text.

f4 2ND KEY LEVEL Change the key functions to the

alternate (2nd) set.

f5 APPEND ON (OFF) With append on additional lines

may be added to the file, with ap-

pend off the original length is pre-

served.

fB GO TO LINE Go to the specified line number.

f7 MOVE/DEL COPY Move, delete, or copy a block of

lines.

f8 END PROGRAM Stop the program without saving

the file.

2nd Key Level

fl STORE TEXT Save the file in the previously

specified name.

f2 MERGE FILES Append another file to the end of

the existing one in memory.

f3 NEW STORAGE Specify a new disk designator

f4 1ST KEY LEVEL Return to the original key
functions

f5 NEW PRINTER Specify the printer select code

(usually 701). Note: this must be

done before printing the first time.
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fB PRINT TEXT Print the file on the printer select

code from f5.

f7 CAT Print a catalog of specified disk.

f8 END PROGRAM Stop the program without saving
the file.

In addition all the normal H/P program editing keys may be used - insert

line, delete line, insert character, delete character, and all the arrow keys.

File Formats

All files are ASCII files with data stored as strings. Each line in the file

comprises one string and may contain an arbitrary number of items. All

files are read using a free-field format; only the order of the data is impor-
tant, not the position on any one line. Each item is separated from its

neighbor by one or more spaces (usually one). For convenience we have
adopted a convention of grouping several items on a line together to make it

easier for the operator to "read" the file. For each file an example of actual

data is given. Line numbers are shown for identification purposes only,

they are not included in the file. The exact number of lines is unimportant;
data may be stored all one line, or one item per line if desired.

Runfiles

Runfiles contain the measurement design data and commands to control

operation of the READZEN program. The exact format will vary depending
on the measurements required but will follow the general pattern of mak-
ing cell measurements between the reference cell group and the Transfer
Reference (DESIGN), measuring the unknown Zeners (ZMEAS), repeating
the cell measurements (REDESIGN), and calculating the final results

(ZCALC).

Note: The ten resistor voltages of the transfer reference are

considered to be equivalent to cells for the purposes of the mea-
surement programs and files. The ten voltages are assigned a
group name of 'Zener' and individual IDs of Zl, Z2, Z3,...,Z10.

Sample data: RUNFILEA

1 2.1138921 11 4E11 Zener_workload
2 ! 4x10 design, 1600 vs transfer Zener
3 DESIGN
4 2 1600 4 Zener 10
5 4010 40 8165.455 0.034
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6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

11110000000000
1 601 1 602 1 603 1 604 Z1 Z2 Z3 Z4 Z5 Z6 Z7 Z8 Z9 Z1

0

29 30 31 32 19 20 21 22 23 24 25 26 27 28
1517191 11 1 132628210212214
3537393113134648410412414
134 11 494745 4 143 123 1038363
13211 2927252141 121 101 81 61
30 30.01 1 30 30
ENDDATA
!

ZMEAS
5018-1 10 8
5018-2 1.018 7

5018-3 1 12

ENDDATA
!

REDESIGN
ZCALC

Description:

1 time and date in seconds (standard H/P time as re-

turned by TIMEDATE), identifying label (up to 30
characters with no spaces) displayed by READZEN to

identify different Runfiles

2 any line preceded by an exclamation point (!) is ignored
by the program; this is a comment for the operator

3 command to the program to expect DESIGN data for

intercomparing cell groups to follow

4 number of cell groups, group 1 name, number of cells in

group 1, group 2 name, number of cells in group 2

5 a meaningless design number - not used but something
must be there; total number of observations, mean of

reference group, accepted standard deviation (the

mean of the reference group is expressed in micro-

volts reduced by 1.01 volts, i.e., 8165.455 = 1.018165455
volts)

6 restraint - one number for each cell in each group, 1

identifies the cell as included in the mean of the ref-

erence group, 0 the cell is not included

7 cell IDs - group 1 first, group 2 next
8 cell circuit number corresponding to above cell IDs
9-12 measurement design - cells in line 7 are assigned posi-

tion numbers 1 through N (14 here). Pairs of num-
bers indicate difference measurements to be made,
i.e., 1-5 indicates to measure cell "1" (1601) minus
cell "5" (Zl). The number of pairs of numbers must
agree with the number of observations specified on
line 5.
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13 nominal temperature of group 1, actual temperature of

group 1, nominal temperature of group 2, actual

temperature of group 2

14 ENDDATA command to indicate end of DESIGN data set

15 comment
16 ZMEAS command to start accepting Zener measure-

ment data for unknown Zeners to be measured
17 - 19 Zener ID, nominal voltage (volts), scanner channel

number
20 ENDDATA command to indicate end of ZMEAS data set

21 comment
22 REDESIGN command, repeat previous cell

intercomparison specified by the DESIGN data
23 ZCALC command, calculate standard cell measure-

ment designs and final Zener voltages. ZCALC re-

quires that a DESIGN measurement on the transfer

reference be done before and after the ZMEAS mea-
surements.

"S" files

"S" files contain the raw standard cell intercomparison data; only one set is

shown here. A file may contain additional sets taken on the same day. The
similarity between lines 4 through 12 of the Runfile with lines 2 through 10

of the "S” file is no coincidence!

Sample data: S860730

1 07 30 86 13:54:46 Micky

2 2 1600 4 Zener 10

3 40 8165.455 0.034
4 11110000000000
5 1601 1602 1603 1604 Z1 Z2 Z3 Z4 Z5 Z6 Z7 Z8 Z9 Z10
6 1 5 1 7 1 9 1 11 1 13 2 6 2 8 2 10 2 12 2 14

7 3537393 11 3 13 46484 10 4 12 4 14
8 13 4 11 4947454 14 3 12 3 10 38363
9 13 2 11 2 9 2 7 2 5 2 14 1 12 1 10 1 8 1 6 1

10 30 30.011 30 30
11 157.742 199.267 87.808 173.733 173.267 149.658
12 169.544 170.258 159.317 157.133 154.942 196.600
13 84.825 170.825 170.467 151.842 171.758 172.492
14 161.475 159.417 -169.067 -169.608 -83.544 -195.217
15 -153.542 -160.475 -162.833 -173.717 -173.000 -153.217
16 -166.683 -167.267 -81.258 -192.875 -151.333 -163.433
17 -165.633 -176.592 -176.000 -156.083
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Description:

1 month, day, year, time, observer (system) name
2 number of cell groups, group 1 name, number of cells in

group 1, group 2 name, number of cells in group 2

3 total number of observations, mean of reference group,

accepted standard deviation

4 restraint - one number for each cell in each group; 1

identifies the cell as included in the mean of the ref-

erence group, 0 the cell is not included
5 cell IDs - group 1 first, group 2 next
6-9 measurement design - cells in line 5 are assigned posi-

tion numbers 1 through N (14 here) pairs of numbers
indicate difference measurements to be made, i.e.,

1 - 5 indicates to measure cell "1" (1601) minus cell

"5" (Zl). The number of pairs of numbers must
agree with the number specified on line 3.

10 nominal temperature of group 1, actual temperature of

group 1, nominal temperature of group 2, actual

temperature of group 2

11 - 17 actual measured cell differences in microvolts

'D" files

"D" files contain the results of the standard cell intercomparison data; only

one set is shown here. A file may contain additional sets of data taken
within the same week.

Sample data: DZEN_8630

1

2

3

4

5

6

7

8

9

860730 14 40 26 0.08247 0.0133 NBS-Z 12:15:11 2 -0.596

1600 4 30 30.011 -0.6226

1601 1602 1603 1604
Zener 10 30 30 0

Zl Z2 Z3 Z4 Z5 Z6 Z7 Z8 Z9 Z10
1 1601 8103.3617 1 1602 8096.9666 1 1603 8100.4951 1

1604 8099.1765
0 Zl 7945.575 0 Z2 7947.2625 0 Z3 7904.0645 0 Z4

7927.444
0 Z5 8015.7105 0 Z6 7926.848 0 Z7 7929.7768 0 Z8

7937.7688
0 Z9 7930.194 0 Z10 7939.9563

Description:

1 YYMMDD, total number of cells, number of observa-

tions, degrees of freedom, standard deviation, left-
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right component, measurement system ID, time,

number of cell groups, average DVM offset

2 group 1 name, number of cells in group 1, nominal
temperature, actual temperature, temperature cor-

rection

3 group 1 cell IDs

4 group 2 name, number of cells in group 2, nominal
temperature, actual temperature, temperature cor-

rection

5 group 2 cell IDs
6 - 9 restraint flag, cell ID, cell emf in pV reduced by 1.01 V.

The restraint flag=l if the cell is included in the

reference group mean, =0 if not. The restraint, ID,

and emf triplet is repeated for each cell measured.

"Z" files

"Z" files contain the raw Zener measurements taken between the unknown
Zener references and the transfer Zener; only one set is shown here. A file

may contain additional sets taken on the same day.

Sample data: Z860730

1 860730 15:2847 3 2 3

2 DVM 1 1.0181223E+6
3 DVM 2 1.0181238E-h6

4 5018-1 10 -179729.8

5 5018-2 1 21.9

6 5018-3 1 -17988.95

7 DVM 1 1.01812225E-h6

8 DVM 2 1.01812395E-h6
9 5018-1 10 -179730.15

10 5018-2 1 22.05
11 5018-3 1 -17988.8

12 DVM 1 1.0181223E-H6
13 DVM 2 1.0181236E-h6
14 5018-1 10 -179729.9

15 5018-2 1 21.7

16 5018-3 1 -17988.95

17 DVM 1 1.01812225E-H6
18 DVM 2 1.0181237E+6

Description:

1 YYMMDD, time, number of repeated sets of Zener mea-
surements, number of DVM calibrations per Zener
measurement, number of Zeners measured
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2-

3 string "DVM" to indicate a direct DVM reading of one of

the resistors of the resistive divider, the number of

the resistor measured (1-10), the reading in |liV

4-6 Zener ID, tap number of resistive divider to which Zener
was compared (0-10), measured difference in |iV

7-18 repeated measurements, stored the same as lines 2 - 6

"R" files

"R" files contain the final calculated results of the Zener data; only one set

is shown here. A file may contain additional sets of data taken within the

same week.

Sample data: RZEN_8632

1 860730 12:53:36 3 3

2 4 8131.1000 1601 1602 1603 1604
3 5018-1 10.0000047045 0.00333333176584
4 5018-2 1.01799810104 0.142727802049
5 5018-3 0.999989513271 0

Description:

1 YYMMDD, time, number of Zeners calibrated, number
of repeated measurements (Zsets)

2 number of reference cells, mean emf of reference cells,

reference cell IDs

3-

5 Zener ID, calculated voltage (volts), standard deviation of

the mean (ppm) calculated from the repeated mea-
surement sets

System Software Requirements

The measurement software will run satisfactorily on all H/P Basic systems
3.0 and higher. The following BIN files are required for proper operation.

CLOCK CS80
KBD MAT
ERR HPIB

For use with an SRM the following additional BIN files are needed.

SRM DCOMM
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NBS MEASUREMENT SERVICES: STANDARD CELL CALIBRATIONS

Bruce F, Field

Abstract - This document describes the procedures used at NBS to calibrate

standard cells in terms of the U.S. Legal Volt. The two calibration services that

are offered by the Electricity Division are discussed; Regular Calibration of client

standards at NBS; and the Volt Transfer Program which is a process to

determine the difference between the U.S. Legal Volt and the volt as maintained
by a client laboratory. The operational procedures used to compare standard
cells and to maintain the U.S. Legal Volt via the ac Josephson effect are

discussed in detail.

1. Introduction

To maintain a unit of electromotive force (emf), standards laboratories typically

use one or more groups of electrochemical cells called standard cells. Standard
cells are physical representations of the unit of emf and are used as standards
against which the emf of other cells and systems are compared. At present,

saturated cadmium-sulfate-type (Weston) cells are used when high accuracy,

1 ppm or less, is required in maintaining a unit traceable to NBS.

Standard cells are electrochemical systems composed of two dissimilar

electrodes immersed in an electrolytic solution. They are not intended to supply
electric current and, therefore, are of different design from those
electrochemical systems which are intended for such purpose. The stability of

the emf of the cell depends on the chemical equilibrium within the cell.

Although the emf of a cell is highly reproducible and generally exhibits a fairly

constant emf, it must be periodically recalibrated to eliminate the effects of long
term drift. The frequency with which recalibrations are required is a function of

the accuracy requirement, the number of cells used to maintain the volt, and the

stability of the individual cells. This must be determined by the client laboratory

using the cells.

Calibration of cells in terms of the U.S. Legal (or NBS) Volt is accomplished via

two services offered by the Electricity Division of the NBS.

Regular Calibration

Clients may send cells to NBS for direct comparison to NBS standards which are
in turn calibrated in terms of the NBS Volt. At the conclusion of the test a report
is issued with a statement of the values of the emfs of the cells and estimated
uncertainties for the emf values, while the cells were at NBS. No additional
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uncertainty is included for transportation effects, long term drifts of the emfs of

the cells, or measurement errors in the client's laboratory.

Volt Transfer Program

The Volt Transfer Program (VTP) is a measurement assurance program
designed to determine the difference in the unit of voltage maintained by a client

laboratory using standard cells and the NBS Volt as maintained by NBS. In this

program, a group of NBS-owned cells in a thermoregulated enclosure is

measured at NBS, shipped to the client laboratory, compared to the client cell

group, and returned to NBS for final measurements. The measurements to be
made at the client laboratory are specified by NBS and the data is reduced and
reviewed by NBS. A report is issued containing the difference of the client unit

of voltage from the NBS Volt and specifying an uncertainty of that difference

observed during the time of the test. In this experiment the uncertainty in the

transportation of the standard cells is estimated and included in the final

uncertainty.

2. Description of Service

Regular Calibration

NBS offers a voltage calibration service for saturated and unsaturated standard
cells of the Weston type. All cells are compared to NBS standards which are

calibrated in terms of the U.S. Legal Volt defined via the ac Josephson effect.

Cells accepted for test include shippable or unshippable saturated cells that are

either designed for immersion in an oil bath or that are housed in a

thermoregulated enclosure. NBS maintains two oil baths, one at 28 °C and one
at 30 °C, for testing immersible-type cells.

Routine calibrations of standard cells involve the following considerations:

1) Unsaturated cells require approximately 3 weeks for a complete calibration.

The emfs of such cells are read daily for a period of 10 days. If the

measured emfs fluctuate unduly or are unusually low, or if the cells show
abnormal indications, the report of calibration will reflect these
circumstances. Unsaturated cells are not likely to be injured by normal
transportation (mail or express) if they are packed carefully. Because of the

possible hazard from freezing, shipment during very cold weather should

be avoided.

2) Saturated standard cells of the unshippable type should always be

transported by messenger because such cells should never be tipped from
an upright position by more than 45 degrees in any direction. Unshippable
saturated cells contained in portable, temperature-regulated enclosures
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should also be transported by messenger, and with the enclosure activated

or under power if possible.

3) Saturated standard cells of the shippable type housed in portable
thermoregulated enclosures should be packed carefully and shipped under
power if possible. Liquid-in-glass thermometers normally mounted in such
devices should be removed and provided with additional rigid packing for

protection against breakage. Enclosures having a nominal cell

temperature of 28 °C or lower should not be transported during the summer
due to the danger of over heating. To prevent overheating, enclosures

should not be energized by the ac power line while they are packed in

shipping containers. When an enclosure is shipped under temperature
control, arrangements should be made by the client to have it promptly
delivered to and picked up from the airport (if shipping by air freight) to

avoid exceeding the capacity of the batteries powering the enclosure.

4) Saturated standard cells which arrive having been maintained
continuously at their nominal temperature of use will, workload
permitting, undergo test immediately upon receipt for a period not to exceed
4 weeks, unless other arrangements are made. If such cells perform
abnormally with respect to the typical performance of like cells in similar

environments, the owner will be notified. Arrangements for further testing

may be made at that time if desired. Cells will be returned as soon as

possible after calibration.

5) Saturated cells arriving at a temperature other than their nominal
temperature of use will be brought to their use temperature as soon as

possible after receipt. Starting one month after they are initially brought to

temperature, daily readings will be taken to observe the stability of the cells.

When the cells stabilize, 10 daily readings will be taken and used to assign

values to them. This process will not exceed 90 days unless special

arrangements are made.

6) Prior to each daily reading of the cell emfs the temperature of the enclosure
(or the oil bath) will be read using the temperature measuring device

included in the enclosure, or special arrangements can be made to have the

temperature monitored by a calibrated NBS platinum resistance
thermometer. A calibrated platinum resistance thermometer is always
used to monitor the temperature of the oil bath with the temperature
reported relative to the International Practical Temperature Scale (IPTS-
68).
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Volt Transfer Program

The Volt Transfer Program experiment consists of four phases.

1) Preliminary Laboratory Study . During this phase NBS personnel will

discuss with client laboratory personnel yarious aspects of the experiment,
suggest experiments to eyaluate the measurement process, and establish a
tentatiye shipment and measurement schedule. If necessary NBS
personnel may yisit the laboratory. NBS may restrict participation in the
Volt Transfer Program to those clients who use quality-control procedures
to monitor their representation of the yolt. Guidelines for setting up control

chart procedures can be found in VTP Control Chart Requirements [40].

2) Shipment of an NBS Transport Standard . An NBS transport standard, a
group of 4 cells (usually) in a thermoregulated enclosure with a battery
pack, is shipped yia air freight to the client laboratory. The success of the
experiment depends on keeping the transport standard under power
continuously and expediting its transport. Detailed instructions for

transport are giyen to the client.

3) Measurement of the Transport Standard in the Client Laboratory.
Measurements comparing the cell emfs of the transport standard to the

emfs of the client laboratory cells are done in accordance with NBS specified

procedures. Usually measurements are made daily oyer a two to three

week period. Data is sent to NBS immediately after each measurement for

reduction and reyiew. The conclusion of this phase is determined by NBS
after reyiew of the client data; in some cases additional measurements may
be required.

4) Analysis of the Data and Issuance of a Final Report . Upon return to NBS
the transport standard will be remeasured to determine if it changed
during the experiment. After sufficient measurements haye been made the

data is analyzed to determine the difference between the units of yoltage at

NBS and the client laboratory (Vl^B ' ^NBS) uncertainty. If the

difference exceeds the estimated uncertainty, new emf yalues for the client

cells will be recommended to reduce the difference to zero.

3. Calibration Apparatus and IMeasurement Approach

Voltage Difference Measurements

All cells at NBS are calibrated by comparing them directly to NBS owned
standard cells which are in turn calibrated in terms of the U.S. Legal Volt. All

comparisons use redundant measurement designs and a series opposition

method, as described in NBS Technical Note 430 [16]. Figure 1 shows a

simplified schematic of the measuring circuit.

E-4



Measuring
Instrument

+ -

+ +

Fig. 1. Simplified measuring circuit.

Two cells are connected in series opposition (one unknown, one reference) and
the small voltage difference is read using a digital voltmeter (DVM). In an ideal

situation the difference in emf as measured hy the voltmeter is:

E = E2 E2

where Ej and E2 are the emfs of the two cells being compared. However, in the

real situation there may be spurious emfs in the circuit. In general these can be
classified into two categories:

1 . Those emfs that remain constant, or relatively so, in relation to the interval

over which a complete set of measurements is made.

2 . Those emfs that vary rapidly (referenced to the interval over which a complete
set of measurements is made).

If the emfs are of the second type they will have the effect of decreasing the

precision of the process. On the other hand, if they are of the first type they will

have the effect of introducing a systematic error into the measurement result

such that

E = Ej - E2 + P

where P is the constant, and as yet unknown, emf. It is possible to estimate P by
taking a second measurement E' as shown in Fig. 2

,
where

E' = E2 - Ej + P .
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Taking the difference between the two expressions gives

E-E' = 2{Ei - E2 )

,

thus 3delding an estimate of Ej - E2 free of P. The pair of measurements are said

to be "left-right” balanced. That is, if there is a positional effect it is balanced out
of the final result. This technique is analogous to that used to eliminate the
inequality of balance arms in precision weighing on a two-pan equal-arm
balance. In order to designate the cell positions from the operational point of

view, they are frequently designated as unknown and reference (or left and
right) relative to the input terminals of the measuring instrument.

Measuring

Instrument

+

-I-

I I

-I-

- p

Measuring
Instrument

+

+
\ I

-I-

- p

E
1

(a) (b)

Fig. 2. Two measurement configurations to eliminate positional

errors (P).

With classical potentiometers the left-right effect P does not vary significantly over

the time of the measurements and it is sufficient to require that the total design be

left-right balanced, i.e., each cell appears on the left side and right side of the

measuring system an equal number of times irrespective of their order of

appearance in the design. Digital voltmeters, however, have been found to

introduce a small time-varying dc offset that must be eliminated by immediately
reading every cell pair twice, once in the normal mode and once with the polarity

of the input reversed. The algebraic difference of these two measurements divided

by two is considered to be a single measure of the cell difference with the DVM
offset eliminated.
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Measurement Apparatus

Two voltage measuring systems are currently in use at NBS for cell

comparisons. Except for the switching systems, they are identical. One system
(System VTP) is used for comparison of NBS primary standards with NBS
working standards and for comparison of the working standards to VTP
transport standards. The second system (System REG) is used for comparison
of NBS working standards to client cells sent in for regular calibration. Figure 3

is a block diagram of the measurement apparatus of the systems.

Cell emf inputs

Fig. 3. Block diagram of the two measurement systems used for

comparison of pairs of standard cells.

Using a measurement design, the computer commands the crossbar scanner to

connect two cells in series opposition to the DVM; the DVM takes a number of

readings of the voltage difference (usually three); the crossbar scanner
reconnects the cells with reversed polarity; and the DVM takes three more
readings. The computer records the readings, and when the experimental
design is complete, it calculates the estimates of the cell differences using a

least-squares method and records the cell emfs on the hard disk and on a floppy
disk for backup. The hard disk is shared among several desktop computers to

permit the data from both measurement systems to be stored in one location.

E-7



and to permit access to the data from other machines even while measurements
are being made. A summary of the basic statistics is printed after each
measurement set.

The digital voltmeters used to make the difference measurements are 6-1/2 digit

high-resolution voltmeters. Two performance parameters of the voltmeters are
critical to this application: low input bias current and small random
measurement error. The design of the saturated standard cell is such that the
emf stability depends on electrochemical equilibrium within the cell. Small
charging or discharging currents that may be present at the input of the DVM
will produce changes in the cell emf that may be significant. The voltmeters
used at NBS have a measured input bias current of 12 pA which contributes a
negligible error to the measurement. On the lowest voltage range of the
voltmeter the standard deviation of a single measurement is 0.034 pV with an
integration time of 18 seconds. The integration time was chosen specifically to

obtain a measurement standard deviation of less than 0.04 pV. Since only small
voltage differences are being measured (the worst case is about 600 pV when
comparing cells at 37 °C to cells at 30 °C), only a modest DVM reading accuracy
of 17 ppm (parts-per-million) is required for 0.01 pV accuracy in the voltage

differences. (Unless otherwise specified, all uncertainties in this document are

meant to correspond to a one standard deviation estimate.) To ensure that the

voltmeter is within the required accuracy, it is checked every day by reading a
calibrated 1000 pV source.

A commercial Zener standard that produces 1000 pV is connected to one input of

the scanner switch, and a piece of copper wire (to provide a low-thermal short) is

connected to a second input. Connecting the first input minus the second input
presents the 1000 pV source to the DVM. Actually, two Zener standards and two
copper wires are used, one set for each measuring system. Each 1000 pV source

is read daily with the DVM to perform a one point calibration on the gain
accuracy of the DVM. The sources are periodically calibrated using a resistive

divider and a standard cell.

Pairs of cells are connected to the digital voltmeters by one of three low-thermal
switching systems. The first system consists of a 10x10 matrix crossbar switch

with latching solenoids. This switch is used to connect up to 80 VTP transport

cells to measuring system VTP. A second modular switching system is also

used to connect NBS reference cells to measuring system VTP. This system
consists of up to five switch modules each capable of connecting one or two of ten

cells to a common 4-wire signal bus [27]. The output of this bus is connected to

the DVM of measuring system VTP. The third system, consisting of two 10x10
matrix crossbar switches with latching solenoids and a 2x5 selector switch, is

used to connect up to 300 client cells to measuring system REG.

All the switching systems are based on a low-thermal crossbar switch; however,
each system is constructed somewhat differently with capabilities for switching

different numbers of cells. Common to all three systems is the capability to

randomly select any two cells under computer control and connect them in
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series opposition to the DVM in "normal" or "reversed" polarity. The matrix
crossbar switches are actuated by momentarily energizing the switch solenoids,

and then permanent magnets within the switches latch the contacts closed until

a second release solenoid is energized. This momentary action is designed to

minimize the heat input to the switch which in turn would produce thermal
gradients and generate large thermal emfs in the switch. The uncompensated
thermal emfs in these switching systems have been measured and found to be
less than 20 nV. The solenoids in the modular switch system (used for

intercomparison of NBS reference cells) are continuously energized during
contact closure, but the switch has been modified to locate the solenoids outside

the chamber containing the switch contacts to minimize the heat input to the

contacts. The uncompensated thermal emfs have been determined to be less

than 6 nV.

Redundant Measurement Designs

Redundant measurement designs are used to compare cell emfs because they
provide diagnostic information about potential errors or problems with the
measuring system. Two important parameters are estimated by the designs:

the within-day standard deviation and the left-right (positional) effect in the

measuring system. The within-day standard deviation permits laboratory
personnel to estimate the quality of the measurements and, if necessary, to

eliminate anomalous observations from the measurement design and re-

compute the cell emfs with little loss in accuracy.

Two specific designs are generally used, one for comparison of two groups of

four cells, and one for comparison of one group of six cells to one group of four

cells. These designs are described in detail in Appendix A. On occasion
additional designs are required for groups with var3dng numbers of cells; these

are constructed similarly to the ones in the Appendix. The cell emfs are

estimated from the cell difference measurements by solving the overdetermined
set of equations using the least-squares method and including the constraint

that the mean emf of a given group of cells (i.e., the reference group) is known.
This results in assigning individual emf values to all the cells in terms of the

mean emf of the reference group. This calculation is performed by the computer
program READBOX which is discussed in Appendix D.

Temperature Measurements

All saturated standard cells exhibit an emf change with temperature and must
be maintained at a constant temperature. Cells sent to NBS for calibration are
either housed in portable thermoregulated enclosures, or are immersed in NBS-
provided constant-temperature oil baths. Thermoregulated enclosures
generally contain a temperature sensing element which can be used to monitor
the temperature variations within the cell enclosure. Typical devices are
mercury-in-glass thermometers, thermistor bridges, and platinum resistance
thermometers. NBS follows the manufacturer's recommended procedure for
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monitoring the temperature using these devices. The temperature scale

embodied in the temperature device is taken as correct, primarily because
accurate knowledge of the temperature is unnecessary. Cell emfs are corrected
only for small changes in temperature, referenced to a nominal temperature as

established by the temperature device.

For cells housed in the NBS oil baths, calibrated platinum resistance
thermometers and an ac resistance thermometer bridge are used to measure
the temperature. The temperature of the oil bath is stable and uniform to at

least 0.001 °C. The estimated uncertainty of the temperature measurement with
respect to the International Practical Temperature Scale (IPTS-68) is 0.005 °C (3

standard deviation estimate), and includes uncertainty for the power dissipation

in the thermometer, errors in the determination of the triple point of water, and
errors in the drift of the calibration constants between calibrations.

Cell emfs are corrected for small day-to-day temperature changes by monitoring
the temperature as described above and applying an emf correction based on the

International (or Wolff) Temperature Formula [13]:

Bp = E20 -0.00004060(T-20) -0.000000950(T-20)2+0.000000010(T-20)3

in volts where is the emf at temperature T and E20 is the emf at 20 °C. This

equation is used to correct the cell emfs to any arbitrary nominal temperature by
computing the correction for the actual temperature with respect to 20 °C and
subtracting the correction for the nominal temperature with respect to 20 °C.

The formula is an approximation and is not exact for all cells although it

provides reasonable accuracy (better than 0.1 |iV) if the total correction is less

than 1 pV.

4. Maintenance of the Volt

The ac Josephson Effect

The U.S. Legal (or NBS) Volt is presently defined in terms of the atomic
constants h (the Planck constant) and e (the elementary charge) via the ac

Josephson effect [26]. Critical to this definition is the role played by a Josephson
junction which may be regarded as a frequency-to-voltage converter, where the

frequency-to-voltage ratio is precisely equal to the combination of physical

constants 2e/h. The current value of 2e/h used for maintaining the NBS Volt is

483593.420 GHzA^j^^b3 . The U.S. Legal Unit of voltage is known to be smaller

than the SI unit by about (9 ±1) ppm (3a) [41]. (The dominant system of units

used throughout the world to express the results of physical measurements is

Le System International d'Unites or International System of Units, abbreviated

SI.)
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When two weakly coupled superconductors are irradiated with microwave
energy, the assembly (a Josephson junction) can be used to produce precise

voltages described by the following equation:

E = nf/(2e/h)

where n is an integer and f is the frequency of the irradiating microwave
energy. A variety of experimental tests (for material dependence, temperature
dependence, etc.) and theoretical investigations of the Josephson relation have
been made which indicate that for ordinary Josephson devices (particularly

tunnel junctions) with conventional current-voltage lead configurations the

ratio is exact to at least a few parts in 10^ [23]. In practice, frequency
measurements of the microwave energizing signal are based on the NBS unit of

time interval, the atomic second.

The Josephson Array

Arrays consisting of from 1500 to 2076 Josephson junctions have been used to

produce a total voltage of up to 1.2 V [42,43]. These arrays do not require

individual control of the bias currents as is usual, but avoid the multiple bias

problem by using constant-voltage steps which cross the zero current axis of the

junction I-V curve. This arrangement allows a large array of junctions to share

a common current bias at or near zero. The arrays are fabricated using
niobium and lead alloys and are stable at room temperature.

Microwave Apparatus

The microwave radiation applied to the Josephson array is supplied by a 60 mW
Gunn diode oscillator at 94 GHz which is frequency-stabilized by a frequency
locking counter containing a quartz-crystal oscillator. The short term frequency

stability of the microwave radiation (15 min) is about 1 part in 10^. The
frequency is measured by the frequency counter with a resolution of 1 part in

10^0. The accuracy of the counter time base is regularly checked against the

U.S. frequency standard by comparing the counter time base to a 100 kHz high-

stability oscillator which is simultaneously compared to the signal from WWVB
using a VLF comparator.

DC Measurement Apparatus

Figure 4 shows some of the dc measurement apparatus used to compare the

array voltage at 1.018 V to a 1.018 V Zener reference standard. (Not shown is a

low-thermal-emf crossbar selector switch used to connect one of three Zener
references to the measurement system.) To measure the voltage of the Zener
reference, the array is adjusted to produce a voltage nearly equal to the Zener
reference by (a) adjustment of the bias current and microwave power to select a

voltage step, and (b) adjustment of the microwave frequency to fine-tune the step

voltage. The step is observed on the oscilloscope to check for any abnormalities.
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The difference between the array and Zener reference is then measured by
averaging several readings {Ei) of the digital voltmeter. Low-thermal-emf
reversing switch A is reversed and several more readings {E2 ) are taken to

eliminate offsets in the digital voltmeter. The bias current to the array is

reversed and adjusted to produce -1.018 V and reversing switch B is switched.
Two more sets of readings {Es and E4 respectively) are taken with switch A in its

normal and reversed positions. This action is required to eliminate thermal
emfs in the leads from the array to the reversing switches. The Zener voltage is

calculated as {Ej -E2 - E3 + E4 )/4 + nf7(2e/h) where n is the integer step

number, f is the microwave frequency, and 2e/h is as defined above. This
measurement sequence is repeated five times for each Zener reference, with a

typical standard deviation of 0.009 pV for the five measurements, and takes
about 12 minutes.

A final check is made on the thermal emfs in the leads from the Zener reference

to reversing switch B by replacing the Zener reference with a short and
adjusting the array to operate on the zero-voltage-step with the microwave power
set to zero. The same measurement sequence is run as for the 1.018 volt

measurement. The residual thermal emfs thus determined are subtracted from
the 1.018 volt measurements. (The Zener references are connected to one of the

modular crossbar switches described in section 3. The output of this switch is

considered to be the output of the Zener references as all measurements of these

references are made through the switch. Any stable thermal emfs within the

switch, or between the switch and the Zener reference, are cancelled as they add
equally to both the 2e/h measurements and the cell comparisons.)

reversing reversing

switch A switch B

Fig. 4. Simplified diagram of the measurement system used for

calibration of three Zener references.
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Standard Cell Comparisons

Two standard cell groups (consisting of 10 cells total and considered to be the
NBS primary groups) are calibrated in terms of 2e/h at weekly intervals. The
calibrations consist of making cell comparison measurements (using
redundant measurement designs) between the primary groups of cells and a
group of three Zener reference standards each producing 1.018 V. The pattern
of group comparisons currently in use is shown in Fig. 5. A first set of cell-

Zener comparisons are made and then the three Zener standards are each
calibrated in turn by the Josephson Array. After the Array calibrations the cell

comparisons are repeated to determine if the Zener standards changed during
the measurements.

Only Zener standards are compared to the Array because the Array voltage
occasionally and unpredictably jumps abruptly to a slightly different voltage

step. If the Array were being compared to a cell while this shift occurred, a

small charging or discharging current would be introduced into the cell,

slightly changing it's emf. Zener standards, however, are not significantly

affected by this type of current pulse.

Zener standards

(3 references)

Primary Group
A (6 cells)

Primary Group
B (4 cells)

mill,. iliii"

Working Group
A (6 cells)

Fig. 5. Measurement sequence used to assign values to the primary

groups based on 2e/h measurements.
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TABLE I

UNCERTAINTIES IN THE ASSIGNMENT OF THE MEAN EMFS
OF THE PRIMARY GROUPS

Source of uncertainty 1 std. dev. estimate
(ppm)

Microwave frequency 0.005

Assignment of Zener reference group using Array 0.007

Random uncertainty of comparison of Zener reference

group to the mean of Primary Group A 0.009

Change in the Zener reference group during the 2e/h

measurement 0.019

Uncompensated thermal emfs in the cell switches 0.005

RSS total 0.023

Uncertainty

Table I summarizes the sources of uncertainty in assigning a value to the mean
emf of Primary Group A at the time of a 2e/h measurement. The microwave
frequency is measured by a frequency counter which is calibrated in terms of

WWVB. An uncertainty is included for measurement uncertainty and drift of

the oscillator frequency.

For each daily 2e/h measurement each Zener reference is compared to the

Array five times. The pooled standard deviation of the mean calculated from
individual comparisons is 0.0042 qV (60 degrees of freedom). This value, divided

by the square root of three (0.0024 qV, 0.002 ppm), is used as the limit of the

random component of uncertainty in comparing the mean of the three Zener
standards to the Josephson Array. The thermal emfs in the leads to the Zener
reference are measured and subtracted from the Zener values. The uncertainty

of determining the thermal emfs is 0.0042 qV (0.004 ppm). All other known
sources of systematic error are negligible.

The random component of uncertainty in comparing the Zener standards to the

primary group is determined from the 0.034 qV pooled standard deviation of a
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single cell-Zener comparison. Because of the redundant measurements of the

measurement design, the uncertainty of the difference of the mean of the Zener
reference group to the mean of the primary group is 0.012 pV. Two
measurement designs are made for Primary Group A (before and after the 2e/h

measurements); thus, the uncertainty of it's mean emf is reduced by the square

root of two for a total uncertainty of 0.009 pV (0.009 ppm).

The difference of the mean Zener group emf minus the mean primary group
emf typically shows a change of (0.0()8±0.011) pV in the before and after

comparisons described above. These appear to be caused by small random shifts

in the Zener references emfs. Taking a conservative approach, we assign an
uncertainty of 0.019 ppm (0.008+0.011) for changes in the mean Zener group emf
during the measurements.

Modular low-thermal switches (described in Section 3) are used to connect the

various cells to the measuring system. The thermal emfs in these switches that

do not cancel on cell reversal have been measured to be 0.005 pV (0.005 ppm).

The Root-Sum-Square (RSS) total is an estimate of the uncertainty in assigning a

value to the mean emf of Primary Group A based on one 2e/h measurement.
This is an estimate of how well the present system would agree with another
totally independent 2e/h system. Based on data from actual 2e/h measurements
(see Fig. 6, for example) the reproducibility with which the mean emf of a single

group of standard cells can be determined using the present Josephson
apparatus is about 0.020 ppm.

5. Operational Procedures

Calibration of the Laboratory Primary Cells

Standard cell emfs drift with time so the use of a simple time invariant model
for the cell emf can lead to unacceptably large step changes in the disseminated
volt each time the volt is reassigned from Josephson Array comparisons (2e/h

measurements). In addition, it is desirable to "average" several 2e/h

measurements to reduce the random error of the measurements. Thus, we use
a model for the primary cell group emfs that predicts a linear drift with time
and new model coefficients calculated after every fourth 2e/h measurement.

2e/h measurements are made at approximately weekly intervals. For every
fourth measurement (a cardinal measurement) additional cell comparisons
between the primary and working cell groups are made. These data are used to

reassign the emfs of all the primary cell groups. In general, least-squares lines

are fit to the last five or so cardinal measurements and these lines are used to

predict weekly values for the means of the cell emf groups for the coming
month. The exact number of measurements chosen for the fitted lines depends
on (a) how well the cell emfs fit a linear model, and (b) the random scatter in the

2e/h measurements of the cell emfs. The judgement and experience of the
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laboratory staff are used to determine the models. Figure 6 shows the typical

behavior of the mean emf of six cells in Primary Group A plotted against time.

The line plotted in Fig. 6 is the least-squares fitted line to the data; the residual

standard deviation of the fitted points about the line is 0.020 pV.

The three 2e/h measurements made on "off-weeks" each month are used to

check the prediction of the assignment of the cells. The collection of cell groups
that constitute the primary groups changes as cells need replacement or

enclosures need repair. In general, the primary groups consist of two or three
groups of four to six cells each, with about 10 to 12 cells total. Generally, these
standard cell emfs drift with time; drift rates of the different cells range from
4-0.1 to -0.7 ppm/year.

Fig. 6. Mean emf of Primary Group A as determined from 2e/h

measurements.

The primary cell groups also serve as a check standard for the 2e/h

measurements. If an individual 2e/h measurement assigns values to the

primary cells that are inconsistent with the predicted values, all the

measurement systems are investigated to determine the source of the

inconsistency. If the problem cannot be resolved, the 2e/h measurement is

usually repeated. In the exceptional circumstance where later 2e/h

measurements confirm the deviation from the predicted model (usually more
than 0.07 ppm) appropriate past workload data are corrected to reflect the

change.

Note: Prior to February 1987 two series-connected Josephson junctions

producing 10 mV were used as the basis for the U.S. Legal Volt. The small

voltage produced by the junctions was "stepped-up” to 1.019 V by special
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potentiometers and compared to unsaturated standard cells. These unsaturated
cells were compared to the primary cells using a manual potentiometer.
Because of the difficulty of these measurements they were made only monthly
and they are described in detail in reference 26. Some data (particularly figures

8 and 13) are based on these older measurements. The use of the Josephson
Array has reduced the total uncertainty of Table I from 0.036 ppm for the old

system to 0.023 ppm for the Array.

Calibration of Working Cell Groups

To minimize the possibility of disturbing the primary cells, the client cells are

not compared directly to the primary cells. Instead, as shown in Fig. 7, the

primary cells are used to calibrate working groups of cells once each day,

immediately before calibration of the client cells or the NBS transport standards
for the Volt Transfer Program. The working cell emfs are determined from the

predicted values of the primary cells, and are used for that day. The working
cells are then compared to client cells and the NBS transport standards. This is

feasible because of the small within-day uncertainty of 0.004 to 0.007 ppm which
is introduced by the intercomparison of standard cells. Measurements are

made using redundant designs and the VTP automated measuring system.

Working Group A Working Group B

Volt Transfer

Program
workload

regular

calibration

workload

Fig. 7. Measurement sequence used to compare the Regular

Calibration and VTP workload to NBS working groups.
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This procedure is modified as necessary when cells show erratic behavior or

temperature-regulated enclosures fail. At present the primary cells consist of

two groups, in different thermoregulated enclosures, that are independently
compared to each of the working groups. This results in two assigned values to

each working group. In an ideal situation the two values should agree; the
difference is a measure of the error of the predicted values for the primary cells.

Figure 8 shows the typical behavior of this difference. If the assigned values
disagree by more than 0.08 |iV (as they occasionally do in Fig. 8), direct

comparisons are made between the two primary groups to try and resolve the

disagreement. In many cases the disagreement can be traced to abnormal
behavior of the temperature controller of one of the enclosures, or a rapidly

changing cell emf.

Fig. 8. The difference between the two daily values assigned to

Working group A from the two Primary groups. The arrows

indicate dates on which the cell emfs were reassigned based

on 2e/h measurements.

If the lines fit to the emfs of the primary groups are poor predictors of the emfs,

it would be expected that the difference would be nearly zero immediately after a

2e/h measurement and gradually diverge thereafter. The data of Fig. 8 do not

indicate this. The data do show correlation with changes in room temperature,

even after correcting for the indicated cell temperatures [29]. This appears to be

related to less than optimum temperature control of Primary Group B, which is

a commercial enclosure. Plans are underway to replace this enclosure with an
NBS-designed enclosure similar to the one for Primary Group A [29].
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TABLE II

UNCERTAINTIES IN THE ASSIGNMENT OF THE
MEAN EMF OF THE WORKING GROUP

Source of uncertainty 1 std. dev. estimate
(ppm)

Assignment of primary group (from Table I) 0.023

Day-to-day fluctuation of primary groups 0.028

DVM scale error 0.005

Random uncertainty in comparison of primary

group to working group 0.004

Uncompensated thermal emfs in cell switches 0.015

Uncertainty of assignment to working group

RSS total 0.040

Table II summarizes the uncertainties in assigning a daily value to the mean
emf of the working groups. Although several 2e/h measurements are combined
to predict values for the primary groups, the uncertainty of the primary group
assignment is not reduced from the value quoted in Table I because part of the

uncertainty may be systematic to all the 2e/h measurements. An uncertainty is

included for the day-to-day fluctuation of the primary groups and the additional

imcertainty due to predicting the values of the primary groups up to one month
ahead. This is estimated by taking the standard deviation of the difference of the

two assigned values to a working group, calculated from the daily comparisons
with the primary groups (see Fig. 8).

The DVM scale error is estimated based on readings of the calibrated 1000 qV
source which show a scale error of 70 ppm and a maximum cell difference of

64 |iV. The random uncertainty of the cell comparisons is estimated from the

redundant measurement designs as before with a pooled standard deviation of a

single measurement of 0.034 qV.

Low-thermal switches connected to measuring system VTP (described in

Section 3) are used to connect the various cells to the measuring system. The
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thermal emfs in these switches that do not cancel on cell reversal have been
measured to be 0.015 |J.V (0.015 ppm).

The RSS total uncertainty in assigning a value to the mean emf of either
working group is estimated to be 0.040 ppm.

Regular Calibration

Calibration of Client Saturated Standard Cells

Cells received for calibration may be subjected to a stabilization period before

measurements are begun. The length of the stabilization period depends on
whether the cells were shipped to NBS under constant temperature control and
may be as long as 4 weeks. If space is available on the measuring system, and
cells have been shipped under temperature control, they are generally connected
to the measuring system immediately. However, later review of the data may
result in these early measurements being discarded.

Three types of saturated standard cells are calibrated: cells in oil at 28 °C or

30 °C and groups of cells in temperature-controlled enclosures. The first two
types are placed in oil baths whose temperature is stable and uniform to at least

0.001 °C and whose temperatures are determined using NBS-owned platinum
resistance thermometers. Temperature-controlled standard cell enclosures are

tested under the following ambient conditions:

Temperature (23 ± 1) °C
Relative Humidity 50% or less

The operating temperature of the cells in temperature-regulated enclosures is

determined using the temperature measuring device supplied with the

enclosure. If the enclosure has a temperature indicating bridge, an NBS owned
null detector is used to make the readings to within the resolution of the bridge,

usually 0.001 °C. An NBS or customer owned platinum resistance thermometer
may be used if requested. Temperature measurements are made each day
before the cell emf measurements are started.

Assignment of the Final Value

Client cells are compared to NBS working cells for a minimum of one
measurement design per day for ten working days. The cell emfs are plotted

and the data is reviewed by two staff members who decide if the cell emfs exhibit

sufficient stability for a report to be issued. If so, the means of the ten

measurements are used as the final assigned values of emf of the cells. If the

cells show excessive drift or other unusual behavior, additional measurements
may be taken.
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TABLE III

UNCERTAINTIES IN THE ASSIGNMENT OF THE
MEANEMF OF A CLIENT CELL

Source of uncertainty 1 std. dev. estimate
(ppm)

Uncertainty of assignment to working group 0.040

Change in working group during the day 0.040

DVM scale error 0.010

Random uncertainty of comparison of working

group to Client cell 0.007

Uncompensated thermal emfs in the cell switches 0.030

Uncertainty of assignment to Client cell

(not including temperature
measurement errors; see text)

RSS total 0.065

Table III summarizes the sources of uncertainty in calibrating a client cell in

terms of the U.S. Legal Volt.

The DVM scale error is calculated as described for Table I, except cell

differences as large as 120 fiV may be measured. The random measurement
uncertainty of the working group - client cell comparison is estimated from the

redundant measurement design as before.

No allowance for temperature has been included in the above uncertainties.

Fluctuations in cell emfs due to inexact measurement and correction of

temperature changes of the primary and working groups are included in the
day-to-day fluctuation of the primary groups, and the within-day fluctuation of

the working groups. The uncertainty of the cell emfs due to the imprecision of

the temperature monitoring device is estimated by calculating the change in cell

emf (according to the International Temperature formula) for a change of one
least count of the temperature monitoring device. In the case of cells in

enclosures containing internal thermistor bridges, where a least count of

0.001 °C is possible, an additional uncertainty of approximately 0.05 ppm is
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included. Enclosures monitored by mercury-in-glass thermometers are
assigned an uncertainty equivalent to half the smallest graduation marked on
the thermometer, approximately 0.5 ppm for a resolution of 0.01 °C. For cells

calibrated in NBS oil baths an emf uncertainty equivalent to a temperature
uncertainty of 0.005 °C is used to account for possible calibration errors in the
platinum resistance thermometers used at NBS.

The day-to-day random component of the uncertainty of the client cell emf is

determined by calculating the standard deviation of the measured emfs of the
cell from the ten daily measurement designs and comparing it, at the 99%
confidence interval (Cl) using an F-test, with the pooled standard deviation of a
large population of measurements of similar standards (0.135 - 0.188 pV,
depending on the type of enclosure). If the statistic is determined to belong to

that population, then the population standard deviation of the mean is used as
the estimate of the limit of the random component. If not, the computed
standard deviation of the mean is used as the estimate.

The final reported uncertainty is the direct sum of this random component, the

total assignment uncertainty from Table III, and the temperature uncertainty,

multiplied by a factor of three.

The calibration service has recently been extensively modified, with completely
new automated measuring systems and new quality control procedures. The
values quoted in the tables above are estimates of the uncertainties of the new
system. Until a complete evaluation is completed, the following (previously

determined) uncertainties are being used. The client cell assignment
uncertainty is taken as 0.075 ppm, the pooled standard deviation for random
error is 0.135 pV, and the temperature uncertainty is the same as described.

The reported uncertainty contains no allowance for long term drift of the cells

under test. Long term behavior must be determined by the client by analysis of

the history of each individual standard. In addition, no allowances are made for

the possible effects of transporting the standard between laboratories or the

possible existence of a gross temperature dependence on ambient (room)
temperature of a standard cell enclosure.

Volt Transfer Program

The Volt Transfer Program involves sending an NBS owned transport voltage

standard to the client laboratory. The transport cells are compared to NBS
working standards at NBS before and after shipment to the client laboratory,

and to the client reference group of standard cells while at the client laboratory.

The process is described in more detail below.
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Measurement of the Transport Standard at NBS

The transport standard consists of a commercial thermoregulated enclosure

usually containing 4 saturated shippable standard cells, operating at an
internal temperature of 30 °C or 32 °C. The temperature is measured using the

internal temperature bridge and an external null detector to provide 0.00 1°C
resolution. Corrections to the cell emfs are applied according to the discussion

given in Section 3. Transport standard cells are compared daily to Working
Group A using redundant measurement designs and the VTP measurement
system (Fig. 7). Before shipment to a client laboratory, the cell emfs are plotted

and examined for stability. In any case, at least 15 daily measurements are

required after the enclosure's return to NBS and before it is shipped to another
laboratory.

Upon receipt of a purchase order NBS schedules the shipment of a transport

standard to the client laboratory. The transport standard is shipped with an
external power supply containing a battery to power the standard during
shipping, and in a special container designed to provide physical shock
protection and temperature lagging. The battery supply can maintain
temperature control of the standard for about 24 hours during normal ambient
shipping conditions. Since the temperature control system cannot supply
cooling to the enclosure, shipment to warmer locations is avoided during
extremely hot weather to prevent the enclosure from overheating. Shipment is

normally via air freight with special delivery service from NBS to the airport just

in time for the scheduled flight. The delivery service may also be able to

arrange, with an affiliated service, for pickup and delivery of the enclosure to

the client laboratory. If not, client laboratory personnel are notified of the time of

arrival of the standard and are expected to provide transportation from the

airport to their laboratory within the 24 hour lifetime of the batteries.

Comparison of the NBS Transport Standard to the Client Standard

Each laboratory participating in the Volt Transfer Program must identify a

group of saturated standard cells that are considered to be the "laboratory
reference group" and constitute the "laboratory volt". The transport standard
cells are compared to the cells of the laboratory reference using redundant
measurement designs similar to the ones used at NBS. Each laboratory uses its

own measuring equipment in the manner it would normally use to calibrate

saturated cells, except for the requirement that an NBS-specified measurement
design be used. NBS provides data sheets to record the measurements which
are returned to NBS where the cell comparison observations are reduced to

determine the cell emfs in terms of the client laboratory volt. Laboratories are
required to make daily design measurements and the data is reviewed by NBS,
as it is taken, to determine when sufficient data has been obtained to permit
shipment of the standard back to NBS. A minimum of 10 measurement designs
over 10 days is required for the transfer; however, the number is more typically

in the range from twelve to twenty. In addition, the within-day standard
deviation and left-right components from the measurement designs are checked
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to see if they are statistically in control with respect to the expected values
determined from measurements at NBS and other laboratories.

Upon its return to NBS, the standard is again compared to Working Group A as
before and, when the standard has stabilized and sufficient data has been taken,
a final report is issued. Typical measurement data is shown in Fig. 9 where the
mean emf of a transport standard over the period of one transfer is plotted. The
emf in the figure is expressed in microvolts with 1.01 volts subtracted from the
total cell emf.
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Fig. 9. Mean emf of a typical transport standard as measured at NBS
and a client laboratory.

Assignment of Final Value

Emf assignments at NBS and the client laboratory for each cell of the transport

standard are plotted as in Fig. 9 above. Data showing cell emf changes due to

shipment or other effects are removed from the analysis; often the first

measurement after shipment is anomalous. The data are also reviewed for

abnormal temperature readings and to determine if the data reasonably
conform to a linear model. As the before and after NBS data do not usually

exactly agree, a least-squares line is fitted to the NBS data for each transport

cell, and values are predicted for each of the times the cell was compared to the

client laboratory cells. VlaB"^NBS determined using each cell in the

transport enclosure by subtracting the NBS predicted values of the transport cell

from the respective client laboratory emf assignments, and taking the mean of

these differences.

E-24



Although the difference in the units as determined from each of the four cells in

the transport standard should agree, on occasion some cells show abnormal
behavior, usually excessive drift, or excessively long recovery from physical

shock or electrical disturbance. The judgement and experience of the laboratory

staff are used to determine when to exclude a cell from the analysis or, on rare

occasions, use only the NBS data taken before or after the transfer.

TABLE IV

UNCERTAINTIES IN THE DETERMINATION OF Vlab - Vnbs

Source of uncertainty 1 std. dev. estimate

(ppm)

Uncertainty of NBS assignment to transport group 0.061

Correlated temperature effects of the transport 0.050

Temperature resolution 0.050

Random component due to individual cell

assignments and changes during transport 0.093

Uncertainty of Vlab ' ^NBS determination

using a four cell transport enclosure

RSS total 0.132

Table IV summarizes the sources of uncertainty in the determination of VlaB"

^NBS-

The uncertainty in assigning a value to the transport standard while at NBS is

obtained through an analysis identical to Table III, except the switches used for

the VTP transport standards have somewhat lower uncompensated thermal
emfs (0.020 |iV as opposed to the 0.030 pV shown in Table III).

The transport standards used for the Volt Transfer Program all contain
thermistor bridges with 0.001 °C resolution; an uncertainty for the cell emf
equivalent to this temperature change is included. In addition, the cell

temperature within the enclosures changes slightly with changes in room
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temperature. The thermistor bridge does not properly reflect the change of the
temperature of the cell in this case, probably due to a temperature sensitive

component of the bridge circuitry that is at room temperature. An uncertainty
estimate of 0.05 ppm is included to account for a difference between the client

laboratory ambient temperature and the NBS laboratory ambient temperature.

Each of the four cells in the transport standard is used to determine a value for

the difference in laboratory units, Vlab ’ ^NBS- standard deviation of these

four values includes an uncertainty in predicting the cell emfs while at the

client laboratory, an imcertainty in comparing the client laboratory reference to

the transport standard, and an uncertainty for random changes in the cell emfs
due to shipment. A pooled standard deviation of 0.19 |J.V has been computed
from 50 transfers and is used as the population standard deviation. The
calculated standard deviation for each new transfer is compared to the
population standard deviation at the 99% confidence interval using an F-test. If

the statistic is determined to belong to that population, then the population
standard deviation of the mean is used as the uncertainty estimate; if not, the

actual standard deviation of the mean is used. Thus the uncertainty estimate
for a four cell transport standard, based on the population standard deviation, is

(0.19 pV)/2 or 0.095 pV (0.093 ppm).

If the difference Vlab “ ^NBS exceeds 0.20 ppm (1.5 times the uncertainty based

on the population standard deviation), the report will recommend adjusting the

assigned values of the client reference cell emfs to reduce the difference to zero.

Adjusted values for the cell emfs are calculated based the measurements made
in the client laboratory comparing the client reference group to the NBS
transport standard. Each comparison results in a determination of the

difference of each client reference cell emf from the mean emf of the client

reference group. The average difference for each cell, over all the comparisons,

is added to the newly determined mean emf of the reference group to calculate

the new values for each of the client reference cells.

6. Quality Control Procedures

Measurement System Verification

Potential sources of error in the cell measurement systems include scaling or

gain errors in the digital voltmeters, uncompensated thermal emfs in the

crossbar switches and cell leads, leakage currents to ground from the

measurement apparatus, and circulating ground currents. Several quality

control procedures are periodically performed to estimate or eliminate these

uncertainties.
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Fig. 10. Daily DVM readings of the 1000 |iV Zener source.

Before each daily set of cell comparisons the measurement system reads the

output of a 1000 pV Zener source to monitor the gain error of the 0.1 volt range of

the digital voltmeter. All voltmeter measurements are taken with the applied

voltage in the normal polarity and again with the polarity reversed by the

crossbar switch to eliminate any uncertainty due to zero offset of the voltmeter
and thermal emfs in the leads to the voltmeter. The daily measured values of

the 1000 pV source are plotted on a control chart and compared to

predetermined limits. Figure 10 is a plot of the voltage of the Zener source that

is connected to measuring system REG. The control limits correspond to a

worst case cell comparison uncertainty of approximately 0.01 ppm. If the limits

are exceeded, the reason for the out-of-tolerance condition is investigated by
laboratory personnel. Usually the problem is found to be that the voltage of the

1000 pV Zener source has drifted (as it has in Fig. 10), and the source is

recalibrated.

After each measurement design, the computer controlling the measurement
system reduces the data using a least-squares technique and computes the
standard deviation for a single measurement for that design. This standard
deviation is compared to a control limit based on the population standard
deviation to determine if it is in statistical control. If it is out of control the
measurement design may be repeated. Measuring system VTP will repeat the
measurement design once if the standard deviation is out of control. If the
standard deviation of the second design is also out of control the system does not
repeat it again. Measuring system REG does not repeat the design under any
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circumstances. The standard deviation is a function of the individual cell group
being measured, and control limits for newly arrived client cell groups are not
well known. Each day, a pooled standard deviation from all the measurement
designs that are in control is calculated and plotted on a control chart for each of
the measurement systems (REG and VTP). Figure 11 is the control chart for

measurement system REG.
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Fig. 11. Within-day standard deviations calculated from the

redundant measurement designs.

Thermal emfs in the leads from the cell enclosures to the crossbar switch are

evaluated regularly. The positive and negative leads are shorted together at the

end where they would normally connect to the cells and a redundant
measurement design is made between two sets of shorted leads. These thermal
emf measurements are performed frequently, usually every two months or so as

cell enclosures leave the laboratory and leads become free. Experience has
shown that the thermal emfs are usually small and fairly constant
(approximately 15 nV and 30 nV for measuring systems VTP and REG
respectively).

Both measurement systems print out a daily log of the measurements
performed by each system. Figure 12 is a typical example produced by the VTP
measurement system. This log contains the measured value of the 1000 pV
source, and a list of the groups of cells that were measured. The time of the

measurement, the reference group used, the measured temperature of the

group, the change in temperature correction, the change in the group mean
emf, the standard deviation of the redundant design, and the measured DVM
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offset voltage are printed for each cell group measured. The change in group
temperature correction and mean emf are calculated by subtracting the values

obtained for the previous day's readings from the current day's readings. If any
of the values exceed predefined limits the measurements are flagged on the log

and lab personnel investigate the problem. The limits are set at 0.1 |iV for both

the change in temperature correction and mean emf, and are based on
laboratory personnel experience. The exact values are not overly important
since they serve only to alert the operator to a potential problem.

VTP MEASUREMENT LOG FOR: 29 May 1986 [1.4] WEEK: 8622

DVM check Zener measurement = 1000.014 (+/- 0.005) uV

Time STD-ID UNK-ID
UNK
Temp
(C)

Change
T-corr

(uV)

Change
Mean
(uV)

SD
(uV)

DVM
Offset

(uV)

10:20 18 2800 30.0070 -.113 .084 .020 -.251

10:31 18 19 29.9790 -.034 .028 .009 -.274

10:42 18 2000 31.9965 -.030 -.000 .021 -.299

10:53 18 1400 30.0080 -.038 .002 .029 -.271

11:05 18 2100 32.0055 -.059 .007 .027 -.300

MEAN of daily runs: -.053 .024 -.279

Standard deviation: .036 .035 .022 .021

Some runs were marked for exceeding predefined limits.

The letters in the right hand column mean:

T - the temperature correction changed by more than .1 uV
M- the mean of the unknown group changed by more than .1 uV
S - the std. dev. exceeded 1.4 time the accepted std. dev.

D - the magnitude of the dvm offset exceeded 2 uV

ALL CALCULATIONS COMPLETED AND SRM UPDATED

Fig. 12. Typical daily log printout from the VTP measuring system.

As discussed earlier, two working groups of cells are calibrated daily in terms of

the primary groups. Cell emf values are predicted for these working groups at

the same time predictions are made for the primary cell groups, i.e., once every
4 weeks when 2e/h measurements are made. Occasional problems with
temperature regulated enclosures, oil baths, and unstable cells have made long
term predictions of either the primary or working groups meaningless.
However values for up to one month ahead are predicted for the primary and
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working groups based on four or more months of data. Each day the values of

the working groups are calculated based on the daily intercomparisons of the
primary groups against the working groups and the predicted values of the
primary groups. The measurements or measurement systems are scrutinized
whenever there is significant (0.08 ppm) disagreement between the directly

predicted values of the working groups and the values assigned through the
primary groups. Figure 13 is a plot of the difference between the daily values
assigned to Working Group A and the predicted values.

Fig. 13. The difference between the daily value assigned to the mean
emf of Working Group A from the two Primary groups, and
from the predicted value of the Working Group.

An enclosure that can be used exclusively as a long term check standard is not
available because of a shortage of good quality enclosures and cells. Instead, the

average of the changes in emfs of the workload from the previous day's

measurements is calculated daily and noted by laboratory personnel.

Occasional additional tests are performed on the automated systems. Selected

cell enclosures are calibrated with both systems to ensure that their results

agree, and the automated systems are compared to a calibrated millivolt

potentiometer . Measurements of the insulation/leakage resistance of the

measuring systems are done occasionally and recorded in laboratory notebooks.

Closure experiments are done monthly (at least) to detect systematic errors due
to leakage resistance. Closure experiments consist of redundantly comparing
three cell enclosures with the pattern, A-B, B-C, and C-A. Summing the three

mean emf differences should yield a value of zero; the disagreement of the

actual value is an indication of measurement error. Using twenty-four such
experiments performed on different enclosures between July 17, 1986 and
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October 1, 1986, the mean closure error was -0.0009 fiV with a standard deviation

of the mean of 0.0017 |iV.

Measurement Assurance for Client Standards

Standards shipped to NBS in temperature regulated enclosures under power are

hand carried from the Building 301 Receiving Room as soon as Electricity

Division personnel are notified. The temperature is checked by qualified

laboratory technicians and the enclosure is brought to the Volt Facility

Laboratory. Laboratory personnel within the Volt Facility connect and
disconnect the standards to the measuring systems to minimize the possibility of

incorrect connections.

After stabilization and measurement of the standard, the data are plotted for

each standard cell emf in the enclosure. These data are reviewed by laboratory

personnel and anomalous data usually related to stabilization are removed. The
remaining data are used to generate a calibration report. The final calibration

report and intermediate emf plots are also reviewed by the leader of the

Electricity Division Dissemination Services Group.
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AppendixA - Redundant Measurement Designs

Redundant measurement designs are used for all standard cell comparisons as

they are efficient in providing the maximum amount of information per
measurement and provide information about possible systematic effects in the

measuring system. The designs are used to provide estimates of:

1) the cell emfs with respect to a group mean emf,

2) the within-day standard deviation of a single observation,

3) the left-right (positional) effect,

4) the standard deviations of the cell emfs,

5) and the deviations of individual observations from the predicted

values.

In general, when comparing two or more cell groups, a "full" design is used
where all possible pair differences that involve two cells from different groups
are measured. The 4x6 design and 4x4 design below illustrate this process. For
intercomparison of cells within a single group the appropriate design from NBS
Technical Note 430 is used [16].

On occasion an anomalous reading may be discovered during the data reduction

of the cell comparison data. Since some redundancy is provided by the design it

is possible to remove one or two observations and recalculate with little loss in

accuracy in determining the cell emfs with respect to the group mean.

For the examples below, the cells in the groups are designated R1 - R4 (R for

reference) and XI - X4 or XI - X6 (X for unknown) depending on the design. The
voltage difference measured is "left cell" - "right cell".

4x4 Design - 16 observations

Observation Left Right Observation Left Right
number cell cell number cell cell

1 R1 XI 9 X3 R4
2 R1 X3 10 XI R4
3 R2 X2 11 X4 R3
4 R2 X4 12 X2 R3
5 R3 XI 13 X3 R2
6 R3 X3 14 XI R2
7 R4 X2 15 X4 R1
8 R4 X4 16 X2 R1
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4x6 Desipi - 24 observations

Observation Left Right Observation Left Right
number cell cell number cell cell

1 R1 XI 13 X5 R4
2 R1 X3 14 X3 R4
3 R1 X5 15 XI R4
4 R2 X2 16 X6 R3
5 R2 X4 17 X4 R3
6 R2 X6 18 X2 R3
7 R3 XI 19 X5 R2
8 R3 X3 20 X3 R2
9 R3 X5 21 XI R2
10 R4 X2 X6 R1
11 R4 X4 23 X4 R1
12 R4 X6 24 X2 R1
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U. S. Department of Commerce
NATIONAL BUREAU OFSTANDARDS

National Measurement Laboratory

Gaithersburg, MD 20899

REPORT OF CALIBRATION
DC Voltage Standard

Description of Standard:

Standard Cell Enclosure

Model XXXXXXXXXXXXXXXXX
Containing 4 Saturated Standard Cells

Submitted By;

xxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxx

This standard cell enclosure was received 21 Mar 1986, not under power with an internal temperature

far below its normal operating temperature.

The data from which the values in the table below are computed are the result of ten daily

measurements of the differences between the EMF's of the cells under test and those of NBS
working standards during the period between 5 May 1986 and 16 May 1986.

POSITION EMF UNCERTAINTY EMF UNCERTAINTY
NUMBER (volts) (microvolts) (volts) (microvolts)

1 1.0181270 0.27 1.0181269 0.27
2 1.0181271 0.27 1.0181270 0.27

3 1.0181272 0.27 1.0181271 0.27
4 1.0181268 0.27 1.0181267 0.27

The electromotive forces on the left above were corrected to nominal temperature (30.0 degrees
Celsius) using the International Temperature formula proposed by F.A. Wolff. The electromotive

forces on the right are at the mean operating temperature during the test (30.0019 degrees C) as

determined by use of a temperature deviation measuring device mounted in the enclosure.

The above uncertainties include components for random fluctuations in the cell under test and in

NBS equipment and standards, for a systematic error of 0.076 ppm in the measurements of NBS
working standards in terms of the Josephson effect, and for the systematic error in transfer due to the

finite resolution of the apparatus used to determine the temperature of the cells under test. In the

case of standard cells tested in NBS oil baths, the latter uncertainty is replaced by the EMF equivalent

of 0.005 degrees Celsius which is the uncertainty of the temperature measurements in this

laboratory. The random error component is computed from the standard deviation of the mean EMF
and is at the three sigma level.
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standard Cell Enclosure

Model XXXXXXXXXXXXXXXXX
Page 2

These uncertainty figures contain no allowance for the effects of transportation upon this standard.

The minimum uncertainty due to such effects under very carefully controlled transport conditions has
been seen to be 0.42 ppm (3 sigma). Any valid uncertainty statement applying to the above values

when the standard has been moved from the NBS Volt Facility must contain such a component of

error. If data from which to estimate the transport error are not available, one part-per-million is not an

unreasonable value. Also not included in the above uncertainties is an allowance for long term drift of

the values of the outputs of this standard. This must be determined from historical data on a case by

case basis.

A summary and analysis of the data upon which the above values are based is appended. A
complete explanation of the uncertainty statements given above as well as additional information

regarding NBS calibration of such voltage standards is also included.

For the Director

National Measurement Laboratory

Norman B. Belecki, Physicist

Center for Basic Standards

Electricity Division

Test No. XXXXXXXX
Date: 21 May 1986
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U. S. Department of Commerce
NATIONAL BUREAU OFSTANDARDS

National Measurement Laboratory

Gaithersburg, MD 20899

REPORT OF CALIBRATION
DC Voltage Standard

Description of Standard:

Unsaturated Standard Cell

Model No. XXXXXXXXXXXX
Serial No. XXXXXXXXXXXX

Submitted By;

xxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxx

The electromotive force of this cell at 22.4 degrees Celsius was, at the time of test, 1.01923 volts.

This value, correct to 0.005 percent, is the mean of a series of measurements concluded 24 Apr
1986. The stated uncertainty (0.005%) includes allowance of plus or minus 50 microvolts for

variability in the EMF of the cell during test.

This is an unsaturated cell of the cadmium sulfate type, suitable for work requiring no greater accuracy

than 0.005 percent. Such cells have a temperature coefficient that is negligible within the ordinary

range of room temperature. Rapid changes in temperature may, however, produce temporary
alterations of several hundredths of one percent in the electromotive force.

Precautions in using standard cells: (1) the cell should not be exposed to temperatures below 4

degrees Celsius, (2) abrupt changes in temperature should be avoided, (3) all parts of the cell should

be at the same temperature, (4) current in excess of 0.0001 ampere should never pass through the

cell, (5) unsaturated cells should be recalibrated at intervals of a year or two because the

electromotive force of an unsaturated cell usually decreases with time.

For the Director

National Measurement Laboratory

Norman B. Belecki, Physicist

Center for Basic Standards

Electricity Division

Test No. XXXXXXXX
Date; 1 May 1986
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U. S. Department of CommerceNATIONAL BUREAU OF STANDARDS
National Measurement Laboratory

Gaithersburg, MD 20899

REPORT OF TEST
Determination of V<j>scc " ^NBS

Laboratory: (LAB)
XXXXXXXXXXXXXXXXXXXXXXXX
xxxxxxxxxxxxxxxxxxxxxxxx
XXXXXXXXXXXXXXXXXXXXXXXX
Reference No. XXXXXXXXXX

Reference Cells:
5403 5404 5402
5406

The difference between the unit of electromotive force
maintained by the above laboratory and the U.S. Legal Volt, as
maintained by the National Bureau of Standards (NBS), was
experimentally determined during the period between November
11, 1985 and February 28, 1986. The results, given in the
equation below, are based on the previously-assigned mean emf
of the reference cells listed above.

^LAB “ %BS "" 0.15 X 10“^ %BS

The above number is based upon the experiment described in
Appendix A and the data summarized in Appendix B of this
report

.

The uncertainty of this difference, ^IjAB
~ ^NBS^ 0.15

microvolts at the 99% confidence level. It was determined by
combining in quadrature random error components resulting from
variations among the cells in the transport standard due to the
transfer, day-to-day fluctuations in the results of NBS
measurements of the transport standard, and day-to-day
variations in the difference between the results of the
client's measurements and the corresponding NBS-predict ed
values of the emf ' s of the cells in the transport standard. As
far as is presently know, systematic effects are negligible.
The pertinent data and their reduction are given in Appendix B,

along with plots of all data taken both at NBS and in the
client laboratory.

Test No. XXXXXXXX
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Page 2

This uncertainty, the difference cited above, and the results
of any adjustments made to the values of the reference cells
whose numbers are given above are valid only under conditions
approximating those under which this experiment was performed.
In particular, the operating temperature of the reference cells
must be within 0.05 degree C of that measured during the course
of the experiment. This condition must be met in order that
errors in the algorithm used to compute temperature corrections
not affect the experimental uncertainty.

On July 1, 1972, NBS changed from using saturated standard
cells to maintain the U.S. Legal Volt to the use of the ac
Josephson effect. Based upon data taken to date, it is
estimated that the U.S. Legal Volt is constant, with respect to
time to at least 0.1 ppm. This figure is not included in the
above uncertainty. As further data are obtained, the
uncertainty for this type of experiment will be refined to take
into account the improved method for maintaining the volt

.

If the measured difference between the unit of voltage as
disseminated by this laboratory and the U.S. Legal Unit of
voltage is greater in magnitude than 'the characteristic
standard deviation of a measurement of this type (0.20 ppm), it
is recommended that the assigned mean value of the laboratory’s
reference group be adjusted so that Vlab “ ^NBS ^ • Appendix
C has be included in this report to facilitate recommended
adjustments

.

For the Director
National Measurement Laboratory

Norman B. Belecki, Physicist
Center for Basic Standards
Electricity Division

Test No. XXXXXXXX
Date; May 14, 1986
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AppendixD - SOFTWARE

All software for controlling the measurement systems, reducing the cell data,

and producing test reports, was written in-house specifically for the intended
application. At present the software is in transition; a minicomputer used to do
data reduction is in the process of being replaced by a number of dedicated
desktop computers. Software has been completed for these computers to make
standard cell comparisons and calculate the cell emfs from the cell difference

observations. These data are stored on a shared hard disk. Existing software
for the minicomputer to maintain a data base of cell emfs of NBS and client

standards, produce control charts, and produce test reports is currently being
converted to run on a new, more modern, minicomputer. This is only an
interim step since these programs need to be substantially rewritten to provide

better quality control charts and easier access to the data base.

The following programs are complete and operate on the desktop computers.

READBOX - This program intercompares standard cell voltages using a

redundant measurement design, reduces the data to determine the cell emfs,

and saves the data to disk. The actual voltage differences are measured with
measuring system VTP, using the digital voltmeter, with the cells connected to

the voltmeter by a crossbar switch. The data collected by the program is stored

on a floppy disk in drive 0 and optionally on the Shared Resource Management
(SRM) hard disk. The files on the floppy disk are designed to hold approximately
one week's worth of data. A printed log is generated for each day's

measurements listing the boxes compared, the standard deviation of the

measurements, the change from the previous day's measurements, and the

DVM offset. At the end of all the measurements, the above quantities are

summarized.

READCAL - This program is a slight modification of READBOX to run on
measuring system REG. The crossbar switch used with system REG is a 300
position switch rather than the 80 position switch used with system VTP, and is

addressed slightly differently by the computer.

STDCEL - This program is contained within READBOX (and READCAL) and is

used to reduce standard cell difference observations to standard cell emfs. This

program is used when individual cell difference observations, within a

measurement design, are out of control. It permits the operator to remove
selectively those suspect observations from the design and store the corrected

cell emfs on floppy and hard disks.

EDIT - This program is a general purpose text (ASCII) file editing program and
is used to create or modify an existing "runfile". The "runfile" contains a list of

standards and their temperatures that are to be read by READBOX. This file is

updated daily using EDIT to contain the current enclosure temperatures, cell

identification numbers, and crossbar circuit numbers.
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This program can also be used to view or modify any of the data files containing

cell difference observations or cell emfs.

The following programs operate on the old minicomputer and are in the process

of being converted to run on the new minicomputer.

VFORMAT - This program takes data in the format produced by READBOX and
converts it to "Analysis" format for the program described below.

ANALYSIS - This program (and a number of variants created for special

purposes) produces control charts of cell emfs and cell temperatures on a line

printer. The program also performs a linear fit to the cell emf and can be used
to predict the emf of cells at a given time. This is used for calculating VlaB
VnbS froni the Volt Transfer Program transport cells.

REPORT - This program in conjunction with ANALYSIS above is used to

produce a final VTP report. This program performs text formatting, combining
the test report text with the values obtained from ANALYSIS.

BFORMAT - This program converts the READBOX data into a format
compatible with EMF below. This is necessary as EMF was originally written
for operation with an entirely different measurement system. When completely
converted to the new minicomputer, BFORMAT will be bound with EMF to

produce one program.

EMF - This program compiles standard cell emf data for the regular calibration

service. The data are printed out, statistical tests are applied to determine if the

data are sufficiently stable and if the temperature correction is reasonable, and
a calibration uncertainty is calculated.

CELL REPORT - This program in conjunction with EMF produces the final

calibration report for the regular calibration service.
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Solid-State Voltage Standard
Performance and Design Guidelines

BRUCE F. FIELD

1. INTRODUCTION

OVER the past six years the Electricity Division has examined and analyzed the performance

of nearly all high-quality commercially-available solid-state (Zener) voltage standards. Based
on our observations to date we offer the following set of design guidelines to define what we
believe is required in a modem solid-state voltage standard to supplement or replace current

standards using saturated cadmium-sulfate standard cells. This document is not a complete
specification for a voltage standard but the ideas contained herein should be considered when
defining the requirements for a voltage standard. It should also not be inferred that any stan-

dards that meet the requirements of this document are necessarily endorsed by NBS as the best

or only suitable standards available.

For our purpose here we define a voltage standard as a complete instmment in one box that

is based on a solid-state reference, is powered by the ac line or internal batteries, and continu-

ously produces one or more stable voltages. This note presents guidelines that describe two
types of solid-state standards with outputs at the 10 V and 1.018 V levels. The first type is a

laboratory standard intended for maintenance of a local unit of voltage, while the second is a

transport standard designed for comparing two laboratory units of voltage at the 10 V and
1.018 V levels. The laboratory standard is intended to be used as part of a group of like stan-

dards to maintain a unit of voltage at the 10 V level to an accuracy of 0.3 ppm (la) after correc-

tions have been applied for drift of the standard, and the transportable standard is to be used to

transfer a unit of voltage between laboratories to an accuracy of 0.1 ppm (la). (All uncertainties

in this note are expressed as one standard deviation estimates.)

The guidelines have been divided into two categories, one describing the operational per-

formance of a standard and the second describing important circuit design considerations. The
performance guidelines identify the important characteristics of standards such as voltage output

stability, output noise, battery life, weight, etc. In the discussion of the performance guidelines

we generally do not recommend a particular design for the circuitry of the standard, we only

consider the end performance. However, there are several qualities we consider important in

the design of the electrical circuitry and these are discussed as design guidelines. Table I is a list

of all the guidelines in approximate order of importance.

For each performance guideline a specific goal has been developed to serve as a guide for

writing a detailed solid-state voltage standard specification and also as a guide to anyone evalu-

ating such a standard. Certain gods have been made intentionally stringent because either they

are additive in nature or they are easily achievable with present technology. We believe that

most of the goals described here are attainable using present technology. Where appropriate,

differing goals between the laboratory standard and transport standard are noted in the discus-

sion of the guideline. A summary of all the performance goals is given in Table n at the end of
the paper.
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Table I

List of Guidelines

Performance

P 1 . Long-term drift (stability) of the voltage outputs*

P2. Sensitivity of the voltage outputs to power interruptions.

P 3 . Noise on the voltage outputs.

P4 . Temperature coefficient of the voltage outputs.

P5 . Regulation of the voltage outputs with respect to the supply voltage.

P6. Load regulation of the voltage outputs.

P7 . Change of the voltage outputs with ac imposed on the output terminals.

P 8 . Operating time under battery power.

P9 . Recovery time of the voltage outputs after transport

P 1 0. Electric^ isolation of the voltage outputs.

P 1 1 . Protection of the voltage outputs.

P 1 2 . Battery recharge time.

P 1 3 . Adjustment range of the voltage outputs.

P 1 4. Terminal posts for the voltage outputs.

P 1 5 . Environmental operating conditions.

P 1 6. Physical shock during shipment.

PI 7. Weight
P 1 8 . Panel indicators.

PI 9. Battery life.

P20. Provision for an extra battery.

P2 1 . Compliance with electrical safety standards.

Design

Dl. Multiple independent references.

D2. Independence of multiple outputs.

D3. Quality of the 1.018 V output
D4. Elecuical isolation.

n. PERFORMANCE Guidelines

PI. Long-term drift (stability) of the voltage outputs.

Goal PI: The long term drift of each reference should be less than

2 ppm/year at 10 V with day-to-day variations less than 0.1 ppm.

A standard with a stable low-drift output voltage is essential when the standard is to be used

to maintain a local laboratory unit of voltage. Although we have observed that the drifts of most
standards are generally linear and predictable, a stand^d with a large drift may require that it be

periodically adjusted or that corrections be applied to the data. Presently-available standards are

capable of stabilities of ±4 ppm/year or better at the 10 V level. Figure 1 shows the stability

performance of the 10 V output of a typical commercial standard. This particular standard has a

drift of +0.95 ppm/year with a residual standard deviation of the fitted line of 0.07 ppm.
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Fig. 1. Long term drift of a typical 10 V standard.

Fig. 2. Detail of structure in the voltage output of a typical 10 V standard.

As can be seen in Fig. 1 there is additional structure in the output voltage that produces day-
to-day variations of up to several tenths of a part-per-million from the general drift line. This is

typical of most standards tested but the cause is not yet understood. For best accuracy in deter-
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mining the stability of the standard it should be monitored for at least six months to predict an

annual drift rate. Figure 2 illustrates what can happen if insufficient data are used. Using data

taken over a three week period between months 1 and 2, a slope of +6. 1 ppm/year is calculated,

but this is in error by a factor of six! (In fact for this example no one month period of data

comes close to predicting the annual drift rate.) This day-to-day variation in the output makes it

difficult to accurately predict an annual drift rate with much less than six months of data. (This

problem also exists with standard cells!)

Most standards tested exhibited fairly linear drift rates. For each standard used as part of a

volt maintenance procedure the drift rate should be accurately determined by long-term mea-
surements and periodic corrections applied to the value of the standards to correct for the ex-

pected drift. If instead each standard is assumed constant between calibrations an additional

uncertainty must be added due to its drift Data to date show that the drift rate of most standards

is considerably larger than the uncertainties of the drift corrections, thus the uncertainty of

maintaining a volt at the 10 V level can be reduced substantially, usually from about 2 ppm to

better than 0.5 ppm, by coirecting for the expected drift.

In all presently-available commercial standards the 1.018 V (and 1 V) outputs are derived

from the 10 V output using internal resistive dividers. The 1.018 V (and 1 V) outputs of most
standards have been found to be significantly less stable and have more day-to-day variation

than the 10 V outputs. Drift rates are typically 2 or 3 times worse than the drift rate of the 10 V
output. Two standards have been observed for which the 1.018 V output drifted at a rate of

greater than 1 ppm/week while the 10 V output showed random variations of 0.2 ppm with no
detectable drift. For presently-available standards we do not recommend that the 1.018 V out-

puts be used as a general replacement for standard cells. One exception is the use of the 1.018

V output as a transfer standard where it is carefully calibrated and used within a short period of

time (<1 day).

P2 . Sensitivity of the voltage outputs to power interruptions.

Goal P2: Voltage output shifts resulting from power interruptions

or abrupt ambient temperature changes of 20 °C or less should be
less than 0.1 ppm.

Although standards based on Zener diodes generally perform best if the diode is continu-

ously powered and kept at a constant temperature, it is likely, especially during shipment, that

the standard will occasionally lose power. In addition to the interruption of current to the diode,

the temperature-controlled oven (if there is one) may cool to ambient temperature. The power
loss may be due to lengthy shipping times or an extended ac power outage in the laboratory. If

this happens it is necessary that after restoration of ac power the standard return to exactly the

same voltage it had before the power outage occurred.

We have conducted power interruption tests on a number of commercial standards and have
found that the magnitude of the observed voltage shift is vaguely dependent on the individual

standard rather than the type of standard being tested; some standards consistently showed small

changes while others exhibited changes as large as 2 ppm [1,2].

Figure 3 shows NBS measurements of the 10 V outputs of two temperature-controlled

standards. During the two gaps the standards were shipped to (and returned fi-om) another lab-

oratory with the oven turned off during shipment. We estimate the units were off power for

approximately 8 hours during each shipment. The first one or two points of SN 10 starting at 3

months and possibly the first six points at 4.6 months may be inconsistent with the remaining
points and likely indicate a change and recovery of the standard. Fitting straight lines to the two
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sets of data (excluding the two points at 3 months) yield residual standard deviations of

0.100 ppm and 0.052 ppm for SN 10 and SN 11, respectively. Examining the deviations of

the individual points from the fitted lines, we conclude that except for the initial recovery of

SN 10 there is no indication that the standards were significantly affected (<0.1 ppm) by the

shipping process.

A second test on the same two temperature-controlled standards was conducted by carefully

calibrating their 10 V output in terms of the U.S. Legal Volt for a five-day period, abruptly re-

moving the power and allowing the ovens to cool to room temperature for a two-day period

(typically Saturday and Sunday), and then restoring the power Monday morning and repeating

the process six times. The first six points for each of the standards in Fig. 4 represent the

mean of the five (approximately) measurements. After the sixth week, the standards were
shipped to other laboratories with the power turned off during shipment. The last four points of

Fig. 4 are the calibrations while at NBS. Each point represents the mean of from 1 1 to 64 daily

measurements. Least-square lines were fitted to the data where each point was weighted in-

versely proportional to the number of daily measurements. The residual standard deviations

based on an average of ten daily measurements are 0.049 and 0.045 ppm for SN's 10 and 11,

respectively.

One nontemperature-controlled standard was tested by cooling the standard from room
temperature (23 °C) to approximately 4 °C and holding it there for about 10 hours with the

power removed. Measurements were begun one day after resumption of power to the standard

and its return to room temperature. Figure 5 summarizes the results of the test. The 10 V out-

put of the standard showed a consistent increase in value after each outage but the magnitude of

the shift was unpredictable.

Fig. 3. NBS measurements of the ten volt outputs of two temperature-con-
trolled standards. The standards were shipped via air freight to another

laboratory and returned to NBS at the times indicated by the arrows.

During all four shipments the power was turned off.
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Fig. 4. NBS measurements of the ten volt outputs of two temperature-con-

trolled standards. Each point represents the mean of a number of mea-
surements. For the first six points the power was turned off between
each point to simulate the shipping environment. The standards were
shipp^ air freight to several laboratories between the latter four points.
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Fig. 5. Measurements of ten volt outputs of a nontemperature-controlled stan-

dard. At the times indicated by the arrows, power was removed from
the unit and it was cooled to 4 °C for approximately 10 hours. Mea-
surements were resumed after the unit was returned to room temperature

(23 °C).
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Almost all standards tested (temperature-controlled or not) showed non-reproducible shifts

when subjected to power interruptions and abmpt temperature changes. Although it was not

generally possible to predict exactly the direction and magnitude of the shift, several standards

consistently showed small random shifts, <0.1 ppm. Such a value could be used for these

standards as a reliable estimate of the uncertainty caused by power interruptions

.

P3 . Noise on the voltage outputs.

Goal P3: Noise output of any voltage output should be <0.1 ppm
rms in a bandwidth of 0.01 - 10 Hz. Day-to-day variations (where
sufficient measurements are averaged to negligibly reduce short-term

noise) should be less than 0.1 ppm (la).

Measurement errors caused by self-generated noise on the voltage standard outputs in the

frequency range 0.01 - 10 Hz (short-term noise) can be reduced by having the measuring sys-

tem integrate the signal over a suitable period. Noise produced at higher frequencies is (or

should be) rejected by the measuring system. Noise in the fi'equency range 0.0()001 - 0.01 Hz
(day-to-day scatter) in some cases may be reduced by averaging measurements of the standard

over several days, but for many tests it must be included as part of the uncertainty of the stan-

dard. Available standards typically limit the noise at the ou^ut terminals to <0.1 ppm (<1 |iV

rms on the 10 V range, and <0.1 |XV rms on the 1.018 V range) in a bandwidth of 0.01 - 10 Hz
which is consistent with the day-to-day scatter observed for most standards [4-6]. The short

term noise should be smaller than the day-to-day scatter of the standard so as not to contribute

significantly to the latter. Special tests may be required to ensure that all parts of the measuring
system are insensitive to noise produced in any other part of the measuring system.

P4 . Temperature coefficient of the voltage outputs.

Goal P4: The temperature coefficient of any voltage output should

be less than 0.01 ppm/°C.

Standards intended for use in a laboratory environment (±2 °C) should have temperature co-

efficients of the output voltages of 0.01 ppm/°C or less to preclude the necessity of applying

temperature corrections. This can be readily achieved with temperature-controlled standards.

Figure 6 shows the temperature dependence of the 10 V output of a typical temperature-con-

trolled standard. An additional allowance will usually have to be included for the 1.018 V out-

put because of the temperature coefficient of the resistive divider. Including the divider in the

oven will minimize the temperature coefficient and eliminate any temperature hysteresis effect of

the resistors.

Figure 7 shows the temperature dependence of the 10 V output of a typical nontemperature-
controlled standard with respect to the ambient temperature. The standard is designed to to have
a zero-temperature-coefficient at normal room temperature but does not meet goal P4. Non-
temperature-controlled standards may also have compensation circuits to monitor the ambient
temperature and apply an electrical correction to the output voltage. This can be done with rea-

sonable success over a limited temperature range. But, nontemperature-controlled standards

may be affected by large abrupt changes in ambient temperature causing their output to perma-
nently change. Any nontemperature-controlled standard intended for transport should be
checked for tiiis property.
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Fig. 6. Deviation of the ten volt output of a temperature-controlled standard

when subjected to changes in ambient temperature.

Fig. 7. Deviation of the ten volt output of a nontemperature-controlled standard

when subjected to changes in ambient temperature.
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P5 . Regulation of the voltage outputs with respect to the supply voltage.

Goal P5: The maximum change in any output voltage should be

0.01 ppm or less over the supply voltage range (ac and battery) of

the standard.

Specifications for the maximum change in the output voltages of presently-available stan-

dards are typically 0.05 ppm or less for a momentary or prolonged change in the ac mains volt-

age anywhere within the operating range specified for the standard. In some cases a small set-

tling time is also specified. If the standard is to be operational at full accuracy under battery

power then the supply regulation specification must also apply to battery operation. A light or

other indicator should be included to indicate when the battery voltage is sufficient for the stan-

dard to be within specifications. For highest-accuracy standards, supply-regulation-dependence

should be 0.01 ppm or less over the operating range.

Figure 8 demonstrates a typical change in a nontemperature-controlled standard when it is

unplugged from the ac mains at time 0 and allowed to run from its internal batteries. In this case

we believe the initial drift during the first hour is due to cooling of the power transformer within

the standard as the output voltage is not correlated with the supply voltage. A similar but oppo-

site change is observed when the standard is reconnected to ac power.

0.15

E 0.10

I 0.05

>
g 0.00

-0.05

0 12 3 4

Hours

Fig. 8. Change of the ten volt output of a nontemperature-controlled standard

when switched firom ac mains to battery operation at time 0.
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P6 . Load regulation of the voltage outputs.

Goal P6: The output resistance of the 10 V range should be

0.001 n or less with a 2 mA current capability for a laboratory

standard and less than 1 kQ for a transport standard. Output resis-

tance of the 1.018 V range should be 1 kO or less. The output re-

sistances of all ranges should be specified by the manufacturer so

that the user may apply a loading correction if desired

All presently-available commercial standards use a buffer amplifier to provide a low resis-

tance output at the 10 V level which is capable of supplying or sinking 2 to 10 mA. The 10 V
output may be used in a limited manner to accurately drive a Kelvin-Varley divider for calibra-

tion purposes.

Available standards specify output resistances from 0.005 to <0.5 Q. Connecting a 100 kI2

Kelvin-Varley divider to Ae 10 V tap of a standard with a 0.005 12 output resistance will change

the output 0.05 ppm, while a standard with an output resistance of 0.5 Q. will change 5 ppm.
We have observed that even standards with output resistances as high as 0.5 12 provide a stable,

albeit different, output voltage when driving a divider. But, caution must be used if the stan-

dard is calibrated without the divider and then used with the divider to calibrate other instru-

ments. In this situation it is preferable to leave the divider permanently attached and calibrate the

standard through the Kelvin-Varley, i.e., set the divider to 0.999999X and use the output of the

divider. Small errors from voltage drops in the input leads to the divider are also cancelled us-

ing this method.

The 1.018 V outputs of standards are generally derived from the 10 V outputs by internal

resistive dividers with typical output resistances from 800 to 1000 Q. Thus no loading is per-

mitted on the 1.018 V ou^ut - all measurements should be done using a potentiometric method.

P7 . Change ofthe voltage outputs with ac imposed on the output terminals.

Goal P7: All voltage outputs should exhibit a change of less than

0.01 ppm when a DVM (8 mV noise pk-pk, 1 kHz - 5 MHz BW) is

connected to that output

Diodes and other non-linear elements in the circuitry can rectify ac noise introduced at the

output terminals from external sources such as digital voltmeters [3]. This can produce a sub-

stantial dc shift in the output voltage of the standard when the noise source is connected to the

standard. These shifts have been observed using the monitoring system shown in Fig. 9. A
digital voltmeter was used as the measuring instrument shown in the figure and was alternately

connected and disconnected to the standard under test while null detector (D) was monitored.
The null detector must be known to be insensitive to ac for this test; a mechanical galvanometer
is recommended. Additionally a filter may be added at the output of the divider to reduce ac

coupling to the detector and the standard cell. A number of standards were tested and showed
changes in the range of <0.01 ppm to 30 ppm. In each case the outputs immediately returned to

their original values when the digital voltmeter was disconnected from the circuit. TTie voltmeter

used for this test was a common 6-1/2 digit model that produced approximately 8 mV of noise

peak-peak in the 1 kHz to 5 MHz frequency band.

This problem can introduce a nearly undetectable systematic error in a calibration process if

the user is unaware of it Suppose the standard is calibrated in the calibration laboratory against

standard cells using passive apparatus with presumably little ac noise; the "correct" value is thus

obtained. If later the standard is used on the production line to calibrate a digital voltmeter, the
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standard's output shifts because of ac noise produced by the voltmeter and the voltmeter reading

is in error. We found that the dc changes produced by individual instruments (e.g. voltmeters)

are extremely reproducible from day-to-day and thus reproducible measurements cannot be tak-

en as a sign that there is no problem.

Fig. 9. Test circuit for measuring the sensitivity of an unknown solid-state

standard to ac generated by the measuring instrument.

P8 . Operating time under battery power.

Goal P8: The battery should supply power for operation of a

transport standard for 72 hours at a 20 °C ambient temperature.

Laboratory standards may require battery operation for maintenance of the standard during

laboratory ac power outages to prevent unpredictable shifts in the outputs, or for special tests

that require the standard to be completely isolated from the ac mains and/or ground. The dura-

tion of power outages is unpredictable of course, but an 8 to 24 hour battery operating time

would seem reasonable. Special tests involving the standards may impose other battery operat-

ing conditions and require a more lengthy battery operating time.

Transport standards that are to be shipped under battery power via air freight will need con-
siderably longer battery operating times. Our experience with transporting three standards

within the United States via several guaranteed 24-hour/ovemight delivery services leads us to

conclude that 72 hour battery operation is desirable [1]. Shipping standards by air within a

24 hour time frame requires careful coordination between the laboratories, often with laboratory

personnel delivering the standard to, and picking up the standard from, the airport. We consid-

er a battery operating time of 24 hours to be unacceptable for a transport standard, although in

some cases it is possible to extend the operating time by including additional batteries in the

shipping container. This is less desirable as two massive objects in the same container are more
likely to cause damage to each other than one alone.
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An alternative to this approach is to design the standard to be shipped with the power turned

off. Thus there is no limit imposed on shipping time by the battery operating time. (This may
also save substantially on the weight of the standard; see guideline P17.)

P9. Recovery time ofthe voltage outputs after transport.

Goal P9: All voltage outputs should recover to within 0.02 ppm
of their final value in less than 2 hours after restoration of ac power.

If the standard is shipped under battery power with the oven operating there is no reason to

expect a significant change in the output after restoration of ac power and hence no recovery

time is expected. Most manufacturers recommend shipping their standards under power for

highest accuracy transfers. If the manufacturer suggests that transfers can be made not under

power a recovery or settling time to the final-expected-value should be specified to indicate

when the standard will be ready for use. For example: "After shipping, the output voltage will

be within 0.5 ppm of it's final value 8 hours after restoration of ac power."

We have made a number of transfers with two temperature-controlled standards that were
shipped not-under-power (see guideline P2). One of the units never showed any significant re-

covery effects; the unit was received in the laboratory one day, and measurements begun the

next day agreed with succeeding measurements within the normal day-to-day scatter. But, the

first two or three day's measurements on the second unit often, but not always, were in slight

disagreement with succeeding measurements. Figure 3 shows an example of this recovery be-

havior where both standards were shipped together in the same shipping container. SN 10 at 3

and 4.6 months apparently shows recovery effects, while SN 1 1 appears to be unaffected.

A special situation may exist where the unit is manually switched to a "transit" mode and
during this time the standard is not intended to provide it's specified accuracy. In this mode the

batteries may be used only to maintain a constant diode current while the oven control is turned

off to conserve battery power or, the diode current may not be closely regulated. In this case a

recovery or settling time should be specified, or a front panel light provided, to indicate when
the standard is at fiSl specified accuracy after being switched back to "operate".

P 1 0 . Electrical isolation ofthe voltage outputs.

Goal PIO: Greater than 10^ ^ from any output to any other out-

put, to ground, or to the ac mains.

The output(s) of the standard must be well isolated from the ac mains and ground, and when
multiple references are provided they should be isolated from each other. Many experiments
and calibration procedures rely on the standard producing an output that may be "floated" off

ground. The typical user is most likely familiar with standard cells which usually have excel-

lent isolation, between cells, to ground, and to the ac mains, and is unlikely to consider that

Zener standards should behave any differently. If the multiple outputs of the standard cannot be
connected in series to produce a larger voltage, the user should be specifically warned of this.

Unlike the cell, the Zener standard is connected to the ac mains and operates with much higher
internal voltages; they typically have voltages as large as 24 V at some portions of the circuitry.

Thus a 1.018 V output could possibly be driven to as much as 24 V above ground by leakage
resistances from the circuitry to ground.
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P 1 1 . Protection of the voltage outputs.

Goal Pll: There should be no lasting effects from shorting or

applying up to 1000 V (current limited to 25 mA) across any output

or between any output and ground.

As a minimum, the standard should be unaffected by indefinitely shorting any of the out-

puts; the output should return to its original value soon after the short is removed. If the time

required to return to the original value is greater than a few seconds, a settling time should be

specified. There should also be protection against inadvertent application of 1(XX) V to any of

the outputs. Such a situation could happen during calibration of a dc calibrator with 1(XX) V
capability.

P 1 2 . Battery recharge time.

Goal P12: The battery recharge time should be 24 hours or less

for fully discharged batteries and the charging circuit should not

overcharge the batteries.

The time required to recharge the internal battery (if any) is generally not a problem. If the

standard is being shipped to a laboratory for calibration, several days at a minimum will be re-

quired for the ciibration and this usually far exceeds the battery recharge time. The optimum
recharge time will depend on the charging method and the particular battery being used. A
recharge time from 14 to 24 hours for fully discharged batteries is reasonable. The charging

circuit should not overcharge that batteries if left permanently connected.

P 1 3 . Adjustment range of the voltage outputs.

Goal P13: No adjustable elements should be included for regula-

tion of the final output voltages.

For best stability we recommend that there be no adjustable elements in the output circuitry.

The output should be trimmed initially at the factory using fixed-valued components, and not

adjusted afterward. The standard should be used the same way standard cells currently are;

each standard is assigned a calibrated value which is not necessarily the nominal value. We also

recognize, however, that some applications require standards that produce an exact nominal
value. In this case a separate adjustable output, with an adjustment range only large enough to

compensate for the expected drift of the standard, may be added to the standard. The adjust-

ment device should have a continuous resolution of 0. 1 ppm or better.

Because of the physical shock encountered by transport standards during shipping (we have
observed over 120 g's), we recommend that adjustable elements never be included in standards

designed for transport.

P 14 . Terminal postsfor the voltage outputs.

Goal P14: The standard should have separate low-thermal-emf
terminals for each reference output, arranged for easy inter-

connection.
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Low-thermal-emf (e.g., copper) binding posts should be used for all voltage outputs.

Separate common terminus should be provided for each voltage output. We judge separate

common terminals to be more reliable as only one wire or lug is connected to the terminal.

Where multiple references or output voltages use a single common terminal, there is a ^eater

likelihood that one or more of the wires on the terminal will make a poor contact. Switched

outputs (i.e., multiple references switched to a single output) should not be used under any cir-

cumstances because of the probability of poor switch performance and the inability to use the

standard with an automated switching system.

In a standard with multiple references, intercomparisons between the references can be done
easily, even with multiple commons, if the common terminals are arranged in line with one an-

other to permit a single copper shorting wire to be placed across all of them. The measuring in-

strument can then be connected between pairs of positive terminals to complete the measurement
circuit.

P 1 5 . Environmental operating conditions.

Goal P15: The standard should operate at full accuracy under
normal temperature, pressure, and humidity excursions encountered

in the laboratory.

All accuracy specifications should apply when the standard is at laboratory conditions. If

degradation of the specifications is necessary for use under less optimum conditions, e.g., on a

production line, the revised accuracy specifications should also be stated.

Laboratory conditions

Temperature range: (23 ± 2) ®C
Humidity: 10 to 60 %RH
Altitude: -300 to 2000 m

P 1 6 . Physical shock during shipment.

Goal P16: A transport standard and its shipping container should

be designed to accept g-forces as high as 120 g's in any direction

without damage. A shipping container should be recommended or

supplied.

Standards designed for transport will likely require protection with a shipping container

containing additional packing material. We have shipped a number of standards in foam lined

shipping containers and have instrumented them with ball-and-spring type shock indicators.

The combined weight of the standard and shipping container was approximately 27 to 36 kg and
the shock indicators were securely fastened to the standards. These indicators are rated for a

particular g-force and the internal springs and balls fly apart if the enclosure is subjected to the

rated or greater force. During almost all shipments forces of at least 60 g's were encountered,
and during one shipment a force of greater than 120 g's was recorded.

During this time we noted a pattern of serious damage when standards were shipped in a
particular shipping container with approximately 5 cm of foam insulation surrounding tiie stan-

dard. In each case the standard was of a type with a removeable battery pack, and a printed cir-

cuit board that mates with a connector inside the instrument shifted during shipment, shorting

out the battery and charring the printed circuit board.
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P17. Weight.

Goal P17: A transport standard should weigh less than 9 kg
(20 lb.), 13.6 kg (30 lb.) including it's shipping container.

Since laboratory standards are (or should be) rarely moved, weight is not an important con-

sideration. Practically, the standard should be movable by one person, and most presently-

available standards meet this criteria having a weight of 18 kg or less.

Weight is more of a problem with transport standards as heavy items generally suffer

rougher handling during shipment. This is one area where present standards are seriously

laclang. It is necessary to produce a multiple reference transport standard that weighs less than

9 kg. Anything weighing much more than this is unwieldy and distinctly less useful as a trans-

port standard. Remember, the competition is a 4-cell standard cell enclosure weighing 1 1 kg
(13.6 kg with the shipping container). As batteries usually account for a substantial portion of

the weight of a standard, a considerable savings in weight can be achieved if they can be re-

duced or eliminated. Thus, the weight of a transport standard can be reduced by designing it to

be shipped with the power turned off.

P 1 8 . Panel indicators.

Goal P18: A standard should have suitable front-panel indicators

to clearly verify that the unit is operating properly.

The standard should have suitable front-panel indicators to verify that the unit is operating

properly. These include (1) an oven temperature indicator or monitoring device, (2) a battery

charge light to indicate whether the battery is charging and when it has reached full charge, (3) a

power failure indicator to monitor any power interruptions to the reference or oven, (4) an ac

power light to show when the unit is operating from the ac mains, and (5) an indicator to show
when the battery is within its operating voltage limits.

PI 9. Battery Life.

Goal P19: Batteries should supply at least 50% of rated capacity

for 2 years.

As batteries age, their capacity decreases, decreasing the operating time of the standard

while on battery power. One of the most annoying problems we have had is verifying the ca-

pacity of a set of batteries installed in a standard. The most frequent cause of unsuccessful

transfers is unknown battery capacity that is a fraction of the specified capacity. The manufac-
turer should recommend a test procedure for verifying the capacity of the batteries. Alterna-

tively, a regular replacement schedule could be recommended.

It would be extremely desirable to include some kind of test circuit in the standard to detect

marginal or failing batteries. Another approach might be to mount the batteries in a chassis or

box that can be removed without opening the instrument, to provide for the easy interchange of
suspect batteries with good batteries. The suspect batteries could then be tested outside the

standard using a procedure recommended by the manufacturer.
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P20. Provisionfor an extra battery.

Goal P20: A connector should be provided on the standard to

permit the use of additional external batteries to extend the operating

time of the standard

Transport standards should provide a connector on the standard for connecting an external

battery to extend the operating time for lengthy shipments. The extra batteries should be

charg^ by the internal charger of the standard. A desirable feature would be to provide for op-

eration on 12 V dc so that during shipment by automobile the electrical system of the car can be

used to power the standard.

P2 1 . Compliance with electrical scfety standards

Goal P21: The standard should comply with all applicable U.S.

and international safety standards, such as UL 1244, lEC 348, and
VDE 0411-1973.

m. DESIGN Guidelines

D 1 . Multiple independent references.

It is absolutely necessary to use multiple standards, or a standard containing multiple refer-

ences, to evaluate the errors associated with transporting a standard from one location to anoth-

er. When only one reference/standard is used there is no way to assess the uncertainty of a par-

ticular transfer other than by using data from similar previous experiments. When using multi-

ple references/standards, changes in the relative differences between the references as measured
at both locations can be used as a statistical check or assessment of that part of the uncertainty

involved with the transport of the standard.

Multiple independent references contained within a single standard (not multiple outputs

from the same reference) are a convenient way to provide redundancy in establishing or

transporting a unit of voltage. Just as standard cell enclosures are never designed for only one
cell, Zener standards should contain more than one reference device. More is almost always

better, however a reasonable number of reference outputs is on the order of four to six, with

each reference providing a 10 V and 1.018 V output. If there are too few references there is not

enough redund^cy, if there are too many references then too many measurements are required.

The dtemative of using multiple standards instead of a single standard with multiple references

is not recommended. This approach is expensive (i.e., more standards, more shipping weight),

inconvenient, and more likely to produce damage to the standards because of rougher hancfling

during shipment.

As noted above (PI 4.), each reference within a standard should have its own separate ter-

minals brought out to the front panel. This permits intercomparison of the individual references

and allows the user to identify noisy references or references that are drifting excessively with

respect to the rest of the group. Algorithms can be developed and applied for statistical removal
of abnormal references from the group to improve the overall stability of the group mean.
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D2. Independence ofmultiple outputs.

The statistical procedures and evaluation of uncertainties referred to in the last section

generally require that the multiple outputs (references) of the standard be independent from one

another with respect to all environmental conditions. If independence is not achieved then the

procedures will underestimate the uncertainty.

Independence among multiple references can be achieved (but not guaranteed) by having

separate power supplies, separate pre-regulators, separate voltage dividers, and separate ovens,

for each diode reference, i.e., build several completely separate standards and house them in

one cabinet If it can be shown that one or more of these items contribute very little to the over-

all performance of the standard then it may be possible to have one common element for all the

references, e.g., a common power supply or oven. We recommend that wherever practical the

designer should avoid using circuit elements common to all the references.

We have evaluated several multiple-reference standards and have observed that the day-to-

day fluctuations in the output voltages are correlated with one another indicating a dependence
between the references. This may be caused by the power supply or the oven (or both) which
are common to all the references. The manufacturer claims that the diode references are specifi-

cally chosen with different temperature coefficients to minimize correlation between the outputs.

D3. Quality of the 1.018 V output.

Zener standards are currently being used as replacements for standard cells and will continue

to be used as such for some time. The quality of the 1.018 V output in most standards is very

poor compared to the 10 V output. Improved dividers must be developed for this application.

Bulk-meti-film dividers may be considered for use in a high-quality 1.018 V standard.

Another divider technology of interest is the time division divider (TDD) used in most high-

quality dc calibrators. This technique involves switching the output between two references,

usually zero volts and some other fixed voltage, and filtering the output to produce a voltage that

is equal to the duty cycle times the fixed voltage. Linearities of 0. 1 ppm or better have been
claimed by manufacturers. This application requires only a simple version of the TDD as only

stability is required - it will operate at a fixed duty cycle. An added advantage, if the duty cycle

is adjustable, is that any required voltage adjustment may be made digitally.

D4. Isolation.

We recommend that each reference in a multiple-reference standard be fully and indepen-
dently guarded, starting with a shield on the secondary of the power transformer and continuing

to the front panel binding posts. If a single transformer is used for multiple references it should

have multiple secondaries, each with it's own shield. Ideally, each reference should have an
individual battery contained within it’s guard, although this presents other problems with
testing, recharging, and replacing the batteries. As an alternative, high-isolation switches
(relays) could be used to disconnect one set of batteries from all the reference circuits when the

batteries are not needed.
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IV. Conclusions

Presently-available Zener voltage standards are reasonable and useful tools for maintenance
of a unit of voltage at the 10 V level to an accuracy of 1 ppm. It has been demonstrated that

when selected standards are carefully used as a transport standard a 10 V unit of voltage may be
transferred between two laboratories to an accuracy of 0.08 ppm. However, present day stan-

dards are lacking in many areas and the preceding guidelines and goals are intended to address

their shortcomings. The goals are generally realistic, being well within the grasp of current

technology; major breakthroughs in technology are not required.

We also recognize that the quality of any individual standard depends heavily upon the

quality of the particular Zener reference contained within it This problem can be traced back to

the poorly understood diode manufacturing process. Additional research needs to be done on
the relationship between Zener diode performance characteristics, especially stability, and
manufacturing process parameters before significantly improved Zener standards can be devel-

oped.
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TABLE

n

Summary of Preformance Goals

Guideline number

P 1 . Long-term drift (stability) of the voltage outputs.

The long term drift of each reference should be less than 2 ppm/year
at 10 V with day-to-day variations less than 0.1 ppm.

P2 . Sensitivity of the voltage outputs to power interruptions.

Voltage ou^ut shifts resulting from power interruptions or abrupt

ambient temperature changes of 20 °C or less should be less than 0.1

ppm.

P3. Noise on the voltage outputs.

Noise output of any voltage output should be <0.1 ppm rms in a

bandwidth of 0.01 - 10 Hz. Day-to-day variations should be less

than 0.1 ppm (la).

P4. Temperature coefficient ofthe voltage outputs.

The temperature coefficient of any voltage output should be less than

0.01 ppm/°C.

P5 . Regulation ofthe voltage outputs with respect to the supply voltage.

The maximum change in any output voltage should be 0.01 ppm or

less over the supply voltage range (ac and battery) of the standard.

P6 . Load regulation ofthe voltage outputs.

The output resistance of the 10 V range should be 0.001 Q or less

with a 2 mA current capability for a laboratory standard and less

than 1 kD for a transport standi-d. Output resistance of the 1.018 V
range should be 1 kLl or less. The ou^ut resistances of all ranges

should be specified by the manufacturer so that the user may apply a

loading correction if desired.

P7. Change of the voltage outputs with ac imposed on the output termi-

nals.

All voltage outputs should exhibit a change of less than 0.01 ppm
when a DVM (8 mV noise pk-pk, 1 kHz - 5 MHz BW) is connected
to that output.

P 8 . Operating time under battery power.
The battery should supply power for operation of a transport stan-

dard for 72 hours at a 20 °C ambient temperature.

P9 . Recovery time of the voltage outputs after transport.

All voltage outputs should recover to within 0.02 ppm of their final

value in less than 2 hours after restoration of ac power.
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P 1 0 . Electrical isolation ofthe voltage outputs.

Greater than 10^ ^ Q from any output to any other output, to

ground, or to the ac mains.

P 1 1 . Protection of the voltage outputs.

There should be no lasting effects from shorting or applying up to

1000 V (current limited to 25 mA) across any output or between any

output and ground.

P 1 2 . Battery recharge time.

The battery recharge time should be 24 hours or less for fully dis-

charged batteries and the charging circuit should not overcharge the

batteries.

P 1 3 . Adjustment range of the voltage outputs.

No adjustable elements should be included for regulation of the final

output voltages.

P 1 4. Terminalpostsfor the voltage outputs.

The standard should have separate low-thermal-emf terminals for

each reference output, arranged for easy interconnection.

P 1 5 . Environmental operating conditions.

The standard should operate at full accuracy under normal tempera-

ture, pressure, and humidity excursions encountered in the

laboratory.

P 1 6. Physical shock during shipment.

A transport standard and its shipping container should be designed

to accept g-forces as high as 120 g's in any direction without dam-
age. A shipping container should be recommended or supplied.

P17. Weight.

A transport standard should weigh less than 9 kg (20 lb.), 13.6 kg
(30 lb.) including it's shipping container.

P 1 8 . Panel indicators.

A standard should have suitable front panel indicators to clearly

verify that the unit is operating properly.

PI 9. Battery life.

Batteries should supply at least 50% of rated capacity for 2 years.

P20. Provisionfor an extra battery.

A connector should be provided on the standard to permit the use of
additional external batteries to extend the operating time of the stan-

dard.

P2 1 . Compliance with electrical safety standards.

The standard should comply with all applicable U.S. and
international safety standards, such as UL 1244, lEC 348, and VDE
0411-1973.
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Abstract—

A

new Josephson array system now maintains the U.S.

Legal Volt. This system is almost fully automated, operates with a typ-

ical precision of 0.009 ^V, and readily allows U.S. Legal Volt mea-

surements weekly, or more frequently if desired. This system was com-

pared to the previous volt maintenance system, and agreement was

made to within 0.03 ppm. This verification is limited by uncertainties

in the resistive divider instruments of the previous system.

I. Introduction

I
MPLEMENTATION of a new Josephson array mea-

surement system to maintain the U.S. Legal Volt began

February 10, 1987. With a Josephson array operating near

1.018 V, groups of primary standard cells are now cali-

brated more easily and quickly than was previously pos-

sible with an earlier measurement system based on a 10

mV, two junction device [1]. Measurements of the pri-

mary cell groups are made more frequently and at least

three times greater accuracy than the older system. To be

assured of this accuracy, the array system was tested ex-

tensively against the original Josephson calibration sys-

tem with its two independent 100: 1 resistive scaling in-

struments. This assured that neither the array chip

circuitry nor the new measurement instrumentation and

procedures introduced any unknown errors.

The development of the Josephson array and its use in

a measurement system have already been described in

some detail [2]-[7]. In summary, the NBS device, simply

called an array, consists of 1500 or more Josephson Junc-

tions connected in series as part of a microstripline distri-

bution network. A 94-GHz millimeter wave Gunn oscil-

lator drives each junction into zero current, quantized

voltage states. (Since this is the frequency normally used,

we will be referring to the step voltage as approximately

2(X) fjiV.) The frequency / and the assigned value of the

quotient of fundamental constants e and h, determine the

voltage between each step. The total number of steps n of

all junctions results in the voltage generated across the

device

y„ = nfl{2e/h).

Selecting different step numbers, as low as one step, pro-

vides many possible voltages. A specific, precisely known

Manuscript received June 10, 1988. This work was supported in part by
the Calibration Coordination Group of the U.S. Department of Defense.

The authors are with the National Bureau of Standards. Electricity Di-

vision, Gaithersburg. MD 20899.
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voltage is then generated by adjusting the millimeter wave
frequency. Negative voltages are generated as easily by

reverse biasing the array (choosing the negative step num-

ber).

11. Array Calibration System

The array calibration system was planned to be flexible

in providing a range of output voltages, to be at least as

accurate as a previous system, and to be automated for

fast, uncomplicated operation. Most of the system com-

ponents are commercially available instruments. The sys-

tem consists of a millimeter wave section for supplying a

known frequency to the array device, an electronic bias-

ing section for selecting a particular step voltage, and a

voltage comparison section for measuring the value of an

unknown reference. A computer coordinates all data ac-

quisition, instrument control, and data reduction. Fig. 1

shows a block diagram of the entire array calibration sys-

tem.

A. Millimeter Wave Hardware

The source for this system is a low noise Gunn diode

oscillator supplying 45 mW over the range 93-95 GHz.

It has several advantages over a klystron: it requires only

an inexpensive and safe 15-V power supply, it does not

require water cooling, and has a long operational lifetime.

A frequency controller containing a synthesizer, phase-

lock circuitry, power supply, and computer interface, is

dedicated to phase-locking the Gunn source over the

whole frequency range. This controller was designed to

stabilize the center frequency to within 20 Hz and reduce

phase noise to a very low value of a few kilohertz. Fur-

thermore, the frequency can be changed in 1-kHz incre-

ments, corresponding to 10-nV changes in the 1-V array

output. The controller also directly supplies voltage for

biasing the Gunn source. It allows electronic frequency

changes of up to several hundred megahertz without caus-

ing extraneous shifts in frequency and power, which could

produce voltage step jumps in the array. The time base is

an external 10-MHz signal, which is derived from a

LORAN C receiver for NBS frequency traceability with

an error of less than 5 parts in 10 ’

.

The millimeter waves are transmitted through WR-10
(75-1 10 GHz) waveguide to a vane attenuator to regulate

the power. A narrow-band low-loss isolator follows and

helps the source lock stably at any attenuation level. To

U.S. Government work not protected by U.S. copyright
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Fig. 1. Schematic of the voltage measurement system based on a

Josephson array.

decouple the electrical ground of the millimeter wave sec-

tion from the probe and dc measurement section, a piece

of Mylar tape and nylon screws interrupt the dc circuit of

the waveguide just before it enters the probe. A short

waveguide transition section is placed here to match the

probe WR-12 (60-90 GHz) waveguide.

B. Electronic Bias Circuitry

The main function of the electronic biasing section is

to select a step at a particular voltage and to provide an

oscilloscope display of the I-V characteristic of the array

for step observation. Presently a digitally-programmable

voltage source with 1-ppm resolution and a low noise,

low impedance output provides a bias voltage to the array.

A custom built oscilloscope plug-in module buffers the

bias source, adds a series resistance to aid in step selec-

tion, and provides the current channel for the I-V display.

The voltage channel for the display is supplied from an

isolation amplifier plug-in connected to the array with a

pair of leads that are separate from the main voltage sense

leads. Because small currents flow through the array, care

must be taken to insure that the connections at the array

are superconducting, otherwise an offset error will be

added to the DVM voltage. The bias plug-in unit itself

can serve as a general purpose, manual bias supply. It

provides a versatile bias control for diagnostic testing of

array chips; and in exploring the array’s behavior it has

proven quite indispensable.

C. DC Voltage Measurement Apparatus

The voltage measurement section of the system (see

Fig. 1) consists not only of a digital voltmeter (DVM) and

low-thermal switches, but three local Zener voltage ref-

erences as well. The switches connect the array in series

opposition to each Zener reference, allowing the DVM to

record only the small difference voltage. Though pre-

sented last, this section is arguably the most significant,

since the components used here limit the accuracy of the

system.

The most critical component is the DVM. Low noise

emission from the input terminals is the first requirement

for its selection. Since any electrical noise interferes with

the functioning of the array, it is hard to quantify an in-

tolerable noise level; increased noise leads to increased

step instability until ultimately the array fails to generate

steps. Five DVM models were tested in the array system,

three of which were studied with a spectrum analyzer for

noise emission. Differences were seen, but only by con-

necting each model into the array circuit and looking at

step stability could we determine whether it was accept-

able or not. A three-stage 40-kHz low-pass LC filter is

currently built into the probe, but two DVM models were

still too noisy. Different units of the same model re-

sponded similarly. Increased filtering is an undesirable

solution to this problem; the time constant becomes ex-

cessively long, the leakage resistance decreases, and the

series resistance increases, all potentially increasing the

systematic errors. Other considerations for a DVM are low

offset-current high input-impedance, and good isolation

from ground, since the array system is susceptible to error

from these sources as is any other precision voltage mea-

surement apparatus.

An important benefit of using a DVM is the flexibility

to make voltage measurements over a wide voltage range.

Analog nullmeters were tried as an alternative to a DVM,
but since the array steps are about 200 pW at 95 GHz,
spontaneous step jumps overload the more sensitive scales

of a nullmeter, causing delays for meter recovery or even

worse, zero offset changes which invalidate previous data.

DVM’s, even on the most sensitive range required for 10-

nV resolution, can easily handle voltages of several

hundred microvolts. Also, having a DVM capable of

measuring at the 1-V level through the same input makes

it possible to determine the step number without prior

knowledge of any reference voltage. Finally, a program-

mable DVM frees the computer to vary voltage bias pa-

rameters while the DVM simultaneously records the vari-

ations as a check for constant voltage. Because of this the

automatic step selection and step viability checking is fast

and reliable.

Two sets of low-thermal switches connect the refer-

ences to be calibrated to the array. The low thermal se-

lector switch (Fig. 1) is a specially modified telephone

relay matrix in a temperature lagged enclosure and is op-

erated with a manual controller to select each Zener ref-

erence as needed. (This switch is also operated under

computer control to connect the Zener reference group to

a comparison system in the standard cell facility for cal-

ibration of the primary standard cell group.) The low ther-

mal reversing switch completes the measurement circuit,

connecting the array, DVM, and Zener reference in ap-

propriate series combinations to eliminate spurious ther-

mal EMF’s.

A group of three Zener references comprise an inter-

mediate voltage standard for transferring the array cali-

bration to the primary group of standard cells. The ref-

erences are adequately stable during the short times

required to transfer to the cells, and during the step selec-

tion procedure they can be abused with large voltages and

transient currents that cells could not possibly endure.

Each reference is individually calibrated under battery
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power, Otherwise they suffer from poor ground isolation

and significant ac pickup.

III. Operation

A. Procedure

The procedure for operating the array is constantly

evolving as programmable instruments are added, there-

fore, only a brief description is given here. There are three

basic stages: 1) initial voltage measurement and fre-

quency calculation, 2) adjustment of the array output to

the proper voltage, and 3) dc voltage measurement. The

low thermal switching is still manually controlled. Step

2) is occasionally done manually when the initial milli-

meter wave power needs special adjustment or the array

is particularly unstable.

Stage 1) is simple. The DVM measures the Zener ref-

erence voltage directly. The Gunn oscillator is manually

tuned to an approximate frequency where the array oper-

ates efficiently, and then the computer calculates the step

number and sets the frequency to closely match the array

to the reference. To determine the correct step, the DVM
must accurately resolve about 100 /xV, one-half the dif-

ference between two steps. This routine is flexible as it

will work as well at any voltage as at 1 V and does not

require the operator to input the approximate value of the

Zener reference.

Next, the array is connected in series opposition with

the Zener reference using low-thermal switches, and then

the computer gradually decreases the millimeter wave

power while adjusting the external voltage bias supply to

select a stable step which nearly equals the reference volt-

age. This second stage of operation has proven to be the

most difficult to automate. Generating array steps requires

a rather specific amount of millimeter wave power which

depends upon the frequency, step number, and array de-

sign; but this power cannot be predetermined. A narrow

range of power is needed to maximize the current ampli-

tude and stability of steps near 1 V, about 20 mW at the

probe top for this system. Once a proper power level is

found, further power changes are generally unnecessary.

The step selection routine starts with a large bias volt-

age applied to the array, roughly 3 mV times the total

number of Junctions per array, to force all the Junctions

into the same polarity. To maximize the probability of

selecting the center of a step, a dc bias (approximately the

desired step voltage) plus an ac oscillation are applied to

the array, with the ac oscillation gradually reduced to zero.

Next, a dither voltage, much smaller than the step cur-

rent, is applied to check for constant voltage and simul-

taneously determine the step voltage. This step finding

sequence is repeated with small dc bias corrections until

the correct step is selected. A high resolution (
I
^V) volt-

age supply is thus mandatory for the selection of a partic-

ular step. If the computer is unable to find a step, the

operator resorts to observing the step pattern on an oscil-

loscope and manually adjusts the power and voltage bias.

The present step selection routine fails perhaps five per-

cent of the time.

Once the desired step is found, all bias oscillations ^re

stopped to prevent unnecessary step Jumps. The fre-

quency is fine tuned until the voltage difference between

the array and the reference is less than 0.2 /xV and the

frequency is not changed again during the measurements

of that reference. Voltages from meter or thermal offsets

remain small so additional frequency tuning is unneces-

sary.

Each voltage difference measurement is an average of

six DVM readings where each reading integrates for about

6 s. Every data point is in turn an average of two mea-

surements, one normal DVM measurement and a second

with the input to the DVM reversed. This immediately

eliminates meter offsets which fluctuate more rapidly than

the thermal EMF’s in the rest of the circuit. Because the

thermal EMF’s are stable over the short 15 min of the full

measurement cycle, five data points of a single array po-

larity are recorded before the array is reverse biased, and

five more points in the reversed polarity complete the

measurement. Alternatively, reversing after each data

point, a desirable procedure if the thermal offsets or Zener

reference voltages change unpredictably during the mea-

surement, adds 10-20 extra minutes for the additional step

searches.

B. System Characteristics

Unless the array produces only discrete steps of con-

stant voltage, array stability is generally reduced and it is

also more difficult to automatically verify a true Joseph-

son voltage state. A certain amount of millimeter wave
power is required to produce steps at the desired voltage,

but too much power decreases the current amplitude of

the steps or worse, generates “array noise,’’ i.e., frac-

tional step values, voltage states between steps, and non-

constant voltage steps. This power attenuation is compli-

cated by the unique response of each array. Definite

resonance coupling is evident where arrays operate per-

fectly with less than 15 mW, while at some frequencies

more than 40 mW is required. Sometimes the same array

generates noisy, unstable steps outside of the frequency

ranges where the steps are ideal.

The voltage biasing circuit provides an external voltage

across the array, but it cannot simply force the array onto

a desired step, because the array itself is an active voltage

source. Constant voltage steps must all cross the zero cur-

rent axis, and each has an upper and lower current limit

determined by the critical current of the Junctions and the

millimeter wave power level. Minutely increasing or de-

creasing the array current beyond a critical value, the edge

of the smallest step, forces the array to Jump from that

step to another where the array voltage is closer to the

bias and the current is reduced to within these critical lim-

its. While the array maintains a constant voltage, there

can exist a voltage difference between the adjustable bias

source and the array, and some current flows within this

circuit through the array. The array current is fixed pro-

portionally to the difference voltage by a resistance in se-

ries with the low-impedance voltage source (see Fig. 2).

G-298



STEINER AND FIELD: VOLTAGE CALIBRATION SYSTEM

Voltage

Superconducting Connection

1'
:

T"r
1 V

1

|i
\

Fig. 2. Voltage biasing circuit. The display on the right shows a typical

l-V plot at any array voltage. The top and bottom of the parallelogram

envelope represent the critical current limits of the array steps. The di-

agonal sides represent the resistive load line for a constant bias voltage.

TABLE I

Estimated One Standard Deviation Sources of Uncertainty in the

Array System Operating at 1 .018 V

Sources of Uncertainty Unccrtninty (ppm)

(1) Random DVM measurement uncertainty 0.007
(2) Switch thermal emfs 0.005
(3) Leakage resistance 0.003
(4) Time base and frequency counting 0.0001

RSS subtotal 0.009

(5) Typical Zener reference noise

and drift for the system 0.019

RSS Total 0.021

Sources (1) and (2) are actually constant in microvolt values and must be
considered as limiting values for array voltages much less than 1 volt.

Source (.1) represents the systematic uncertainty from measurements of
leakage resistance in the probe rf filters.

A high-valued resistor allows the array voltage to be many

hundreds of steps away from the applied bias voltage, but

a low-valued resistor effectively limits the voltage differ-

ence so the array voltage is always close to the bias volt-

age, thus simplifying step selection.

Fig. 2 shows the circuit configuration used for step se-

lection, and the simulated oscilloscope screen plots the

array current against the array voltage to show how the

steps cross zero current. Several different steps are dis-

played by sweeping the bias voltage. The diagonal edge

of the step envelope reveals the circuit load line which

defines the array current values that are possible for a con-

stant bias voltage. Based upon testing of this system, 5-

10 n sufficiently limits the number of states (about 5-10)

in which the array can exist at a single bias voltage. The

voltage-to-current relation could be reduced to only one

step per bias voltage setting by further decreasing the re-

sistance. Unfortunately, the resistance necessary for this,

about 3 Q, induces array instabilities that are not com-

pletely understood.

IV. Sources of Uncertainty

The uncertainties in Table I are in parts-per-million at

the 1.018-V level. We are mainly concerned with cali-

brating voltages at the level of standard cells, so we refer

to these values for the rest of this paper. The total uncer-

tainty of the array system as one part of the volt mainte-

nance procedure is about 0.009 ppm. Note, however, that

the extreme flexibility of the array allows measurements

from 2(X) to ultimately 10 V, therefore, the uncertainty

increases considerably for measurements smaller than 1

V and decreases for higher voltages. The largest contri-

bution comes from the random uncertainties, which are

mostly due to the DVM count error. Another fixed value

contribution is caused by switch thermal EMF’s. Al-

though thermal EMF’s drift minimally in the short mea-

surement time, individual switch contact closures produce

small random thermal EMF’s that are difficult to elimi-

nate.

The total uncertainty more appropriately includes the

influence of the Zener references. The main purpose of

this system is to maintain the unit of voltage, and the Ze-

ner reference group is an integral part of the transfer pro-

cess. The volt is transferred from the Zener group to ten

standard cells used as the primary reference group for

daily workload calibrations. The pooled standard devia-

tion of the mean value for the reference group is typically

0.004 2 ppm, where all the measurements are taken within

one hour. However, the Zener references change ran-

domly from the time of the first standard cell comparisons

to the second set of comparisons about 3 h later. We es-

timate an uncertainty of 0.015 ppm should be included for

these changes. Thus as a conservative estimate for the

complete transfer, we assign 0.019 ppm for a one stan-

dard deviation estimate [8].

Fig. 3 shows the mean EMF of our primary cell group

over time as measured by the array. The prediction of the

primary group voltage is effectively limited by the day-

to-day changes and variable seasonal effects (e.g., hu-

midity changes) in the voltages which are significantly

greater than the overall measurement uncertainty esti-

mated for the array system. This implies that the limiting

uncertainty in using the array to calibrate standard cells is

the variations of the standard cells.

V. Array System Verification

The problem of making an accurate voltage measure-

ment is strongly illustrated in this section, which reviews

our efforts to verify the accuracy of the array system. Be-

fore adoption as the source of the U.S. Legal Volt, it was

necessary to insure that the new array system had no un-

known errors. Previous tests for differences between ar-

rays resulted in no measurable effect to 5 parts in 10‘^,

and later to 2 parts in lO'^ [9], [IB]. However, this tested

the universality of the Josephson frequency-to-voltage

conversion ratio and applied only to the array chip itself.

We conducted two different types of tests, an indirect

comparison of the array to a conventional two-junction

Josephson device at 10 mV, and a check of the ratio of

the array output at 1 V and 10 mV using two room tem-

perature voltage scaling instruments.

A brief description of the scaling instruments involved

is necessary to understand these tests. Both scaling instru-

ments contain resistance networks and power supplies de-

signed to produce two voltages, 1.018 V and 10.18 mV
where the 100: 1 ratio can be self-calibrated. One of the
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Fig. 3. History of the primary cell group since the adoption of the array

based-voltage measurement system. The solid line is the linear fit to all

of the points.

instruments, a series-parallel comparator (SPC), was used

for maintaining the U.S. Legal Volt from 1972 to 1987

[11]. It contains two resistance networks, each of ten equal

resistors with one network connected in series while the

other is connected in parallel for a 100: 1 voltage ratio.

The second divider instrument, the Cascade-Interchange

Comparator (CIC), had originally been used to check the

scaling accuracy of the SPC [12]. The CIC basically con-

sists of two strings of resistors to provide a 100 : 1 ratio

but they can also be compared to each other using a series

of Wheatstone bridges for a complete self-calibration.

Thorough checks for possible systematic error sources in

both instruments were performed, the estimated totals

being 2.8 and 3.1 parts in 10* for the SPC and CIC, re-

spectively. For the CIC, the operating procedure requires

at least six h to complete.

Initially we calibrated a Zener reference with both the

array system at 1.018 V and the established volt mainte-

nance system based upon a two-junction Josephson de-

vice. To our surprise, we observed a 0.129-ppm differ-

ence. We later substituted the array chip (10.18 mV) and

its millimeter wave source for the equivalent section of

the older apparatus. This produced a difference of 0. 165.

This indirect comparison implied that an array at the 10-

mV level agreed with a conventionally-biased Josephson

device to -0.036 ± 0.05 ppm.

It was still necessary to resolve the 1-V level differ-

ences to verify the scaling of the array and/or the scaling

instruments. For these tests a Zener reference was cali-

brated with the array at 1.018 V and also with the SPC
using the array at 10.18 mV. All aspects of the SPC in-

strument were checked before the array comparisons: in-

dividual resistor matching, low-thermal solder connec-

tions, leakage resistance, temperature stability, tetrahedral

junction errors, and switch contact integrity. Eventually

a thermal offset voltage was located in one of the switch

contacts of the SPC, which was producing the unantici-

pated error. We measured this offset at various times as

0.14-0.18 /xV and incorporated it as a correction to the

SPC comparisons. Complete comparisons were per-

formed three separate times over more than a year, each

measurement taking more than 3 h. The difference be-

CIC - Array

1

1
^

1 ^

i 1 1 1 I I

-0.10 -0.05 0,00 0.05 0.10
ppm

Fig. 4. Average differences obtained from the comparisons between the

array, SPC, and CIC systems. The error bars represent the combined

random and estimated systematic uncertainties of each system.

tween the two systems (Array-SPC) in scaling to the 1-V

level was —0.009 ± 0.031 ppm, as shown in Fig. 4. Er-

ror bars represent the pooled random and estimated sys-

tematic uncertainties (la). The CIC checks and array

comparisons were similar to those involving the SPC but

taking even longer, up to 6 h. The CIC/Array comparison

(CIC-Array) resulted in a difference of 0.003 ± 0.069

ppm. The uncertainty assigned to this value is high be-

cause only one test was conducted due to its greater dif-

ficulty.

Additional experiments directly checked the 100:1 ra-

tios of the SPC and CIC by comparing the high and low

voltage sides of each instrument. Fig. 4 summarizes the

average result from three SPC-CIC comparisons, -0.023

± 0.(H3 ppm. The assigned uncertainty includes the sys-

tematic uncertainties of both the CIC and the SPC. The
uncertainties in the SPC and CIC obviously limit all these

verification tests of the array system. However, the over-

all agreement among these comparisons is clearly quite

satisfactory and we can safely conclude that the array sys-

tem uncertainty, relative to the previous U.S. Legal Volt

system, is within 0.031 ppm at the 1-V level.

VI. Conclusions

The array system has unquestionably improved the ac-

curacy and speed with which our volt calibrations are

made. As expected we found no measurable errors in the

voltage produced by the array but, it is quite possible to

assemble a measurement system that does have systematic

errors arising from ground loops, leakage resistance, and

switch and cable thermal EMF’s. Since it is necessary to

test each new array system, development of a transport-

able array system for on-site verification of new array sys-

tems is desirable.

After experimenting with nine array devices of different

configurations, we have seen that some arrays work well

and are easy to use, but problems can arise in even the

best arrays. At least three of these arrays have deterio-

rated to the point where steps are no longer stable enough

to measure. Some arrays can suddenly form steps either

with a resistive slope or with voltages which are not at

clearly defined integer values. Strong RF interference can

also induce array instability even through the filtering cir-

cuitry, a problem requiring array system operation within

an RF shielded room. It is not easy to operate a measure-

ment system, even manually, when these different behav-

iors are intermittently present, and accuracy cannot be
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taken for granted. Furthermore, because the coupling res-

onances of some devices do not overlap with the narrow

frequency range typical of Gunn-type millimeter wave

sources, array devices are not necessarily interchangeable

in an existing array system.

Fully automating the system requires replacement of the

two sets of manually operated low-thermal switches. We
need to build an automated switch network as commercial

switches typically have internal thermal EMF’s much

greater than our measurement uncertainty. Further en-

hancements will rely on characterizing array properties to

lead to improvements in step selection and an understand-

ing of step anomalies, so that a completely automated

measurement procedure is reliable as well as accurate.
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FOREWORD

When a local standard such as that for electromotive force is maintained by a group of

standards, procedures must be established to provide evidence that the group has maintained its

original value. One also needs methods for the transfer of the value to test items that provide

efficient use of measurement effort while monitoring the measurement process and- providing

information for updating the values of process parameters. Solutions to the more general problem

of transferring the value from laboratory to laboratory and of maintaining agreement among labora-

tories depend on the existence of control within the laboratories.

This note is one of a number of contemplated reports having the general aim of providing

methods for the surveillance of measurement processes with emphasis on the amount and kind of infor-

mation needed for the estimation and control of the uncertainty in measurement.

August 1967 M. B. Wallenstein
Acting Director,
Institute for Basic

Standards
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Designs for Surveillance of the Volt

Maintained by a Small Group of Saturated Standard Cells

W. G. ELcke

Electricity Division
Electrochemistry Section

and

J. M. Cameron
Applied Mathematics Division

Statistical Engineering Laboratory

This technical note describes a procedure for maintaining surveillance over a

small group of saturated standard cells. The measurement process is briefly
discussed and the principle of left -right balance as a means of eliminating certain
systematic errors is developed. Specific designs and their analysis for inter-
comparing 3# 5 and 6^ cells in a single temperature controlled environment are
given. Procedures for setting up control charts on the appropriate parameters are
given, and a technique is described for detecting certain types of systematic errors.

Key words: Control charts, experiment design, saturated standard cells,
standard cells calibration, statistics, voltage standard.

I. nWRODUCTION

At the local level the primary standard of electromotive force is maintained by a group of

saturated standard cells, the same type of cell used to maintain the National unit of electromo-

tive force. Many laboratories use groups containing from 3 to 6 cells mounted in either a tem-

perature controlled air or oil bath. The cells are in general calibrated by the National Bureau

of Standards at periodic intervals and the mean emf of the group is assumed to remain constant

between calibrations. Since such calibrations are done infrequently (at intervals of one year

or more) some technique must be employed to maintain surveillance over the local unit between

calibrations.

Starting with assigned values for each of the cells of the group as a given set of reference

points, one can check on the relative stability of the cells by measuring differences among them.

One could meas\ire all possible differences and have equal precision in the knowledge of the values

of all cells or one could pick a favorite cell and compare all others with this one (but this leads

to high precision in the knowledge of the selected cell and relatively low precision in all

others). For small groups it is quite practical to measure all possible differences, but as the

group size increases the number of measurements would increase rapidly with N, where N is the group

size. As N increases compromise schemes that lead to equal precision in the knowledge of each cell

can be used. One such design is given in [l] for a group of 20 cells in which only 4o differences

are measured (instead of 190 if all N(N-1)/2 were measured).

This note discusses methods for maintaining surveillance of groups containing three, four,

five, or six cells in a single temperature controlled enclosure. The procedures suggested are

designed to yield information on:

1) the stability of the differences in emf among the group,

2)

. the components of variability and dependence of the measurement process
precision on environmental influences or procedural changes,

3) possible systematic errors and estimation of the accuracy of the process.

Furthermore, they tend to maximize the yield of useful information per measurement.
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II. The Measurement Technique

The opposition method [3] is usually employed in the intercomparison of saturated standard

cells. In this method the small difference between two cells connected in series opposition is

measured using a suitable instrument. The instrument is usually a potentiometer designed for the

measurement of very small emfs [2].

In the ideal situation the difference in emf as measured by the potentiometer is;

AE = Vi - Vs (1)

where and Vs are the emfs of the two cells being compared.

However in the real situation there may be spurious emfs in the circuit. In general these can

be classified into two categories;

1. Those emfs that remain constant, or relatively so, in relation to the interval
over which a complete set of measurements is made.

2. Those emfs that vary rapidly (referenced to the interval over which a complete
set of measurements is made).

If the emfs are of the second type they will have the effect of decreasing the precision of the

process. On the other hand if they are of the first type they will have the effect of introducing

a systematic error, thereby making the measurement

AE = V| - Vs + P (2)

where P is the constant emf. It is possible to estimate P by taking a second measurement

AE' = Vs - Vi + P (3)

and summing the two

2P = AE + AE' (k)

The difference between eqs. (2) and (3) gives

AE - AE' = 2(Vi - Vs) (5)

an estimate of Vi - Vs free of P. The pair of measurements (eqs. (2) and (3)) are said to be "left-

right" balanced. That is if there is a positional effect it is balanced out of the final result.

This technique is analogous to that used to eliminate the inequality of balance arms in precision

weighing on a two pan equal arm balance. In order to designate the cell positions from the oper-

ational point of view they are frequently designated as unknown and reference: Relative to the

input terminals of the measuring instrument they are as shown in fig. 1. In the next section the

principle of "left-right" balance will be extended to groups -containing three or more cells.

III. Designs for Groups of 3> 5, or 6 Cells

Experimental designs of groups cf 3> 5> and 6 cells are given in Appendix A. The designs

presented have been selected to be (l) efficient from the standpoint of the operators making the

measurement (2) statistically efficient, in the sense of minimum standard deviation for the esti-

mated cell values, and (3) relatively easy to analyze using conventional desk calculators. All of

the analyses presented are the least square solutions for the associated design assuming that the

sum of the differences from the mean of all is zero. For groups of 3f 5, total "left-right"

balance has been achieved and the estimate of the "left -right" effect is

P = l/n Z y (^)

i»l

where n is the number of measurements and y the observed difference in emf between two cells.* For

the case of six cells left -right balance is achieved for only the first 12 measurements.

* '

In terms of the notation of fig. 1 ^ is the observed AE.
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Measuring Instrument

AE“ Ey^

Negative terminals of cells
connected together

Measuring Instrument

Positive terminals of cells

connected together

Figure 1

Two ways in 'vrtiich two cells can be connected in series-opposition.
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For each size group the design and its analysis are given as a complete entity, with the left

half giving the general procedure and the right half a numerical example. The suggested order for

making the measurements requires moving one set of leads at a time thereby minimizing the possibil-

ity of connecting the wrong cells.

The definitions of the symbols used in the tables are as follows:

Symbol

V.
1

M

M*

^i

^i

P

^i

Definition

The emf of the i^ cell

The group mean

The mean of

The difference V^-M

The ith measured difference

The calculated circuit residual

A sum of those y’s that involve the 1th cell

The calculated ith v

The predicted
y^ calculated from v and P

Deviations,
(y^ “

^i^

The standard deviation of a single observation

For all of the designs given in Appendix A the ass\imption is that the mean of the vhole group

is known and serves as the restraint in the least square solution'. In the next section, procedures

for changing the restraint will be given. The analysis produces the following basic information

which can be used to monitor the process;

1. The emf of each cell (or the difference from the group mean)

2. The residual emf, P

3. The standard deviation of a single observation

The deviation of each observation from the predicted value

The frequency with which these intercomparisons should be ran may vary considerably depending

on the particular installation. Once it is established that the process is in a state of controi

then one intercomparison each week should be sufficient.

IV. Change of Restraint

In the previous section it was assumed that the mean for the whole group was known, such as

would be the case if the group had been assigned values by the National Bureau of Standards. Because

only differences in emf are measured, this average value is the restraint on the values which pro-

vide the "ground zero" to which the cell values are related.

When one or more of the cells show a change so large as to be Inconsistent with its assigned

value, it becomes necessary to remove these cells from the defining group. Evidence of such changes

would be discovered from control charts on either the cell values or control charts on differences

between cells (see the next section on control charts).

To illustrate, let us assxime that the assigned values for the 5th and 6th cells of the example

in Table A-h had been 1.0182536 and 1.0182501 instead of the values (l. 01824l6, I.OI82381 ) given in
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section 1 of the table. This is a change of + 12 . 0uV in each cell so that the nev emf values for

the cells vould be as shown in the following table.

Table 1 -A

(Table A -4

Sec. h) Ehif of cell Difference

Cell Assigned values vt M + Vi from assigned

1 1.0182605 10.47 1.01826445 3.95

2 2655 15.62 1.01826960 4.10

3 2k66 - 3 . 4b 1.01825058 3.98

h 2U76 - 2.29 1.01825169 4.09

5 2536* - 8.37 1.01824561 -7.99

6 2501* -12.04 1.01824194 -8.16

Average = 1 . 0182539Q “ M

* 1

These values differ by 12fiV from the data of Table A-4 . .

The last two cells are obviously inconsistent with their assigned values, so that one vould

want to remove these from the restraint and establish "ground zero" with the first four cells.

To do this one calculates

(1) V^: the average of the assigned value of the cells to be retained in the restraint

as shown in column 2 of the table below;

the average of

( 2 )
v^: the cell estimates In the restraint as shown in column 3 below; and

( 3 )
adds - "v to each v^ to give the ceil values, V^, as shown in column

Table 1 -B

(Table A -4
Sec. 4

)
Einf of cell

V.
V^- V + .

Cell Assigned values
1

Vi

1 1.0182605 10.47 1. 01826042

2 2655 15.62 26557

3 2466 - 3 . 4o 24655

4 2476 - 2.29 24766

Average = 1.01825505 =• V - 5.10

5 1.0182536 - 8.37 24158

6 2501 -12.04 23792

The cell values are now expressed in terms of the average of the "good" cells as the reference

point. The misbehaving cells would ordinarily continue to be measured in the hope that they would

stabilize at some new value,
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V. Control Charts

Control charts [5] [6] on process parameters such as the cell values and standard deviations

of a single observation provide an effective means of determining whether or not the process is in

a state of statistical control. Control charts for each cell (or difference between cells), proc-

ess precision (standard deviation of an observation), and the residual emf P should be maintained.

These charts provide the verification of that part of the uncertainty statement that deals with

bounds for the effect of random error. Such statements say in effect "If this measurement process

is used a large number of times, the values obtained for a single quantity will vary within the

stated limits." The charts permit one to demonstrate the validity of such statements on current

data.

For each run one will have values for each of the cells, the standard deviation, and the

residual emf. To check on the state of control of the measurement process and on the stability of

the cells, one would study the sequence of values for these parameters. Control charts on the cells

can be established on the emf of the cells, the difference between successive cells (e.g. cell 1 -

cell 2, cell 2 - cell cell 3 - cell 4 , etc.), or both. The former has the difficulty that it

is not sensitive to a change in the emf of a single cell. However, by following the differences

between successive cells (i.e. 1st minus 2nd, 2nd minus 3rd and so on) one has an easily inter-

preted set of results even though the successive differences are not independent. A single "beid"

cell will show up as out of control on two successive differences, whereas the remaining differences

are unaffected.

In order to establish control limits one has to know the precision of the measurement process

(see discussion on measurement processes in ref. [?]). However, under the assumption that the

standard deviation, a, of the process is known one can, for a given design, write down the

standard deviations of the individual cell emfs, the difference between two cells, and for the

residual P. One can use three times the appropriate standard deviation as control limits. For the

designs given the values for setting limits are shown in Table 2.

Unfortunately, when starting such surveillance the process precision, a, is usxially not known

and must be estimated from the available data. In this case one would pool a number, m, of

individual standard deviations using the formula

s® = 1/m Z s? (7)
i=l

for a particular design. This might entail making several runs a week for the first month or so

to obtain starting control limits. Alter about 100 degrees of freedom have been accumulated a new

value of Sp should be calculated eind the control limits revised. For such a large number of

degrees of freedom Sp approaches a very closely. Using Sp and the control limits from the factors

in Table 2, a control chart on the stajidard deviation of the process (i.e. on s as computed in

Appendix A) should be constructed.

It is also desirable to maintain a control chart on the residual emf using the limits given in

Table 2. Initially the accepted value of P would be taken as zero. However, if after repeated

measurements the value of P is other than zero and constant, the central value euid control limits

should be adjusted accordingly.

The start of each type of control chart is shown in Fig. 2. For the charts on the cells the

central values for both cells and difference between cells should be based on the assigned values.

The chart can either be kept on a run number or a time basis. The latter has the advantage that

one can estimate rate of dirift if any cell shows a trend.
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Table 2

Factors for Setting the 3^ Control Limits for the Designs in Appendix A

No. of cells
Excluded from
group mean

0

Number of Cells in Group

3 4 5 6

1.0000

Cell Values

1.12600.9186 1.2000

1*

0.8660
1.500

0.8660
1.2247

1.1619
1.5000

1.1071
1.3512

2*
0.

1.7320
0.750
1. 2990

1.0954
1. 5492

1.079^
1.3839

3*

--- 0
1. 5000

.9487
1.6432

1.0000
1.4392

1.2247

Residual (p)

0.80180.8660 0.9487

Successive differences (vj - v^^^)

(1)1.7321 1.5000 • 1.8974

Upper limit
Central line

1.9^5
0.888

Standard deviations

1.552
0.963

1.585
0.950

1.737
0.933

*The upper figures are for those cells Included in the mean and the
lower figures are for those cells excluded from the mean.

(1) For differences (l-2)(2-3)(^-5)(5-6) the limit is 1.7321.

For differences (4-5) (6-1) the limit is 1.7525.

To compute control limit multiply o or pooled Sp by the appropriate factor
and add or subtract as required.

If a cell should "go bad" and be removed from the mean, but still kept in the group, then the

limits should be altered accordingly (see Table 2). It is important to bear in mind that the

control charts on the cells only indicate change in the emf of cells relative to each other. If the

whole group is changing it will not show up in any of the charts and can only be ascertained by

comparison with other cells whose values are known. This situation does occur because small groups

of cells are usually from the same manufacturer and lot, and therefore have similar aging character-

istics.

VI. Systematic Eirrors

Ideally a measurement process should be free of systematic error, however, this is not often

the case. In fact, the residual P is a systematic error. Its effect on the values of the cells is

readily removed and its magnitude estimated using the suggested designs. Other systematic errors

are not so easily detected. Indications of their presence in some cases can be obtained by analysis

of deviations from two or more successive designs run on the same group of cells.

H-7



RESIDUAL

EMF,

A

(pv)

DIFFERENCE

FROM

MEAN(mv)

0.7

0.6

0.5

0.4
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0

— o
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Control Chart for value of a cell.

2.6

2.5

2.4

2.3

2.2

2.1

2.0

1.9

1.6

1.6
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O (V,-M)-(V2-M)
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I 1 1 I I I I
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RUN NUMBER

B

Control Chart for the difference between

sucessive cells.

0J2

0.10

0.08

0.06

0.04

0.02
O

O

3(cr of Residual)

0 —

o

o

0.02

0.04

-0.06

o —3(0* of Residual)

2 3 4 5 6 7
RUN NUMBER'

C

^ 0.7

w 0.6

I 0.5

I 0.4
UJ
o 0.3
0
OC 0.2

1 0.1

<n 0

O

I

O

Constant x a

O Accepted Value of o
o

O

2 3 4 5 6 7
RUN NUMBER

D

Control Chart for standard deviation of a

Control Chart for residual.

single observation.

Figure 2

Typical control charts for maintaining surveillance over a group of standard cells.
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Detection is based on the assumption that the deviations for a particular observation (cell 1 -

cell 2, cell 1 - cell 3^ etc.) are independent in successive runs.

If the magnitude and sign of corresponding deviations from successive runs tend to agree then

one would suspect the presence of a systematic error. Such an analysis can be done on 5 and 6 cell

groups graphically by plotting the deviations of one run as a function of the second run. If the

deviations tend to fall on a straight line having slope 1 and passing through the origin, then one

would suspect a systematic error. If there is none then the points would be distributed randomly.

Figure 3 shows an example with no systematic error present. Figure 4 was created from the data of

Figure 3 adding 0.3 hV to the absolute value of each observation to simulate an offset error

such as failing to correct for the instrument zero. The presence of such a systematic error will

(l) cause the deviations to string along the line, (2) inflate the standard deviation, and

(3), introduce a bias into each calculated v^. The magnitude of the latter will depend on the

particular set of observations. Instead of the model for a single observation being

E(yij) = - Xj + p

as in the case of Figure 3^ and as assumed in the appendix, it is now

where C is the zero offset.

For sets with less than 5 cells one would examine the deviations of successive runs for patterns.

If the deviations for a given observation have the same sign and approximately the same magnitude,

one would suspect a possible systematic error. Studies are being conducted to develop relatively

simple tests that may be used to detect the presence of many types of systematic errors.

The cause or causes of systematic errors will depend on a particular measuring system.

Some possible causes are ;

1. Failure to make applicable corrections

2. Zero offset

3. Operator reading bias

k. Operator setting bias

5 . Leakage current s

This list is by no means complete, but merely suggests some possible causes.
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Figure 3

Youden plot for two runs without systematic

error

.

RUN I DEVIATIONS (mv)

Figure k

Youden plot for two runs with systematic error.
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APPENDIX A

Designs for Groups of 3 , 5 and 6 Saturated Standard Cells

TABLE A-1

THE INTERCOMPARISON OF A GROUP OF THREE SATURATED STANDARD CELLS

Example

1. Given : The emfs of three saturated standard
cells (Vi, Vs and V3 ) are assigned by cali-
brating them in terms of a known standard of
electromotive force. The mean of the group
is

3

M = 1/3 Z V
i=l

^

1. From an NBS Report of Calibration:

Vi = 1.0182571 Vj = -1.2 mV

Vs = 1.0182535 V2 = -4.8

V3 = 1.0182643 V3 = +6.0

Mean = 1.0182583 sum = 0

and the difference from the mean of each
cell is

V. = (V^-M)

2. Assuming that there is a small constant
emf P associated with the measuring process
then the expected value of a single
observation is

2. Observations:

E{y,) - Vj-v, + P

j k; for J and k = 1,2,3.

For all possible values of j and k the
following schedule of meas-urements is
convenient and requires changing the
connections to only one cell at a time.

Measure-
ment

Xi

ys

Ya

74

ys

ye

Cell in UHK
position*

1

1

2

2

3

3

Cell in REF
position*

2

3

3

1

1

2

yi = +4.8 UY

72 = -6.6

ya = -10.6

74 = -3.4

ys = +7.^

ye » +10.4

*See Fig. 1 for definition of positions.

Estimation of P: 3.

6

P = 1/6 Z y
i=l

P

P

1/6 (+4.8 -6.6 -10.6 -3.4 +7.4 +10.4)

.333 mV
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TABLE A-1 Continued

k. Estimation of v^: 1;.

Vi = Vi-M = 1/6 (yi + ys -y^ -ys

)

Vj a 1/6 ( 4.8 -6.6 +3 *

4

-7*4) = -.967 mV

Vs = Va-M = 1/6 (-yi +y3 +y4 -yg) Via - 1/6 (-4.8 -10.6 -3.4 -10.4) =. -4.867

V3 = V3 -M = 1/6 ( -ys -ya +y5 +y6 )
Vg = 1/6 (+6.6 +10.6 +7*4 + 10 . 4 )

a + 5«833

Arithmetic Check = Z = 0 (within Check = -.967 -4.867 + 5-833 = -.001 mV
round-off)

5. Calculation of y's, the predicted y’s: 5.

yi = vj -Vs + P 71 = -.967 +4.867 +.333 = +4.233 mV
A A A

ys = v^ -V3 + P ys = -.967 -5.833 +.333 - -6.467

ya = Vs -Vg + P ya =. -4.867 -5.833 +.333 = -10.367

y4 = Vs -vi + P 74 - -4.867 +.967 +.333 = -3.567

yg = V3 -Vj + P ys = +5.833 +.967 +.333 = +7.133

ye =• V3 -Vs + P ye = +5.833 +4.867 +.333 = +11.033

Arithmetic Check = Z y^
= 6P Check = Z y^

3 1-998

6 . Calculation of the deviations (d = y -y. ): 6 .

II
'< 1

1 1 1

di 3 4.8 -4.233 = .567 mV

da •= ya -ys ds = -6.6 +6.467 = -.133

da = ya -ya da 3 -10.6 +10.367 = -.233

d* = y4 -74 d4 = -3.4 +3.567 = +.167

ds = ys -ys ds 3 7.4 -7.133 = +.267

de = ye -76 ds » 10.4 -11.033 = -.633

6
Check = Z d = 0 (within round-off) Zd 3 .002

i=l
^

7. The standard deviation of a single 7.

observation (s) is

s =
6

z

L i=l
s =\/^-5211 ~ .55 ^v

vhere 3 represents the number of degrees of
freedom in this error estimate.

8. Emf values of the cells

The emf ' s of the cells are calculated
by restoring the mean value to give

V. = V. + M
1 1

8 . Mean (from Section l): I.OI82583O

= 1.01825830 - 0.00000097 = 1.01825733

Vs = 1.01825830 - O.OOOOOU87 = 1.018253^3

V3 = 1.01825830 + 0.00000583 = 1 . 01826^13
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TABLE A-2

THE INTERCOMPARISON OF A GROUP OF ^4- CELLS

Example

1 . Given; The emfs of four saturated standard 1 . From an NBS Report of Calibration:
cells (Vi, Vs, V3 and V4 ) are assigned by-

calibrating them in terms of a known stand-

ard of electromotive force. The mean of

Vi »

Va »

1.0182459 vj = -4.1 ^V

1.0182488' Va » -1.2
the group is

h
V3 - 1.0182526 V3 = +2.6

M » 1/4 2 V
i-1

and the difference from the mean of each
cell is

V4 =

Mean

1.0182527 V4 = +2.7

- 1.0182500 sum » 0

v^ » (V^-M)

2. Assuming that there is a small constant emf
P associated with the measuring process, the
expected value of a single observation is

2. Observations:

E(y^)- Vj. + P JA; for J and k » 1, 2, 3,4.

For all possible values of j and k the
following schedule of measurements is con-
venient, and in most cases requires changing
the connections to only one cell at a time.

Measure-
ment

Cell in UNK
position

Cell in REF
position

yi 1 2 yi = -3.1 uv

ys 1 3 73 = -6.9

ys 2 3 73 » >3.8

74 2 4 74 = -4.0

ys 3 4 75 = - .4

ys 3 1 76 = 6.3

y? 3 2 7? = 3.3

ye 4 2 78 = 3 .i^

79 4 1 79 = 6.4

yio 4 3 710 » - .2

71 1 2 1 711 = 2.7

712 1 4 712 = -7.0

3. Estimation of P: 3 .

12

P - 1/12 2 y
i»l

P » 1/12 (-3.1 -6.9 -3.8 -4.0 -.4 +6.3 +3.3
+3.4 +6,4 -.2 +2.7 =»7 . 0 )

P » - .275 mV
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TABLE A-2 Continued

4. Estimation of v^;

vi - « 1/8 (yi +73 -ye -yg -yn

+y|a )

Vs » \^a-M » 1/8 (-71 +73 +74 -77 -yg

+yii)

V3 = Va-M - 1/8 (-73 -73 +75 +75 +77
-yio)

V4 - V4-M » 1/8 (-74 -75 +ya +79 +7^0

-yis)

Arithmetic Check = Z = 0 (within
1 round-off)

k.

vi = 1/8 (-3.1 -6.9 -6.3 -6.4 -2.7 -T.O)
-4.05 mV

va = 1/8 (3.1 -3.8 -4.0 -3.3 -3.4 +2.7) =

-1.088

V3 » 1/8 (6.9 +3.8 -.4 +6.3 +3.3 +.2) =

2. 512

V4 » 1/8 (4.0 +.4 +3.4 +6.4 -.2 +7.0) a

2.625

Check = -4.050 -I.O87 +2.512 +2.625 « 0.001

5. Calculation of y*s, the predicted y's; 5 .

yi =
A A
vi -Va + P yi 3 -4.050 +1.088 -.275 3 -3.237

ya = Vi -V3 + P ya = -4.050 -2.512 -.275 3 -6.837

ys =
A A
Va -V3 + P ya 3 -1.088 -2. 512 -.275 3 -3.875

y4 = Va -V4 + P y4 = -1.088 -2.625 -.275 = -3.988

ys = Va -V4 + P ys 3 2.512 -2.625 -.275 = -0.388

ye =
A A
Va -vi + P ye = 2.512 +4.050 -.275 3 6.287

y? = V3 -Vs + P y? = 2.512 +1.088 -.275 3 3.325

ys = V4 -Vs + P ys = 2.625 +1.088 -.275 3 3.438

ys = y4 -vj + P ys = 2.625 +4.050 -.275 3 6.400

yio = V4 -V3 + P yio = 2.625 -2. 512 -.275 = -0.162

yii =
A A
Vs -vi + P yii = -1.088 +4.050 -.275 3 2.687

yi 2 = Vl -V4 + P yia = -4.050 -2.625 -.275 3 -6.950

mV

Arithmetic Check 2 7^
= 12P sum = (-3.237 -6.837 -3.875 -3.988 -0.388

+6.287 +3.325 +3.^38 +6.400 -0.162
+2.687 -6.950) = -3.300

6.

Calculation of the deviations (d^ = yj^'yj^) 6 .

di 3 yi -yi

da = ya -ya

da = ya -ya
d4 = y4 -y4

ds = ys -ys
dg 3 ye -ye
d? = y? -y7

de = ye -ys
dg ye -ys

dio yio -yio

dll = yu -Vii

dia = yia -yia

da

da
d4

ds

de

d7

de
dg

dio

dll

dia

' -3.1 +3.237
= -6.9. +6.837
3 -3.8 +3.875
* -4.0 +3.988
* -0.4 + .388
= 6.3 -6.287
= 3.3 -3.325
= 3.^ -3.^38
« 6.4 -6.400
= -.2 +.162 =

=' 2.7 -2.687
= -7.0 +6.950

' .137
= -.063
' .075
> -.012
» -.012
« .013
= -.025
- -.037
> 0
.038
.013

- -.050

mV

Arithmetic Check = Z d^ 0 (within
round-off)

(.137 -.063 +.075 -.012 -.-012 +.013 -.025
-.038 +0 -.038 +.013 -.050) - 0

7.

The standard deviation of a single obser -

vation (s) is
7.

/To^
V “B" .066 mV

where 8 represents the n\imber of degrees
of freedom in this error estimate.

8.

Einf values of the cells

The emf's of the cells are calculated
by restoring the mean value to give

8. Mean (from Section l): I.OI825OOO

v^ + M

Y2

Ya
V4

1.01825000

- 0. 00000405 =* 1.01824595

1.01825000

- 0.00000109 » 1.01824891

1.01825000

+ 0.00000251 » 1.01825251

1.01825000

+ 0.00000262 = 1.01825262
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TABLE A-3

THE INTERCOMPARISON OF A GROUP OF 5 CELLS

1. Given;

cells (Vi, Vs, V3, V4 and V5 ) ar
by calibrating them in terms of <

standard of electromotive force,

of the group is

M = 1/5

k

Z

i=l

and the difference from the mean of each
cell is

v^ = (V^-M)

Example

standard 1 . From an NBS Report of Calibration
assigned
known Vi = 1.0182538 Vi =» .8 /iV

The mean V2 = 1.0182531 Vg » .1

Vs = 1.0182518 V3 = -1.2
V4 = 1.0182532 V4 = .2

V5 = 1.0182531 Vb = .1

Mean = 1.0182530 sum = 0

2 . Assuming that there is a small constant emf
P associated with the measuring process
then the expected value of a single
observation is

Observation^.

+ P jT^kj for J and k= 1,2... 5
I

For certain values of j and k a set of 10
1

measurements having "left -right" balance
|

that is convenient and requires changing :

the connections to only one cell at a time is

Measure- Cell in UNK Cell in REF
ment position position

;

1 1 2 ! 71 = .5 ;

2 1 3
1

72 3 1.6

3 2 3 i 73 3 .9
1+ 2 • k i 74 S -.4

5 3 4 ! 75 = -1.5
6 3 5 76 = -1.3

7 k 5
‘

77 = 0
8 k 1 : 78 3 -.8

9 5 1 ; 79 = -1.0
10 5 2 710 = -.2

3. Estimation of P:

"—
T

;
3-

10 !

P = 1/10 Z 7, ;

P = 1/10 (.5 +1.6 +.9 -.^ -1.5 -1.3 +0.

1=1
^

j

-.8 -1.0 -.2)

;

p = -.22 mV

4. Estimation of v^;

- Yi-M “ 1/5 (yi +72 -78 -70)

ys = Ys-M “ 1/5 (-7i +73 +74 -7io)

ya = Ys-M = 1/5 (-72 -73 +75 +75 )

y4 = Y4 -M = 1/5 (-74 -75 +77 +70 )

V5 « V5 -M » 1/5 (-76 -7? +79 +7io)

Arithmetic Check =
5

Z V-0 (within
ial round-off)

- 1/5 (.5 +1.6 +.8 +1.0) » .78 mV
V9 = 1/5 (-.5 +.9 -.^ +.2) » ..04
A
V3 = 1/5 (-1.6 -.9 -1.5 -1.3) » -1.06

V4 = 1/5 (+.4 +1.5 +0. -.8) = .22

Vs = 1/5 (1.3 +0. -1.0 -.2) » 0.02

Check;
5

Z V » .78 +.0k -1.06 +.22 +

i»l
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TABLE A -

3

Continued

5. Calculation of y's, the predicted y's: 5 .

yi = vi -va + P yj = .78 -.04 -.22 - .52 jiV

ya = vj -V3 + P ya = .78 +1.06 -.22 » 1.62

73 = Va -V3 P ya = .04 +1.06 -.22 » .88

y* = Va -V4 + P y4 = .04 -.22 -.22 - -.4

ys = Va -V4 + P yg - -1.06 -.22 -.22 - -1.50

ye = V3 -V5 + P ye » -1.06 -.02 -.22 - -I.30

y? = V4 --V5 + P y7 = .22 -.02 -.22 - -.02

ya => V4 --Vi + P ye » .22 -.78 -.22 - -.78

yg = vg --vi + P yg = .02 -.78 -.22 - -.98

yio = V5 --Va + P yio - .02 -.04 -.22 = -.24

Arithmetic Check: ^ Check; Z y » -2.20 = 10(-. 22)» -2.20

6 . Calculation of the deviations (d^ » yj^-y^^): 6 .

dx = yx -yx di » .5 -.52 = -.02 mV
ds = ya -ya da - i;6 -1.62 - -.02

da = ya -ya da - .9 -.88 » .02
d4 “ 74 -74 d4 a-. 4 +.4=0
pi

01 U 01
1

01 dg = -1.5 +1.50 - 0

de = 78 -76 ds - -1.3 +1.30 » 0

dv = 77 -y? d7 = 0 . +.02 a .02

da = 7a -78 ds = -.8 +.78 - -.02
dg » yg -yg dg = -1.0 +.98 » -.02

0
u

0
1

0 dio - -.2 +.24 » .04

10
Check » Z dj a 0 (within round-off) Check = (-.02 -.02 +.02 +. 3 ( 0 ) +.02 -.02

I
—1•H -.02 +. 04 )

= 0

7. The standard! de-viation of a single 7 .

observation (s) is

s = J “ -028 juV

where 5 represents the nximber of degrees of
freedom in this error estimate.

8 . Emf values of the cells 8 . Mean (from Section l): 1.01825300

The emf ' s of the cells are calculated by-

restoring the mean -value to give

A

Yi

Ys

Y3

Y4
Vs

1.01825300

+

1.01825300

+

1.01825300

-

1.01825300

+

1.01825300

+

0.00000078 -

0.00000004 »

0.00000106 =1

0.00000022 -

0.00000002 »

1.01825378
1.01825304
1.01825194
1.01825322
1.01825302
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TABLE A-4

THE DITERCOMPARISON OF A GROUP OF 6 CELLS

Example

1. Given ; The emfs of six saturated standard
cells (Vi, Va, V3, V4, V5 and Vg ) are
assigned by calibrating them in terms of a
known standard of electromotive force. The
mean of the group is

6

M - 1/6 Z V

^ i-1

and the difference from the mean of each
cell is

v^ - (V^-M)

1. From an NBS Report of Calibration;

Vj = 1.0182605
Va. - 1.0182655
V3 3 1.01821+66

V4 » 1.01821+76

V5 » 1. 01821+16

Ve » 1.0182381

vj 3 10.52
Va = 15.52
V3 =• -3.38
V4 3 -2.38
Vg 3 -8.38
Vg 3 -11.88

Mean » 1. 01821+998 sum 3 0

2 .

3.

Assuming that there is a small constant emf 2. Observations
P associated with the measuring process.
the expected value of a single observation
is

E(yi)- Vj-V^+P jT^k; for j and k - 1,2. ..6

For certain values of j and k a set of 15
measurements, 12 of which are " left -right"
balanced, can be made.

Measure- Cell in UNK Cell in REF
ment position position

1 1 2 yi - -5.1^ /iv

2 1 3 ys = 13.7

3 2 3 ya - 18.8
1+ 2 1+ y4 = 17.7
5 3 1+ ys =* -1.3
6 3 5 - ys = 1+.8

7 1+ 5 - y? =» 5.9
8 1+ 6 ^ ye = 9.5

9 5— 6 _ ys » 3.5
10 5— 1 yio » -19.1
11 6 1 yii- -22.7
12 6^- 2 yis» -27.9
13 1 1+ yi3» 12.5
II+ 2 5 - yi4» 23.7
15 3 6 - yis* 8.1+

Create a set of sums S and T; 3.

1+.

Qi - (yi +ya -yio -yu +yi3)
Qa - (-yi +y3 +y4 -yaa +yi4)
Q3 - (-ya -ya +y5 +y6 +y»5)

- (-y4 -ys +y7 +ye -yia)
Qs - (-ye -y? +ye +yio -yi4)
Qe » (-ye -ye +yii +yia -yis)
S Qi +Qa •'Qa

T sum of all measurements

6

Arithmetic Check 3 2 Q 3

i3l
^

Calculate P;

3T-S
TT

0

1+.

Qj . (-5.4 +13.7 -^19.1 +22.7 +12.5)- +62.6

Qa 3 (5.1+ +18.8 +*7.7 +27.9 +23.7)- +93.5

Qa 3 (-13.7 -18.8 -1.3 +^.8 +8.1+)- -20.6

Q4 - (-17.7 +1.3 +5.9 +9.5 -12.5)- -13.5

Qe 3 (-i+.8 -5.9 +3.5 -19.1 -23.7)- -50.0

Qe » (-9.5 -3.5 -22.7 -27.9 -8.4)» -72.0
S 3 (62.6+93.5 -20.6)- 135.5

T 3 (-5.1+ +13.7 +18.8 +17.7 -1.3 +^.8 +5.9
+9.5 +3.5 -19.1 -22.7 -27.9 +12.5
+23.7 +8.1+) - 1+2.1

Check - (62.6 +93.5 -20.6 -13.5 -50.0

-72.0) » 0

- 126.3 - 135.5
p 52 -.219 /iV
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TABLE A-4 Continued

5. Calculate v*s;

va

V3
A
V*

Vs

Va

Check

1/6 (Qi-P)
1/6 (Qa-?)
1/6 (Q3 -P)

1/6 (Q4+P)

1/6 (Qe+P)

1/6 (Qe+?)

6

Z V = 0
i»l

Va

ya

y4
Vs

Ve

Check

1/6 (62.6 4-.219) => 10.470 mV
1/6 (93.5 +-.219) - 15.620
1/6 (-20.6 +.219) - -3.397
1/6 (-13.5 -.219) - -2.286
1/6 (-50.0 -.219) - -8.370
1/6 (-72.0 -.219) » -12.036

1/6 (62.819 +-93. 719 -20.819
-13.781 -50.219 -72.219)

6. Calculation of y's, the predicted y*s; 6 .

yi = Vi -V3 +

ys =» -V3 4-

y3 » Va -V3 4-

i* “ Va -V4 4-

ys -
y3 -V4 +

ys =• ys -ys +

y7 » V4 -ys 4-

ye = V4 -ys 4-

ye = ys -Ve 4-

yio - ys -vi 4-

yii = Vs -Vi +

Vs -Va 4-

yis- yi -y4 4

yi 4 =» Va -Vs 4-

yi 5 = V3 -Vs 4

yi = 10.470 -15.620 -.219 - -5.369

ys » 10.470 +3.397 - .219 » 13.648

ya = 15.620 +3.397 - .219 = 18.798

y4 - 15.620 4-2.286 - .219 - 17.687
ys » -3.397 -K2.286 - .219 - -1.330

ys =» -3.397 +8.370 - .219 » 4.754
y? = -2. 286 +8.370 - .219 - 5.865

ye - -2. 286 +12.036 -.219 - 9.531
ye » -8.370 +12.036 -.219 = 3.447

yio = -8.370 -10.470 -.219 - -19.059

yii = -12.036 -10.470 -.219 = -22.725

yis- -12.036 -15.620 -.219 - -27.875

yi3= 10.470 -H2.286 - .219 = 12. 537
y^4= 15.620 +8.370 - .219 = 23.771

yis= -3.397 +12.036 -.219 =. 8.420

7. Calculation of the deviations (d^ = 7.

di - yi
A

“Yi di = -5.4 +5.369 = -.031 mV
dj = ys -ys dg s» 13.7 -13.648 3 .052
da = ya -ya da = 18.8 -18.798 == .002
d4 = y4 -y4 d4 = 17.7 -17.687 = .013
ds = ys -ys ds = -1.3 +1.330 3 .030
ds = ys -ys dg = 4.8 -4.754 3 046
d7 = 77 -y? d7 3 5.9 -5.865 3 035
dg = ye -ye dg = 9.5 -9.531 = -.031
dg = ye -ye dg = 3.5 -3.447 3 053
dio a yio -yio dio = -19.1 +19.059 3 -.04l

yii -yn -22.7 +22.725 3 .025
dia = yis -yis dja = -27.9 +27.875 3 -.025
d^3» yia -yia di a= 12.5 -12.537 = -.037
d,4 = yi4 -yi4 di4 = 23.7 -23.771 » -.071
dis» yis -7% 5 dis’ 8.4 -8.420 3 -.020

8. The standard deviation of a single obser -

vation (s) is

8 .

'ml

where 9 represents the degrees of freedom
for error.

/ 021590
.0490 mV

9. Emf values of the cells

The emf's of the cells are calculated by-

restoring the mean value to give

9. Mean (from Section l): 1.01824998

v^ + M

Yi
Va

V3

%
Vs

1.01824998
1.01824998
1.01824998
1.01824998
1.01824998
1.01824998

0.00001047
0.00001562
0.00000340
0.00000229
0.00000837
0.00001204

1.01826045
1.01826560
1.01824658-

1.01824769
1.0l824l6l
1.01823794

H-19





Designs for the Calibration

of Small Groups of Standards

in the Presence of Drift

Joscpli M. Cameron and

Geraldine E. Hailes

Institute for Basic Standards

National Bureau of Standards

Washington, D.C. 20234

U.S. DEPARTMENT OF COMMERCE, Frederick B. Dent, Secretary

NATIONAL BUREAU OF STANDARDS, Richard W. Roberts, Director

Issued August 1 974

I



'!*•)!.' '^1
.-. >.- :.'

no!tw?('f'l

i?birib'»sic io ?<|Pfe Iic‘fn2 b
•hf )c 9:>n?c9i^ {ffli ftj •

^^.'. '1.'“

... - ^;j(V t.:-:

' v

bfKi' u6i^in»e3 . ''|'»
' t

I»Atin*H ^ v. t

i'
'^S“‘

*

f * 1 N I i I fiiftn i' i * I . An i

-fc

!*^i.

,11%^ J. 1
**

. *^H^\ykOZ nA^ir

.%, 'V- n .;f4«ifc-J*<#.ii*‘',..;|i^.i • • .. V'4^

r tf«|; aA f3Pf_.



DESIGNS FOR THE CALIBRATION OF SMALL GROUPS OF STANDARDS
IN THE PRESENCE OF DRIFT

by

Joseph M. Cameron and Geraldine E. Hailes

The process of calibrating a small number of "unknown" standards
relative to one or two reference standards involved determining dif-
ferences among the group of objects. Drift, due most often to temperature
effects, or a "left-right" polarity effect can bias both the values
assigned to the objects and the estimate of the effect of random errors.
This note presents schedules of measurements of differences that eliminate
the bias from these sources in the assigned value and variances and at the
same time gives estimates of the magnitude of these extraneous components.
The use of these designs in measurement process control is discussed and
a computer program in BASIC is presented.

Key Words: Calibration; calibration design; experiment design;
instrumental drift; measurement process; statistical analysis; trend
elimination

1 . Introduction

In very few processes can the effect of time be ignored. Instability

in the object being measured, inability to maintain constant conditions

or procedures, and variations in the detector or comparator all con-

tribute to changes with time. A number of approaches have been

suggested for reducing or eliminating the effects of these temporal

effects on the validity of one's measurements. One way is to make

measurements far enough apart in time (usually with some formal

randomization procedure to guarantee statistical independence of the

measurements) that the cumulative effects from the various sources

appear in the random error component. At the other extreme, one can go

to great lengths to eliminate these time dependent effects by achieving

better environmental control, better instruments, better procedures,

etc. If the measurements are to be transferred, as with instrument

calibrations, then the first procedure leads to error bounds in which

the random error limits include a between-time component whereas the

latter procedure suppresses such a component. Neither of these repre-

sent the conditions of use adequately.
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A compromise consists of arranging the experiment under its normal
conditions so that it is as nearly as possible free of time dependent
effects. The classic example of this is afforded by the calibration of
thermometers in a bath with a gradually rising temperature using the
schedule whose structure is as follows for a standard S, and 4 unknowns,

S S T^ S

If the measurements are evenly spread in time, then the average of the

bath temperature for all thermometers are the same (see [ 3 ] for a

discussion of this practice) . A similar procedure has been followed in

weighing where in the substitution method one measiires in scale units

A , B , B+S , A+S

to obtain the difference A-B and the deflection corresponding to the
sensitivity weight, S,

The calibration of a small number of "unknown" objects relative to
one or two reference standards involves determining differences among

the group of objects. Instrimiental drift, due most often to temperature
effects, or a "left-right" polarity effect can bias both the values
assigned to the objects and the estimate of the effect of random errors.
This note presents schedules of measurements of differences that elimi-
nate the bias from these sources and at the same time gives estimates
of the magnitude of these extraneous components. The use of these
designs in measurement process control is discussed and a computer
program in BASIC is presented in this report.

1-2



2 . Measurement as a Process

A single isolated measurement, like a single event in history, is
difficult to interpret unless it can be regarded as a part of a continuing
process. When the measurement is looked upon as the output of a process

—

a production process whose output is the measured values—then one can
attribute to the single measurement the properties of the process from
which it arose (for a discussion of this approach, see Eisenhart [ 2 ]).

Just as with any production process, the operating characteristics are
determined by building some redundancy into the system. Redun-
dancy is needed to assure oneself that he has indeed measured the
sought after quantity, uncontaminated by extraneous factors related to

the operator, instrument, environment, or other items.

Among the characteristics of the process are those associated with
the ability to repeat a measurement both in the short term and in the
long term. Repetitions made within a few hours, such as with designs
having more observations than unknowns, usually exhibit less variation
than those made at long time intervals. This additional long-term
component of variance can be measured from the agreement among repeated
measurements on the same quantity. In addition to these properties
related to variability, one needs to incorporate checks on the systematic
errors which may possibly affect the process, and, if possible, measure-
ments that provide information as to the adequacy of the assumptions in
the underlying physical model.

In calibration it is often convenient to measure a check standard
along with the calibration of one or more unknowns. One thus has a

value for monitoring the process that is on an equal footing with the
unknowns. By tracking its long-run performance, one can determine not
only the presence of components of variance, but also by recording
ancillary information on environmental and other factors one can develop
information for assessing the adequacy of the assumed physical model and
for setting bounds to the effect from known sources of possible systematic
error. This "check standard" need not be the value of a single item but
may take the form of a difference between two such items or some linear
combination of several.

The effect of some sources of systematic error can be eliminated by
"balancing out" the effect by repeating the measurement of a difference,
(x - y) in the reverse order, (y - x) . Time dependent effects can be
balanced out by using the techniques of this report. For others, it is

sometimes possible to alter the conditions to levels of a factor beyond
that known to have been in effect at the time of the measurement and to
use the changes produced in the output at these extremes as a bounds to
the effect of the factor.

In all cases one has to continually monitor the process output just as
one does with an industrial production process if he is to have assurance
that the calibrations are correct.
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3 . Substitution Weighing

Consider first the simple situation of scale deflections produced on
a balance by adding weights A and B and a sensitivity weight S. One
could use either of the following sequences.

Sequence 1

A

A+S

B

B+S

Sequence 2

A

B

B+S

A+S

In high precision work one invariably finds a change in balance response
with time so that the value for the difference (A-B) will obviously be
contaminated by whatever time effects exist for Sequence 1. If
Sequence 2 is used, it may be represented as follows.

Quantity Effect of Drift Scale Divisions

A

B

B+S

A+S

and the quantity

2<’'l
-

*2 *3 + *4’

can be seen to give an unbiased value for (A-B) because the drift
effect (a 2A change in scale reading between each observation) cancels
out. The least squares values for A-B, S, and A in scale divisions
are

(A-B)

As

S

A

*2 X
3

+ x^)

I'Xl - 3*2 ^ 3x3 - X4)

*2 *3 ''4’



4. Thermometry

At NBS, the calibration of liquid in glass thermometers is usually

carried out in a controlled bath which is continually heated so as to

give a slight temperature increase with time. The temperature of the

bath is measured by resistance thermometry at the start, middle, and

end of the run with the test thermometers being run once each in the

first interval and once again in reverse order in the second. The time

sequence for the resistance measurements R^, R2 , R3 and the two series

of test thermometer values denoted by T]_ T 2 • • • Tj^ are as follows;

R
1

Tv Ro T'
k 2 k

m • m •

2 1
R
3

If equal time intervals are maintained between readings of the test

thermometers, then one would expect an increase. At in temperature with

each interval except perhaps the middle one in which the resistance

thermometer reading, R2 f is made. The analysis of this form of data is

given in Appendix A.

5 . Polarimeter Data

In determining the optical rotation of a quartz control plate used
as reference standards in polarimeters, one measures the voltage response
of a synchronous detector as the angle is varied. However, the response,

y, of the system has a nearly linear drift with the angle so that one can
represent this drift effect relative to the centroid of the data as being
either • • • -3A, -2A, -A, 0, A, 2A, 3A, • • • with A being the increment
to the response added in each time interval. [For even n it is convenient
to use • • • -3A, -A, A, 3A • • • or 2A increment per time interval.]

In the polarimeter experiment the response is a linear function of
angle so that the observation becomes

1.

y. =a+ 3x. + (i- —r—)h + random error
1 1 2

where the Xj_ are evenly spaced deviations from the nominal angle, e.g.,
X = 0", 10", 20", 30", • • • If the usual estimate of a and B are to

remain unbiased and unchanged in precision, then one must have

Zx. (i
1

0

so that the estimates are orthogonal to the drift in the detector. The
following orderings have this property:
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Measurement
Number

Quantity to
be Measured

Setting for
Polarimeter

Quantity to
be Measured

Setting for
Polarimeter

1 a + 23 20" a + 3 10"

2 a 0" a + 43 40"

3 a + 33 30" a + 23 20"

4 a + 3 10" a 0"

5 — a + 33 30"
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6 . Calibration Designs

The term calibration design has been applied [ 1 ] to experiments
where only differences between nominally equal objects or groups of

objects can be measured. Perhaps the simplest such experiment consists
in measuring the differences between the two objects of the n(n-l)/2
distinct pairing that can be formed from n objects. Ordinarily the

order in which these measurements are made is of no consequence. How-
ever, when the response of the comparator is time dependent, attention
to the order is important if one wishes to minimize the effect of these
changes. When this effect can be adequately represented by a linear
drift, it is possible to balance out the effect by proper ordering of
the observations. As with the polarimeter data, this drift can be
represented by the series • • • -3A, -2A, -A, 0, A, 2A, 3A, • • • if
n(n-l)/2 is odd or by • • • -5A, -3A, -A, A, 3A, 5A. . . if n(n-l)/2
is even.

For n = 4, n(n-l)/2 = 6, and it turns out that it is not possible
to balance out the drift effect with 6 measurements. However, with 8

measurements the balance can be achieved by the following order,
denoting the four objects by A, B, C, D.

Observation Observation is a Measurement of
A B C D A

+ - 0 0 -7

- 0 0 + -5

0 0 + - -3

0 + - 0 -1

0 + 0 -

-00 +

+ 0 - 0

0 - + 0

The notation used here, the plus and minus signs, indicate the items
entering into the difference measurement. Thus, is a measurement of
the difference (D-A)

.

To see how the drift effect is balanced out, consider item C which
occurs in the third, fourth, seventh, and eighth observations. In the
third and eighth observations the item occurs positively and the cor-
responding drift effects are -3A and 7A respectively. For the fourth
and seventh observations, item C occurs negatively while the corresponding
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drift effects are -A and 5A. The overall effect can be represented by
the suni of cross products of the columns for C and A, namely

[1] (-3A) + [-1] (-A) + [-1] (5A) + [1] (7A) = 0

using square brackets to denote the coefficient attached to the direction
of the difference and parenthesis for the drift effect. For A, one has

[1] (-7A) + [-1] (-5A) + [-1] (3A) + [1] (5A) = 0

In general, if the cross products sum out to zero, then the drift
effect is said to be completely "balanced out" or "orthogonal" to the
items being measured.

7. Restraints

In calibration designs only differences between items are measured
so that unless one or more of them are standards for which values are
known, one cannot assign values for the remaining "unknown" items.
Algebraically, one has a system of equations that is not of full rank
and needs the value for one item or the sum of several items as the
restraint to lead to a unique solution.

In the design of Section 6, for example, if one has a single
standard and three unknowns, the standard can be assigned to any one
of the letters. (The same would be true of three standards and one
unknown.) If there are two standards and two unknowns, the choice of

which pair of letters to assign for the standards is important in

terms of minimizing the uncertainty in the unknown.

It turns out that the pairing of A with D or of B with C is slightly
less efficient (see Appendix B) than the other pairings A with B or C

with D. This results from the fact that the observation on the dif-
ferences (A-D) and (B-C) are repeated and it is usually better (to

achieve smaller variance for the test items) to measure differences
between standards and unknowns than between pairs of standards.
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8 . Use of Calibration Design in Gage Block Calibration

The calibration design of Section 6 is used in gage block calibration
at the National Bureau of Standards and the analysis and interpretation
of the design for this application is representative of the principles
involves in the use of the design in other applications.

At NBS two master sets of gage blocks are maintained for trans-
ferring length calibration to users gage blocks, these are designated
A and B and their sum is designated by K. These are combined with two
sets of unknowns, designated C and D, The difference (A-B) is used as

the check standard.

/N ^
If we denote the values determined for ABC and D by A B C D in

accordance with the statisticians' practice of distinguishing the value
from the experiment from the sought-after or long-run value, we may then
write

^ ^^2 - ^3 ^^4 - ^^5 -2^6 I

B = |4<-5yi
+ 2y

2 + 73 + 2y^ + Sy^ + 2yg
- 3y^ - 2yg) + |

A-B = - ^y^ - 2y^ - 4y^ - 6y^ - 4y^ + 6y^ + 4yg)

C = + 2y2 + 5y3
- 6y^ - y^ + 2^^

- 1^^ + 6yg) + f

D = fjtyi + 6y2 - 5y3 - 2y^ - + Sy^ - y^
+ 2yg) + |

/s ^
where A + B necessarily sum to K.

These values have the following standard deviations in terms of the
long run precision as represented by the process standard deviation O.

.d. (A) = s.d. (B) = a /
48

s.d. (A-B) = a / YJ

.d. (C) = s.d. (D) = a /
13

48

One also obtains values A for A where

* = lie ‘"’^1 - ^^2 ^^3 ^4 ^ ^5
^

.d. (A) =a/^
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Because this is an overdetermined system (more observations than
unknowns) the deviation between observed and computed value is, in
general, different from zero and reflects the random errors of measure-
ment. These deviations, d

2_

d2 • * * ^3 are as follows:

= li? ’^2 ’^3 “*^^6 ’^7

*^2 = ik ‘"’^1 ®’i'2 * ^^^3 ^^4 " ^^^5 ^^^6 " ^^^7 ^^^
8

*

^3 = ik <-’^1 ^ ^^^2 ^ ^"^3 ^ ^^^4 - ^"^5 ^ ^ ^’^7 '

*^4 = ik ^^2 ^^^3 ^^^^4 ^’^5 " ^^6 ^^^7

^5 = ik " ^^^2 ^^^3 ^’^4 " ^^^6 " ®^7
"

^6 = ik ^^^2 ^"^^3 " ^^4 ^^^5 " " ^^^7
'

^7 = ik '"’^1 " ^^^2 ^ ^’^3 ^^^4 " ^^5
* “^6 " ’^^7

‘

“^8 = ik " ^^^2 ’^3 " ^^^4 " ^^^5 ^^^6 ’^7 ®^>'
8

>

These deviations provide the information needed to obtain a value,
s, which is the experiment's value for the process standard deviation,
a.

/ E (dev)
^

s = Y degrees of freedom = 4

The number of degrees of freedom results from taking the number of
observations less the number of unknowns then adding one (for the
restraint) to give 8 - 5 + 1 = 4.
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9 . Example

Routine calibration of gage blocks is carried out with two NBS
master blocks (designated S. and S..) and two test blocks (designated
X and Y) . The blocks are placed close together on a metal platen for
a sufficiently long time to insure temperature equilibrium. A mechanical
intercomparator is used to determine the difference between the blocks
by first determining a reading for the block indicated by "+" then
following with the block indicated by The difference between
these two readings is the observation, y (all values are in micro-inch)

.

For a set of 0.101 in. blocks, the following data was obtained.

DATA FROM NBS CALIBRATION OF FOUR 0.101 INCH GAGE BLOCKS

i Schedule
Difference
Measured

First
Reading

Second
Reading

Difference

y (i)
Deviation

1 + - 0 0 S.-S.

.

52.0 52.5 -0.5 0.029

2 - 0 0 + Y-S. 45.2 52.1 -6.9 -0.046

3 0 0 + - X-Y 50.0 45.1 4.9 0.113

4 0 + - 0 S. .-X 53.1 50.0 3.1 0.571

5 0 + 0 - S. .-Y 52.3 45.2 7.1 -0.238

6 - 0 0 + Y-S. 45.1 52.0 -6.9 -0.079

7 + 0 - 0 S.-X 52.0 50.1 1.9 -0.154

8 0 - + 0 X - S. .
50.1 52.3 -2.2 0.304

S.+S.. = 6.4 used as restraint

S.-S.. = -0.133 used as check standard

a = .32 accepted standard deviation

The values for the blocks and the drift effect. A, are

.
= ^[5(-0.5) - 2(-6.9) - (4.9) - 2(3.1) - 3(7.1) - 2(-6.9) + 3(1.9) +

2 (- 2 . 2 )] +
(6.4)

= + 3.2 = 2.9500

..= ^[-5(-0.5) + 2(-6.9) + (4.9) + 2(3.1) + 3(7.1) + 2(-6.9) - 3(1.9) -

2 (- 2 . 2 )] +
(6.4)

= ^(6.0) + 3.2 = 3.4500
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K>

X>

= -0.5S.-S.

.

= -[-(-0.5) + 2(-6.9) + 5(4.9) - 6(3.1) - (7.1) + 2(-6.9) - 7(1.9) +

6 (- 2 . 2 )] +
(6.4)

= -^(-54.8) + 3.2 = 0.9167

24
[(-0.5) + 6(-6.9) - 5(4.9) - 2(3.1) - 7(7.1) + 6(-6.9) - (1.9) +

2 (- 2 . 2 )] +
(6.4)

= —(-170.0) 4- 3.2 = -3.8833

[-7(-0.5) - 5(-6.9) - 3(-4.9) - 1(3.1) + (7.1) + 3(-6.9) + 5(1.9) +
168

7(-2.27)

1

168
(.7) = 0.0042

The accepted standard deviation for the process is 0.32 iJ-in so that
one can compare the observed standard deviation, s.

s = 'J Zdev^/4 = / .5208^
0.361

to the accepted value by computing

F .^.2 _ 0.1302
“ 0.1024

1.27

Had the ratio (s/Q)^ exceeded 3.32 (the critical value for the 1% proba-
bility level of the F distribution) , then the measurements would be
regarded as being "out of control" and would be repeated. The other
check on process performance is ^ovided by the check standard for

which the difference between (S^^..) and its accepted value should be
less than 3 times the standard deviation of (S^^..). See Section 10
for a discussion of this test.

The drift tem, A, has a standard deviation of a//l68 or 0.025. The

statistical significance of A can be judged by forming the ratio A

a/A68

If this ratio exceeds 3, then A would be regarded as significant.
However, because the design has eliminated the effect of drift on the
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alues of the blocks, one would not be concerned about a "significant"
unless it was greatly in excess of previously encountered values.

The deviations are computed as shown in Section 8, for example, for
the deviation corresponding to yg is given by

(dev)8 = ^[21(-0.5) + 35(-6.9) - 7 (4.9) + 63(3.1) + 21(7.1) - 21(-6.9)

7(1.9) + 63 (-2.2)]

= 7~[51.1] = 0.304
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10. Process Control

As mentioned in Section 2 , continued monitoring of the measurement
process is required to assure that predictions based on the accepted
values for process parameters are still valid. For gage block cali-

bration, the process is monitored for precision by comparison of the

observed standard deviation to the accepted value, a^, by means of the
F-test. In the case of the design of Section 6 , the square of the

ratio of the two standard deviations is compared to the critical value,
F(4, a), which is the a probability point of the F distribution for

degrees of freedom 4 and °o, [For calibrations at NBS, a is chosen as

.01 to give F(4, .01) = 3.32].

The check for systematic error is given by comparison of the
observed value of the difference, S. - S.., between the two standards
with its accepted value. The uncertainty of this difference is given
by a.p =/(5/12)a^ *203 where is the "within run" standard deviation
and Og is the component of variance arising from variations from run-to-
run. The value of a.p is obtained directly from the sequence of values
of S. - S.. arising in regular calibrations. The check standard test
is therefore.

I
observed (S. - S..) - accepted (S. - S..)

i.e., t is compared to the critical value 3.0 which would correspond to
the .003 probability level for the normal distribution.

If both the "precision" (F-test) and "accuracy" (t-test) criteria
are satisfied, the process is regarded as being "in control" and values
for the unknowns, X and Y, and their associated uncertainties are
regarded as valid. Failure on either criterion is an "out-of-control"
signal and the measurements are repeated.

When the between run component, Og, is present, the standard
deviation associated with the values for the unknowns are given by *

The value for the drift serves as an indicator of possible trouble if
it changes markedly from its usual range of values. However, because
any linear drift is balanced out, a change in the value does not of
itself vitiate the results.

See M.C. Croarkin, "An Extended Error Model for Comparison Calibration"

for an explanation.
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If the uncertainty attached to the restraint value is not negligible,

this will lead to a possible systematic error in all measurements based on

this restraint. Therefore, as a bound to this error one should, for the

design of section 6, add to the uncertainty from random error an allowance

of one-half the uncertainty in the sum (S. + S..). This is shown in the

computer example.

11. Computer Program

Appendix C lists a computer program in BASIC for carrying out the

calculation for the gage block example. The program can be used with
any design provided one has the arrays of coefficients for the determi-
nation of the values of the unknowns and the deviations corresponding
to the two arrays given in Section 8 for the gage block example.

The program calls for input of:

a) Administrative data—designation of blocks, operator, date,
etc.

b) Process parameters—standard deviations, value for check
standard, etc.

c) Comparator readings

The computer programs provide in the output:

a) Deviations, s.d.

b) Values for unknowns, drift, and associated undertainties.

c) Statistical tests as to whether process can be regarded as

"in control": on standard deviation and on value of check
standard

.
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12 . Other Designs for Elimination of Drift With Order of Measurement

The number of observations over which a linear drift could be
expected to be valid varies with the type of measurement, but experience
indicates that it is unusual if it is as large as 20. For all distinct
pairings of n items n(n-l)/2 exceeds 20 for n ^ 7. The table below gives
designs for n = 5, 6, 7 which are balanced for linear drift.

n = 5

10 Observations
n = 6

18 Observations
n = 7

21 Observations

+ - 0 0 0 1-2 + - 0 0 0 0 1-2 + - 0 0 0 0 0 1-2

0 + - 0 0 2-3 0 + - 0 0 0 2-3 0 + - 0 0 0 0 2-3

0 0 + - 0 3-4 0 0 + - 0 0 3-4 0 0 + - 0 0 0 3-4

0 0 0 + - 4-5 0 0 0 + 0 - 4-6 0 0 0 + - 0 0 4-5

- 0 0 0 + 5-1 0 0 0 0 - + 6-5 0 0 0 0 + - 0 5-6

- 0 0 0 + 0 5-1 0 0 0 0 0 + - 6-7

- 0 0 + 0 4-1 - 0 0 0 0 0 + 7-1

0 + 0 - 0 2-4 0 0 + 0 0 - 3-6

0 - 0 0 + 5-2 - 0 0 + 0 0 4-1 0 + 0 - 0 0 0 2-4

0 0 + 0 - 3-5 0 + 0 0 - 0 2-5 0 0 + 0 - 0 0 3-5

+ 0 - 0 0 1-3 0 0 - 0 0 + 6-3 0 0 0 + 0 - 0 4-6

+ 0 0 - 0 0 1-4 0 0 0 0 + 0 - 5-7

0 - 0 0 + 0 5-2 - 0 0 0 0 + 0 6-1

0 - 0 0 0 0 + 7-2

0 0 0 - + 0 5-4 + 0 - 0 0 0 0 1-3

0 0 - 0 0 + 6-3

0 - 0 + 0 0 4-2 0 0 - 0 0 0 + 7-3

- 0 + 0 0 0 3-1 0 - 0 0 0 + 0 6-2

0 + 0 0 - 0 2-5 - 0 0 0 + 0 0 5-1

+ 0 0 0 0 - 1-6 0 0 0 + 0 0 - 4-7

0 0 + 0 0 - 0 3-6

0 + 0 0 - 0 0 2-5

+ 0 0 — 0 0 0 1-4

An alternate form of displaying the design is shown for n = 5 and is used
for the other designs.
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Designs
below:

that involve a subset of all possible pairings

n - 6

12 Observ.
n = 7

14 Observ.
n = 8

16 Observ.
n = 9

18 Observ.

1-2 1-2 1-2 1-2

5-1 2-3 2-3 2-3

2-3 3-4 3-4 6-5

4-6 4-5 4-5 3-1

3-4 5-6 5-6 5-4

6-5 6-7 6-7 8-9

7-1 7-8 4-7

2-4 8-1 9-6

4-5 3-1 7-8

6-2 5-3 4-1

3-1 7-5 7-4 7-1

1-6 2-7 2-7 4-6

5-3 4-2 5-2 9-7

6-4 8-5 1-4

1-6 3-8 3-9

6-3 5-8

1-6 6-3

2-5

8-2
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APPENDIX A

Thermometer Calibration

Liquid in glass thermometers are calibrated at NBS in a controlled
bath in which the temperature is increasing in a nearly linear fashion
with time. The temperature of the bath is measured by platinum
resistance thermometry at the beginning, middle, and end of a run with
the test thermometers being read once in the first interval and again
in reverse order in the second interval. The time sequence for the

resistance measurements, R-^, R2 r ^3 and the two series of thermometer
values denoted by T| and T^ are as follows:

T« T- t; t,
k 2 k

T,
2 13

with uniform time intervals between the thermometer readings. Figure
shows a schematic of the situation with the increment to the bath
temperature being A for each time period except for the middle reading
involving resistance thermometry where a step of a in temperature is

assumed.

T

(k-1) intervals

R, T'
1 1

*^2 T' R^
k 2

R,

Time

Figure Thermometer reading at fixed time intervals in a bath with
linear drift.



The average (T| + Tj^)/2 will be the indication of the i-th thermometer
at the temperature implied by (R^ + R2 + R3)/3. The differences, dj_ =

Tf - T| will be a measure of a + 2 (k - i) A so that the observational
equations may be written

E(d) = E
N < >

T - T'
1 1

a + 2(k - 1)A = 1 2(k - 1)

“ T'
2 2

a + 2(k - 2)A 1 2(k - 2)

T, - T

'

a + 2A 1 2
k-1 k-1

T, - T

'

a 1 0
k k

^ /

a = X a

A A

where X stands for the indicated matrix, and where E( ) stands for the
"expected value of," i.e., the limiting value if the effects of random
error were eliminated.

The least squares estimates of a and A are given by the solution to
the normal equations

f'
s

(X'X) a = X'd = Ed

A 2Ed (k-i)

where the inverse of the matrix of normal equations is

(X'X)”^ k k(k-l)
-1 1

2
2 (k-1) (2k-l) -3 (k-1)

k(k-l) 2k (k-1) (2k-l)/3
k(k -1)

-3 (k-1) 3

9 ^ *s /

The estimates of a, A and a , the variance of the observations are given
by

a =

A =

[3Zid - (k+l)Ed]

k(k2-ir
- 2Eid]

k(k+l)

3

- 2AE(k-i)d] = 7^ Z(dev)^
k-2 k-2

where dev. = d. - a - 2(k-i)A.
1 1

The standard deviation of the value for the test thermometer is

G//2 and for a and A,
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s.d. (a) = a/2 (2k-l)/k(k+l)

s.d. (A) = a/3/k(k^-l)

Control on the measurement process is maintained by two forms of
redundancy--one to check on the process average and the other to check
on process variability. The first of these is provided by incorporating
an NBS standard thermometer among the k thermometers and requiring that
its value be within random error of its accepted value. The variability
check is given by comparing O with the long run value established for
the process. When these conditions are satisfied, then one can regard
the process as being in a state of control.

A typical set of data for this type of calibration is given in the
following table. For simplicity the resistance measurements have been
suppressed and the temperature reported directly.

Calibration of Thermometers
Data From NBS Calibration of 22 August 1972

Provided by J. Wise, NBS, Thermometry Section

PRT - OBS =

Thermometer Observation Averages Correction at 40°

Reference (PRT) 39.9378

T' 39.983 39.9870 -0.0436

^2 39.913 ^2 39.9150 0.0284

T' 39.966 ^3 39.9675 -0.0241

(check standard) 39.840 ^4 39.8410 0.1024*

Reference (PRT) 39.9422 PRT 39.9434

^4 39.842

^3 39.969

^2 39.917

h 39.991 *accepted value is 0.1000

Reference PRT 39.9501

d = Predicted
i Ti - Ti a A d dev.

1 -0.008 1 6 Ed = -0.077 -0.0071 -0.0009

2 -0.004 1 4 Eid = -0.033 -0.0052 0.0012

3 -0.003 1 2 2/k(k+l) = 1/10 -0.0033 0.0003

4 -0.002 1 0 3/k(k^-l) = 1/20 -0.0014 -0.0006

Edev^ = 0.00000270
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<<]

a = ~ [3(-0.033) - 5(-0.017)] = -0.00140

= [5(-0.017) - 2(-0.033)] = -0.00095

a = /Zdev^/2 = /O. 00000135 = 0.00115

^ / 7
s.d. (a) = S.d. (average T) = a//2

s.d. (A) = a/^
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APPENDIX B

Least Squares Analysis of Calibration Designs

In this appendix the least squares analysis is presented in matrix
form for those wishing to prepare a general analysis. Each formal
statement will be illustrated by its application to the calibration
design of Section 6.

It is assumed that the expected value of the observations represented
in vector form as y' = (yi Y2 • • • Yn^ have expected values E(y) = XB
where B is the vector of parameters and X is the design matrix. It is

also assumed that the errors of measurement are uncorrelated and have
equal variance, i.e., V(y) = 0^1.

For the design of section 5,

X =
\

1 -1 0

-1

0

0

0

-1

1

0 -1

0 0

0 -7

1 -5

0 1-1-3

1-1 0-1

10-11
0 0

0 -1

B = A

B

C

D

A

< /

/
The matrix of normal equations is given by (X'X)B = X'y which for

calibration designs is not of full rank.

X'XB =
N • f

\
4 -1 -1 -2 0 B = X'y = 1 -1 0 0 0 -1 1 0

-1 4 -2 -1 0 -1 0 0 1 1 0 0 -1

-1 -2 4 -1 0 0 0 1 -1 0 0 -1 1

-2 -1 -1 4 0 0 1 -1 0 -1 1 0 0

0

k
0 0 0 168 -5 -3 -1 1 3 5 7/

In order to solve this system, a restraint in the form h'B = K is
imposed leading to the augmented equations (see Zelen [4 ] ),
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\ ^ V

X'X h B = X'y

h' 0 X K
\ > k /

For the design as used in the calibration of gage blocks the restraint
is that A + B = K, giving h* = (11000) and the augmented equations
are

- 2 -1-1 4 0 0

0 0 0 0 168 0

V

1 1 0 0 0 0

y

The solution for the parameter values 3 are

^ \ N .

^ \

% = X'X h
-1

X'y C g X'y

\
h' 0 K

k >
g' 0 K

k /

where C is the indicated KxK matrix arising in the inversion process n.

For the example

35 -35 - 7 7 0 168

-35 35 7 - 7 0 168

- 7 7 91 21 0 168

7 - 7 21 91 0 168

0 0 0 0 2 0

168 168 168 168 0 0

35 -14 - 7 -14 -21 -14 21 14 84

-35 14 7 14 21 14 -21 -14 84

- 7 14 35 -42 - 7 14 -49 42 84

7 42 -35 -14 -49 42 - 7 14 84

- 7 - 5 - 3 - 1 1 3 5 7 0

0 0 0 0 0 0 . 0 0 0

for which C =
336

35 -35

-35 35

- 7 7

7-7
2 0

\

- 7

7

91

21

0

\

7 0

-70
21 0

91 0

0 2
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2
The variances of the parameters are given by and of linear

functions, the variance is £'c£a2. For the example

V(A) = V(B) = = 35a^/336 = 5a^/48

V(C) = V(D) = = C = 910^336 = 13a^/48
33 44

V(A-B) = = 1400^336 = 50^12

V(A+B) = 0

V(C+D) = (0^3 + + 2C^^)0^ = 2240^336 = 20^/3

V(C-D) = (C^2 ^44 2^34^^^ = 1400^/336 = 50^24

V(A) = C^^0^ = 20^336 = 0^168
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FOOTNOTE 1

If one had assigned the two standards to positions B and C instead
of to A and B as was done, then one would be repeating the measurement
of the difference (B-C) , and of the difference (A-D) . These differences
are internal to the pair of standards over the pair of unknowns and
one might suspect that they add little to the transfer from standard
to test item. This is confirmed by examination of the inverse of the
matrix of normal equations.

4 -1 -1 -2 0

\

0
-1 1

168
56 0 0 28 0 84

-1 4 -2 -1 0 1 0 14 -14 0 0 84

-1 -2 4 -1 0 1 0 -14 14 0 0 84

-2 -1 -1 -14 0 0 28 0 0 56 0 84

0 0 0 0 168 0 0 0 0 0 1 0

0 1 1 0 0 0 84 84 84 84 0 0

/
The variances for the standards are

V(B) = V(C) = 14aVl68 = aVl2

V(B-C) = 56aVl68 = a^/3

which is smaller than for the restraint A + B = K.

However, for the test items the variances are

V(A) = V(D) = 56a^/168 = a^/3

which is larger than that with the restraint A + B = K for which the
corresponding variance is 130^/48.

The estimate for the test item. A, is

A = -^ [SYi - 4y^ - 4y^ - 4y^ - 4y^ + 8y^] + |

which does not involve and y0 which are measurements of the difference

between the two standards, i.e., of B-C. Thus, there is a gain in effi-

ciency in the calibration of the test block by using positions A and B

for the standards, the efficiency factor being (0^/ 3 ) /

(

130^/48 ) = 16/13.
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FOOTNOTE 2

If there were but a single standard, A, the inverse of the matrix
of normal equations would be

-1 1
/ \

4 -1 -1 -2 0 1
168

0 0 0 0 0 168

-1 4 -2 -1 0 0 0 70 42 28 0 168

-1 -2 4 -1 0 0 0 42 70 28 0 168

-2 -1 -1 4 0 0 0 28 28 56 0 168

0 0 0 0 168 0 0 0 0 0 1 0

1 0 0 0 0 0 168 168 168 168 0 0

\
variances of the test items are

/s /s 2 2
V(B) = V(C) = 70a /168 = 5a /12

V(D) = 56aVl68 = 0^3

FOOTNOTE 3

If the sum of all four were taken as the restraint, the inverse of
the matrix of normal equations would be

\
-1 1

4 -1 -1 -2 0 1
336

49 -21 -21 - 7 0 84

-1 4 -2 -1 0 1 -21 49 - 7 -21 0 84

-1 -2 4 -1 0 1 -21 - 7 49 -21 0 84

-2 -1 -1 4 0 1 - 7 -21 -21 49 0 84

0 0 0 0 168 0 0 0 0 0 2 0

1 1 1 1 0 0 84 84 84 84 0 0
9

variances of all four test items are the same

/s /S ^ 2 2
V(A) = V(B) = V(C) = V(D) = 49a /336 = 7a /48
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5

1 0

1 5

20
25
30
35
40
45
50
55
60
65
70
72
75
50
85
<;o

95
1 00
105
1 1 0

1 1 5

1 20
1 25
1 30

135
1 36
1 40
1 42
1 45
1 50
1 55
1 60
155
1 70

1 75
1 80
1 85
1 90
195
200
205
2 1 0

2 15
220
225
2 30
235
240
2 45

Computer Program for Analysis of Gage Block Data

I

AGE HL 8CK C\LIBRAT10 *

* THIS PROGRAM COMPUTES THE VALUES OF THE UNKNOWN GAGE BLOCKS,
» AND PERFORMS TWO STATISTICAL TESTS, THE F-TEST AND THE: T-TEST,
ft TO determine if the process is in control.
ftft-ft ft ft ftftft ft* ftftft ftft-ftftft* ft ft ft ft* ftftftftftftftft ftftftft ftft-ftft ftftftftftftftftftftftftftftftft ftft ft* ********

I

INPUT 1

THIS PROGRAM CALLS FOR A USER CREATED DATA FILE WHICH CONSISTS
OF THE FOLLOWING:

(1)

(CS( I ), I -1 ,3 ) - date, OBSERVER, INSTRUMENT I

( 2 )

( 3 )

( 4 )

( 5 )

( 6 )

( 7 )

( 8 )

K

NO
S5
H5

H6
12

VALUE OF RESTRAINT! MICROINCHES

>

NOMINAL SIZE OF TEST BLOC KS( I NC HE S )

ACCEPTID VALUE OF CHECK ST ANDA RD( M ICROl NC HE S )

ACCEPTED S.D. OF THE I NSTRU .ME NT( M IC KOI NCHE S )

ACCEPTED TOTAL S.D.
UNCFR TAINT Y IN THE RESTRAINT

\(I),Y(I) - OBSERVED READINGS (EIGHT PAIRS)
ftftftftftftftft ft ft ftftftftftftftftft ftftft ftftftftftftftft* ftftft ftft ft* ft ft* ftftft* ft ft* ftftftft ft*** ftftft* ftftft* ftftft ft

*

ft

ftftftft ftftftft ft* ftftft ftftftftftftftftft** ft*************** ft** ***** ******** ftftftft ****** ft

ft

DATA VALUES WHICH ARE DETERMINED
AND WHICH APE STORED wITHIN THIS

AS FOLLOWS:

I

I

BY THE CALIBRATION DESIGN,
PROGRAM IN DATA STATEMENTS,

ARE
( 1 )

( 2 )

( 3 i

( 4 )

( 5 )

( 6 )

8( I , J )

M( I , J )

E( I )

F( T )

Cl

GS( I )

LEAST SOU ARE S COFFF
LEAST SQUARES COHFF
VARIANCE FACTfip
DRIFT VECTOR
MATRIX DIVISOR
BLOCK DESIGNATION

TO
TO

COMPUTE
COMPUTE

THE
THE

UNKNOWNS
DEVIATION

4 )

3.32 )

ft

ft

ft ( 1 )

ft ( 2 )

» ( 3 )

ft ( 4 )

ft ( 5 )

ft ( e )

ft ( 7 )

ft ( 8 )

DATE, OBSERVER , INSTRUMENT
COMPARATOR < FADINGS
OBSERVED DIFFERENCES
DEV r AT IONS
VALUES OF THE UNKNOWNS
OBSERVED STANDARD DEVIATION
STATISTICAL TESTS
UNCERTAINTY STATEMENT

ftftftft ftftftftftftftftftftftftftft ft

I

I

I

OTHER VARIABLES:
( 1 ) N - NO. OF BLOCKS IN THE CALIBRATION ( N

(2) GI - NO, OF OhSERVAT IO-Ni3 ( G1 * 8)
(3) F4 - F PATIO ( CR IT I CAL VALUE FOR P « .01 ); ( F4
(4) A4 - NO, OF DEGREES Op FREEDOM ( A4 » 4)

******** ftftftftftftftftftftftftftft** ******* ftftftftftftftft ****** ftftft ft* ftftftft ft* ftftftft*******

ft

ft

ftftftftftftftft ftftftftftftftftftftftftfi-ftftft ftftft ft ftftft ft ft ftftft ft ftft- ftftft* ***** ftftftftftftftft ««-** ftftftft ft**

OUTPUT
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250
255
2^0
265
2^0
2^5
2 80
285
290
295
3 00
3 05
310
312
3 1 5

320
3 2 2-

330
335
340
3 45
350
355
360
365
370
375
380
3 85
390
395
400
a05
4 10
411
412
4 1 3

414
4 1 5

420
425
430
4 35
440
441
4 42
443
444

DIM C9>( 3 ), H( 4 ,9 ) , 4( 8 , 8 ) , A( 9 ) ,X( 8 ), Y( a ),US( 4 )

PATA 35, -1 4, -7, - 1 4 ,
- 21 .-14,21,14,84

DATA -35, 14, 7, 14, 21, 14, -21, -14. 84

DATA -7, 14,35,-42,-7, 14,-49,42,84
DATA 7,42, -35,-14,-49,42,-7,14,84
DATA 49,-7,-7,21,49,49,-7,21
DATA -7, 87, 13,-5, 3 3, -41 , 53, 35
DATA -7,13,89,25,-39,37,57,-7
DATA 21,-5,25,111,-27,3,-23,63
DATA 49, 33, -39, -27, 9-^, 25, 9, 21
DATA 49 , -41 , 37, 3 , 25 , 1 03, 1 3, -21
DATA -7,53,57,-23,9,13,73,-7
DATA 21 ,3 5, -7,6 3, 21 , -21 , -7, 63
DATA -7 , -5 , - 3, -1 , 1 , 3, 5,

7

DATA . 31 250, .31 250, . 145833, . 145833
DATA 168
DATA 3,,S..,X,Y
N *4

C 1 *8

F4 *3 .32
A4 *4

-G 1 !
«• READ C^EFFTCIENTS U SF D T^ COMPUTE VALUES THE riLOCKS
pop I » l,N
FOP J1 » 1 , R1

READ B( I , J 1 )

NEXT J1

NEXT I

«• READ CeFFFlCirNrS UiDED TO COMPUTE THE DEVIATIONS
FOP I - 1 , G

1

FOR Jl» 1,G1
READ M( I , J 1 )

NEXT Jl
NEXT 1

* READ DRIFT VECTOR
Fe)P I 1,G1
READ F( T )

NEXT I

* READ VARIANCE VECTOR
FOR I • 1,N
READ E( I )

NEXT I

* READ MATRIX DIVISOR
READ Cl
» RE^D BLOCK DESIGNATIONS
FOR I » 1 , N
READ GS( I )

NEXT I
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445
450
455
4 6 0

465
470
471
473
475
4 80
4 85
4

490
492
4 C3

4 95
500
5 05
5 10
5 1 5

520
52 5

530
535
540
545
550
555
560
565
570
575
580
585
5 90
595
6 00
6 05
61 0

515
520
625
630

» DEFINE USFK DATA 1 ILE - D\TA1
FILES DATAl
«• ^LAD administrative data and process PAKAMETLkS
READ #1 , CS( 1 ), CS( 2 CS( 3 )

Rt aD #1 , K ,N0, S5, R5, R6 , V2
» READ C‘‘lMPAkAT^^R READINGS AND COsfPUTE THEIR DIIFERLNCES
«• ALSO, COMPU'T'E DRIFT *D1, AND S.D,( DRIFT) - SI
D1 -0

FOR I • 1,G1
PKAD^l , X( I ), Y( I )

A( I ) -XI I )-Y( I )

D1 *D1 A( I )*F( I )

NFXT I

D1 -Dl/Cl
SI -B5*( 1 ./Cl )t.5
« SET A(9)» RESTRAINT
A( 9 ) -K
* COMPUTE VALUES « V(I), >S, D, - Z( I ) , \ND UNCERTAINTY • C(I
FOR I • I , N

Y1 -0

FOR J1 -1 , R1

Y1 »Y1 »( r , J 1 )«-A( J 1 )

NEXT J1

V( I ) » Yl/Cl
7( I )«( R5^2-n5t2*E( I ) • 5

C( I ) •3*7-( I ) .5«M2
NEXT I

* COHPUTF CHECK STANDARD
C5 • V( 1 )- V( 2 )

* COMPUTE THE DEV TATK^'NS AND THE OBSERVED S.O.
SO «0

FOR I » 1,G1
DO -0

FOR J1 -1 ,G1
D0-D0^M( I,Jl )*A( J1 )

NEXT J1

D( I ) -DO/Cl
SO-SO DI 1 )f 2

NEXT I

S-( S0/A4 )t , 5

* perform STATISTICAL TESTS
F-( S/B5 )f2
T-( C5-S5 )/R6
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64 0 PV!INT,90 6

645 PRINT DATE , CS( 1 )

650 PRINT OH5. ,C^(2)
655 PRINT INSTR.,CS(3)

6

60 PR TNT, 905
665 PRINT OFiSERV AT r t)N S

6 70 FOP I l,rri

675 PRINT X( I ), Y( I )

680 NEXT I

565 *PRINT .DRSERVED DIFIERENCES AND DEVIATIONS
690 PRINT, 695
6 95 FMT //, X18 . A( I ), X8, DEV(I)
700 FOR I - l,ni
705 PRrNT,71 0, A( T ), D( I )

710 FMT X14, .3 , X4, E9.

3

715 NEXT I

72 0 * PRINT VALUES OF THE
722 rRlNT,723
^2 3 FMT //, X 53 , UNCERTAINTY
725 PRINT, 730
73 0 FVIT X19 , NOM, , Xa, COR R, ,X1 0 , S. D, . X 4, 3 ( S , D . ) • 5 ( S . E , )

735 Ft>R I *1 ,N
740 PRINT,745,GS( I ),N0,V( I ),Z,( I ),C( I )

745 FMT F12, 6, FI 1 . 2, X7, F3.5, FI 5.

5

750 NEXT I

755 » PRINT STATISTICAL INFORMATION
760 PRINT, 765
765 PRINT CBS, S. D, A('C. S, D, , F TEST,F RATIO,D,F,
^70 PRI NT,77 5, S, P5, F , F4 , A4
7 75 FMT F7 ,4 ,X5, F9, 5, X3 , FB, 3 , FI 2. 2, I 10
7*80 IF F>F4 THEN 790
^85 GO TO 80 0

790 PRINT, 795
795 PRINT «•*« «•«•*« «•*»•«• S , 1), IS NOT IN CON T RO L****** *•«•««•«•«•»*<«*«

800 PRI NT, 805
805 PRINT OICS, CHFCK, ACC, CHECK,! TEST
810 FR 1 NT, 81 5, C5 , S5 ,

T

815 FMT FIO. 5, FI 1 . 5, F12.5
820 IF ABS(T) > 3 THFN 830
825 GO TO 840
8 30 PR I NT, 83

5

835 PRINT *«•*»•»«•«««•*•»«• CH ECK STANDARD IS NOT IN Cf)NT RO L****--**-* ««•»*»« «•«

840 PRINT, 905
345* PRINT DRIFT AND S,D.(DRIFT)
885
890
8 95
900
901
9 02
903
905
9 06
9 1 0

9 1 5

PRINT, 89 0, D1 , SI

FMT DRIFT - , FI 0,4/ S,D,( DRIFT) * FIO,^
PR I NT, 90 0 ,

K

FMT ///, RESTRAINT (S,*-S,,) - ,F8,2
PRINT, 903, M2
PRINT, 906
FMT SYSIE.MATIC EPROR(S,E, ) IN RESTRAINT » ,F8,2
FMT //
FMT //////
STOP
END
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INPUT = USER DATA FILE

10 MAY 2B 19 74,H0V'ET-L,FEDFT^AL 1

20 6 .4 , . 1 01 , 1 33, .FP, .49, .20

30 52.0,52.5
40 45.2,52.1
50 50.0,45.1
60 53.1,50.0
*^0 52. 3, 45.2
30 45.1,52.0
90 52.0,50.1
100 ^ 0 . 1 , 52 .

3

OUTPUT

DATE MAY 28 1974
D h S . HOWELL
INST^*. FEDERAL 1

6 RS HR VAT IONS
52 52.5
45.2 52. 1

50 45. 1

53. 1 50
52.3 45.2
45.

1

52
52 50.

1

50.

1

52.3

A( T ) DEV( I )

-.500 . 029
-6. 900 - .046
4.900 .113
3.100 . 571
7.100 - .237

-6.900 - . 079
1 .900 -.154

-2. 200 ,304

CtIRR, S , D .

5. . 1

0

loco 2.95 . 4561

B

S. . .101000 3,45 • 4 56 1 3

X .101000 ,92 ,47452
Y . 1 0 1000 - 3.63 , 47452

DRS. S.D ACC. S.D, F TEST F RATIO
.3607 ,32000 1.271 3.32

DRS, CHECK ACC, CHECK T TFST
- .50000 - . 13300 -. ^4893

DRIFT « .0042
S. D.( DR IFT ) • .0247

UNCERTAI N TY
. D . ) . 5( S . E . )

1 .46854
1 .46354
1 .52355
1 .52355

K'ESTPAI NT ( ci. S. . )

SYSTEMATIC HRR8R(S.E. ) IN RESTRAINT
6.40
.20
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DESIGNS FOR THE CALIBRATION OF STANDARDS OF MASS

by

J. M. Cameron, M. C. Croarkin, R. C. Raybold
Office of Measurement Services
Institute for Basic Standards
National Bureau of Standards

This report presents a collection of designs for the intercomparison
of sets of weights for use in precision calibration of standards of
mass. These include a number of previously unpublished designs which
have an additional weight in each set to serve as the check standard for
monitoring the performance of the weighing process. Also included are
the classical designs of Benoit and Hayford. The complete least squares
analysis is presented in integer foirm (i.e., with a common division) for
the most widely used designs; and for the others, the standard deviations
are given for various weight combinations when used as an ascending or
as a descending series. Designs for sets of nominally equal objects,
the 22. ..11... series, the binary sequences, the 52211
series, and the 53211 and some miscellaneous series are given.

Key Words: Design of experiments, least squares, mass calibration,
statistical design, weighing design

INTRODUCTION

Calibration of a set of weights consists of assigning values for

the unknown weights in terms of the known mass of one or more standards.

For high precision work, this involves the use of the balance as a

comparator which measures the difference between two objects (or two

groups of objects) which must have nominally the same mass because of

the small "on-scale" range of the comparator. In deriving units which

are subdivisions of the basic unit or multiples thereof, a variety of

different weighing sets have been used because of convenience or other

practical considerations. A typical set is the 5321 series which

bridges the range from 10 to 1. In this paper, designs are presented
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for sets of weights of the same nominal size, for the most common

subdivisions currently in use, and for a miscellaneous group included

for completeness. In most cases, the designs provide for a check

standard, treated as an additional unknown weight, to be used for

monitoring the performance of the measuring process.

Precision weighing is usually done by some form of transposition

weighing on a two-pan balance and by substitution methods on a one-pan

balance. Matters relating to weighing procedures are discussed in

[8, 9] . For the purposes of this report, it will be assumed that a

well behaved comparator is available and that measurements of differences

in the mass of two objects or groups of objects are corrected for air

buoyancy effects and other environmental or procedural factors. It is

further assumed that the measurements are uncorrelated in the statistical

sense and all are of equal precision. (These latter two assumptions

are non-trivial and special care has to be taken to insure their

validity so that the random error component of the uncertainty is

properly evaluated.)

NEED FOR A CHECK STANDARD

In a calibration laboratory, it is necessary to have checks on the

measurement process to provide assurance that the process measures what

it was intended to measure and that it does so with a nearly constant

precision [10] . A direct check on the limiting mean of the measurement

process is provided if a known weight is calibrated regularly as if it

were an unknown test weight. If the value obtained for the weight

differs from its accepted value by an amount larger than can be

accounted for by the imprecision of measurement, then the process



would be regarded as being out of control. One is saying that if he

cannot calibrate his own weight correctly, he can have little confidence

in the values for the calibration of unknown weights derived from the

same data.

There is another equally important reason for routine calibration

of the same weight—the results on it provide the true measure of the

variability of the process. In the course of a year the weighings would

have been done under diverse weighing conditions and, hence, the sequence

of values would reflect the actual variability of the process—variability

which may not be reflected in the internal agreement of one series of

measurements

.

If an unknown test weight was repeatedly measured, one would expect

variability similar to that shown by the check standard. If one has a

single measurement on an unknown, it would be like a random selection

from the sequence. From the sequence of values on the check standard,

one can establish limits to the variability of the process and, because

of the equivalence in the method of measurements for both the standard

and the unknown, one can legitimately transfer the properties of this

sequence to the unknowns.

To establish that the measurement process is in control requires also

that the measurements be internally consistent within the limits of

random error. If more weighings are made than there are unknowns, then

there will be a "closure" error because the values for the observations

calculated from "best" values for the weights will differ from that

actually observed. The standard deviation computed from these deviations

can be tested against the long-run value of this process parameter.
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LEAST SQUARES ANALYSIS

We begin then with a set of n observations, Yi, Y
2

f • • •

involving k objects whose values, \ determined.

The set of observations can be represented by the equations for their

expected values, E(y^),

E(y^)

’'21®! *22®2

^lk®k

='2k^k

( 1 )

E(y ) = X .B, + X ^B« ... X B,
•^n nl 1 n2 2 nk k

or in matrix form E (y) = xB where the element^ x. ., of the X matrix

is 0 if the weight is absent, and 1 or -1 depending on the direction

of the comparison. In this note we shall adopt the convention of

using just the signs so that, for example, all possible comparisons

(ignoring direction) of 4 nominally equal objects will have the

representation
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In the least squares analysis one forms the normal equations

X'X3 = X'y

where the entries in X'X are merely the sums of squares and sums of

cross products of the columns of X. In the above case, one gets

"3 -1 -1 -1
/N

B =

-1 3 -1 -1
-yi

+ ^4 + ys

-1 -1 3 -1 ^2 ^4 ye

-1 -1 -1 3 _-y3 - Ys ye .

where B is the column vector with elements B
2

/ the caret

being used to denote the fact that the values are functions of the

observations, and not the sought-after values, B.

It can easily be verified in this case that the system of

equations is not of full rank (e.g., the column totals are zero) and

this is a property of all designs where only differences are measured.

In mass calibration, one has one or more standards whose value can be

taken as known and these provide the restraint on the system needed to

give a unique set of answers. Usually these involve a starting kilogram

or a unique summation such as 5 + 3 + 2 which has been determined in a

previous series or is the initial unit value for an ascending series

such as the 1, 2, 3, 5 series. One can write the restraint* in the form

r.B, + r^B^ . . . + r, B, = m (2)11 2 2 k k

and use the method of Lagrangian multipliers (with multipliers 2X) to

minimize the function

*In all cases treated here a single restraint is sufficient. See
Zelen [12] and Goldman and Zelen [6] for a discussion of the general
case.
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. . r 6, “ m)
k k ( 3 )<l> = E (deviations) ^ + 2X(r^3j^ + .

The normal equations now contain an additional "unknown,"

written out in full are as follows:

Ex^Bi + • * * ^^i\\ ^i^
"

^^i^

namely X and

( 4 )

^ ^=^^2^2 • •
• KK ^

^ ^2^2 • • •

’^k^

where

n
Ex. X .

= E X., X .,

1 3 k=l ik jk

Ex. y
1

or in matrix notation

X'X r B x'y

r' o X m

The solution may be written out formally as follows:

C

h’

X'y

m

ex'

h'X' m

( 5 )

(6)

where r' = (r r ... r ).
X ^ JC

To facilitate computation it is convenient to have the values,

B, written out as linear functions of the y's and m, i.e., B = [CX', h]jyl
[mj

This leads to a set of multipliers of the observations of the form
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These multipliers, and h^, are given in Appendix B in transposed

form for some of the designs. The matrix C is important because the

variances and covariances of the estimates are given by

Variance (3.)=C..a^, Covariance (3.,3.)=C..a^ (8)
1 11 2. 3 ij

The quantity, , is the variance (square of the long run value of the

standard deviation) associated with the process. In a set of n obser-

vations on k items and r = 1 restraints one has n-k+r=n-k+l
degrees of freedom for a standard deviation, s, formed by

s^ = 7—;—7 E (deviations) ? ( 9 )

n - k + 1 1

/N /\

(deviation). = y. - (x. 3, + x._3« . . . x. 3,)11 il 1 i2 2 ik k

One can write these deviations as a function of the observations by

noting that the predicted values are just x3 and the deviations are

thus

dev = y - x3 = y - X[CX',h]
[3

- y - [XCX' ,0]
[3

(10)

= [i-xcx']y

which can be written as



The array of coefficients,
j ' given in Appendix B for some of the designs

Weights are often used in combination and one needs to know the
/N

standard deviation for the various sums. For a sum of two items,

and
3 j / one has

Var(3. +3.) = Var(3.) + Var(3.) + 2Cov(3.f 3.)ID 1 D ID
and for a linear combination

L = + ^2^2 • • • (12)

Variance (L) = Z'CZC

where i' = (i^, , C comes from the inverse of

the matrix of normal equations [see equation (6)]. In Appendix A each

design has a list of the factors for computing the standard devia-

tions for all usual weight combinations, where Variance (L.) = DTa^.

DESIGNS FOR WEIGHING

The criteria for good weighing designs depend to some extent on

the use intended for the resulting values. For example, if the

weights are to be used independently of each other, then one would

want the standard deviation [a/c. . from formula (8)] for the value for
11

each unknown weight to be the minimum possible. If the weights are to

be used in combination, then one wants the variance of all appropriate

linear functions to be as small as possible.

Further, the desirability of a design depends somewhat on the

restraint being used. In some cases, one's judgment of a design

changes depending on whether one starts with a summation as known (e.g.,

5+3+2) and works down, or with a unit as known and works up (e.g.,

by use of a 1, 2, 3, 5 series) . For a given number of measurements
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only a finite set of possible designs exist for a series and only

occasionally is one of these designs uniformly and undeniably "best".

The designs are grouped into categories in Appendix A. In Appendix

B the complete analysis is given for one design. For the others, the

complete analysis is on file with the authors, and the factors for

computing the standard deviations for different weight combinations are

given in Appendix A.

A. DESIGNS FOR NOMINALLY EQUAL GROUPS

A.l All distinct intercomparisons . If k weights are to be inter-

compared by measuring the difference between weights of the k(k - l)/2

distinct pairings, then a general analysis can be written out as a function

of the number of weights that are regarded as known and used as the

restraint. The inverse of the normal equations with the sum of the

first m of the k weights taken as known is as follows:

kl-J -J l' II
rH1

ml-J 0 ki'

-J kl-J 0 0 ml+J ki

i' 0 0 ki' ki' 0
-

(13)

where i' = (1, 1, . . . 1) and J is a matrix of all ones and the

matrices on the diagonal are of the dimension mxm, (k-m)x(k-m), and 1x1.

Thus the standard deviation of the value for weights within the

restraint is Cfi — and for the unknowns, The standard
mk

deviation of a sum of h unknowns

mk

^ /h(h + m)
is a/ ; .

mk
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for weights within restraint

The are given by

m

^ T. ^T.

6 = — ^ ^

i k ‘ mk

k

K
m

( 14 )

T Z T.
Q 1

,
m+1 1

.
K _ ,

p. = — + ;— + — for unknown weights
1 k mk m ^

where is the sum of the y values invlving
3^^

in the positive sense

minus the sum of y values involving
3^^

in the negative sense (e.g., if

E(y) = 3. - 3 . f then y would be added to T. but subtracted from T.), and1 j 1 j
'

m
K is the value of the restraint (Z3 = K)

.

1

The standard deviation s is given by

2

(k-1) (k-2)
{Zdev^}

2

(k-1) (k-2)
(15)

Designs for which a linear drift with time is balanced out are also

included (see [4] for details of the analysis)

.

A. 2 Subsets of all distinct -intercomparisons . For large k (say

k ^ 6) the number of possible pairings becomes large enough that the

time involved in completing the measurements leads to a degradation of

the precision as environmental changes, operator, fatigue, etc., become

important. For that reason, subsets of the k(k-l)/2 pairings are used

to form the design.

In some of the designs the sum of all weights is taken as the

restraint. This is appropriate when the design is used to monitor

within group behavior. In others, there is an implied grouping into

two classes the sum for one of which is taken as the restraint.
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A. 3 Designs involving grouping of weights . When differences

between groups of two or more weights are measured, a reduction in

the variance of the values can be achieved in comparison with an equal

number of differences between single weights. However, for large k

the problems of identifying and handling the groupings may outweigh

the possible gain in efficiency. Bose and Cameron [2, 3] have tabulated

all designs up to k = 13 and give methods of construction for k < 50,

for the special case of designs balanced so that all weights appear

equally often with each other on the same pan and a similar property

holds for their occurrence in opposite pans. Partially balanced

designs have been developed by Suryanarayana and Chakravarti [5, 11].

TREND ELIMINATION

When responses are time dependent due to temperature and atomospheric

changes, proper ordering can make the values for the weights independent

of any drift effect. The designs A. 1.3, A. 2. 5, A. 2. 2, and A. 2.4 have this

property. If one wishes to use the trend eliminating property of this

design (they are valid as given, of course)
,
then one can account for a

drift effect of the form . . . -3A, -2A, -A, 0, A, 2A, 3A, . . . if n is

odd or by . . . -5A, -3A, -A, -A, 3A, 5A, . . . if n is even. This will

not change the computations for the weights or their variances. However,

the degrees of freedom are reduced by one and the deviations will be

different.
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USES OF THE DESIGNS

Description of Designs

Each design lists k, the number of weights; n, the number of

measurements; and d.f., the degrees of freedom associated with the

standard deviation.

The identification or nominal size of each weight 3^ is given next

to the heading "Observations." Y (1) , Y(2), ... denotes the measurements

where + indicates the weight is present positively, and - indicates the

weight is present negatively.

For example. Design A. 1.1 involves three equal weights. If used as

a starting design for a 1 kg to 1 mg set, the three weights would be

kilograms, and the first observation Y (1) would be the difference between

the first and second kilograms.

Two restraints are listed although others are possible. Usually

"Restraint A" is appropriate for descending series involving, for

example, 5+3+2 which would be calibrated as a "Ten" weight in the

higher series involving 50, 30, 20, 10. For ascending series, "Restraint

B" is usually a single unit weight.

In the case of three equal weights. Restraint A takes the sum of

two kilograms as known; Restraint B takes the single third weight as the

reference standard.

"Factors for Computing Standard Deviations" give the multipliers needed

to calculate the standard deviations of linear combinations of the weights.

"Wt" identifies the total weight combination or load where

k
L. = Z 5,. 3., £. = 0 or 1
1 i=l 1 i' 1
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The next two columns under Restraints A and E list the factors

D. is calculated so that
1

2 2
Variance (L.) = D. a

1 1

The remaining columns, under the nominal sizes of the weights,

actual weights involved in the combinations, i.e. a + indicates

and a blank indicates = 0.

D . where
1

show the

Z. = 1
1

J-13



OES I GN A . I .

1

CeSEfiVAT IONS
rf 1

)

Y{2)
Y{ Jl

RESTRAINT A

restraint a

THREE EQOAU WEIGHTS K= 3
N= 3

D.F,= I

FACTCRS FCR computing ST DEVS
WT

1

1

1

2

restraints
A

.7071

.4032

.4032

.0000

.7071

e
.0000
.3 165
.3165
1.4142
1.4142

DESIGN A. 1.2

GESERVAT IONS
Y( n
Y (2)
Y( 3)

Y( 4)
Y(5)
Y{6)

RESTRAINT A

restraint 8

FOUR EQUAL WEIGHTS

factors FCR computing ST DEVS
WT restraints

A 8 1 1 1 1

i .6124 . 0000
1 .6124 .7071
1 .3536 .7071
1 .3536 .7071
2 .0000 1 .2247
3 .6124 1.7321
4 1 .0000 1 .7321

Appendix A

I
K= 4
N= 6

D.F.= 3

0 E S I GN A . I . 3

OeSERVAT IONS
Y( I )

Yt2 »

Y<3)
Y(4 )

Y(5)
Y(6)
Y(7)
Y<8)

RESTRAINT A

restraint 0

FOUR EQUAL WEIGHTS
TREND elimination*
(CAMERON-MA ILES »

1

K= 4

N= 8
O .F .= 5

FACTCRS FCR COMPUTING ST OEVS
WT restraints

A e

1 .5204 .0000
1 .5204 .6455
1 .3227 .5774
1 .3227 . 6455
2 .0000 1 .0 40 e
•> .5204 1 .5275
4 .3 165 1. 5275

See page 13.

DESIGN A. 1.4 FIVE equal weights K =

N:

D .F.:
1 c

6

OBSERVATIONS 1 I I 1

Y(l|
Y(2)
Y(3)
V( 4)
Y<5)
Y(6)
Y(7)
Yie)
Y(9)
Y( 10)

restraint a

restraint 8

FACTCRS FCR COMPUTING ST DEVS
WT RESTRAINTS

A e 1 1 1 1 1

1 .5477 .0000
1 .5477 .6325
1 .5477 .6325 +

1 .3162 .6325 *

1 .3162 .6325 *

2 .0000 1.0954 * *-

2 .5477 1 .5492 *

4 .8944 2. 0000
a 1 .2247 2.000C *
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Five EQUAL WEIGHTS
TREND elimination *

( CAMEROn-HAILES)

1

DES IGN a .1 .5

CeSERVAT ICNS

1 )

Y(2 )

Y(3 )

Y( 4)

Y(5 )

Y{ 6)
Y<7 )

Y( 8)

Y(9)
Y( 10)

restraint a

restraint b

FACTORS FCR COMPUTING ST DEVS

K= 5

N=1 0

D • F • = 6

I

WT RESTRAINTS
A B

I .5477 .0000
1 . 5477 . 6325
1 .5477 .6325
1 .3162 .6325
1 .3162 .6325
2 .0000 1.0954
1 .5477 1 .5492
4 .8944 2. 0000
c 1 .2247 2.0000

*See page 13.

DESIGN A. 1.6 SIX EQUAL WEIGHTS K= 6

N=l 5

D .F, = l 0

design a . 2. I

OBSERVATIONS
Y< I )

Y(2)
Y(3)
Y (4 )

Y( 5)
Y<6 )

Y(7)
Y<8)

RESTRAINT A

restraint B

SIX EQUAL WEIGHTS K= 6

N= 8
O.F.= 3

FACTORS FOR COMPUTING ST DEVS
WT RESTRAINTS

A B 1 1 1 1 1 1

1 .7071 .6 236 +

1 .7071 .6236 +

1 .707 1 .6236 +

1 .7071 . 6236 +

1 . 3536 .4249 +

1 .3536 .4249
2 .0000 .4714 + +
1 .7071 .7071 + + +
4 1.0000 .7454 •f + +

5 1 .2247 .6236 + + +

6 1.4142 . 0000 + +

DES IGN A .2.2 SI X EQUAL WEIGHTS
TREND ELIMINATION*

K= 6
N= 1 2

O.F.= 7

OESEfiVATICNS 1 1 1 1 1 1
5

OESERVATIONS 1 1 1 1 1 1

Y< 1 ) •f -
} V( 1) -

Y( 2) + —
j

Y{2) -
Y(3 ) + —

{
Y(3) + -

Y( 4) • f -
S Y(4 )

¥ -
Y(5) + -

d Y( 5) - f
Y( 6) + -

j Y(6) -
Y<7 )

-
5

Y{ 7) -
Y( 8) -

S Y (8 )
-

Y(9) -
f V(9) -

Y( 10) -
& Y( 10

)

- +
Y(1 1 ) f -

5
Y( 11 ) + -

y I 12 ) + -
S YC12) + -

Y( 13) •f -

YC 14) •4- - 4 restraint a •f

Y( 15) -

restraint a

restraint b

WT

1

1

1

1

1

1

2

ORS FCR COMPUTI NG ST DEVS
RESTR AI NTS
A B 1 1 1 1

.5000 .0000

.5000 . 5774

.5000 .5774 +

.5000 . 5774 +

.2887 .5774 •f

.2887 . 5774

.0000 1 .0000

.5000 1.4142 + +

.6165 1.8257 4- •f

1.1180 2.2361 + +
1.4142 2.2361 +

restraint 3

factors FCR COMPUTING ST DEVS
WT RESTRAINTS

A B 1 1 1 1 1

1 • 5401 .0000
1 .5401 .7 07 1

1 .5401 .6455 •f

1 .5401 .6455 +

1 .3536 .6455 +

1 .3536 .6455
2 .0000 1. 0801 *

3 .5401 1. 5546 t-

4 . 8165 2. 0000 + +
e 1.1 365 2.5495 +
6 1.4142 2.5495 + + •f

*See page 13.
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DESIGN A. 2.

3

OESERVATICNS
V( 1 )

Y( 2)

Y<3 )

Y(4)
Y«5)
Y( 6 )

Y(7 )

Y( 8)

Y(9)
Y( 10)

restraint a

restraint b

SEVEN EQUAL WEIGHTS K= 7

N=l 0

D.F.= 4

OES IGN A ,2 .

5

CeSERVAT ICNS
Y( I I

Y ( 2)
Y ( 3 )

Y(4)
Y< 5 )

Y( 6)
Y( 7)
Y( 8)

RESTRAINT A

RESTRAINT B

EIGHT equal WEIGHTS K= 8

N= 8

D.F.= 1

FACTORS FOR COMPUTING ST DEVS
WT restraints

ACTCRS FCR COMPUTING ST DEVS
f

A B 1 1 1

(T RESTRAI NTS v 1 . 866 0 .810 1

A B 1 1 1 1 1 1 1
i

1 .8660 .8101

1 .7071 .6389 + t 1 . 8660 .8101

1 .7071 .6389 + s 1 . 8660 .8101

1 .7071 .6389 \
1 .7906 .810 1

1 .7071 .6389 + i 1 .7906 .8101

1 .707 1 . 6389 + 1 . 7906 .8101 +

1 .3 162 . 3886 + 1 .7906 .8101 +

1 .3 162 . 3886 +
i

2 .7071 . 7906 + +

2 .0000 .4518 * + i
T .7906 .9520 *

•7 .7071 .7284 + 4 .0000 .7071 + + •f

4 1 . OOCO . 8207 + + +
\

5 .8660 .9520 + + +

5 1 .2247 .7954 •f + + i 6 1 .2247 1. 0607 +

6 1.4142 .6389 + + + i 7 1 .3229 .8101 •f •f *

7 1.5811 . 0000 4- + * 8 1.4142 .0000 •f

DESIGN A. 2.

4

CESERVAT ICNS

Y< 1 )

Y( 2)
Y(3 )

Y( 4)

Y(5 )

Y( 6)
Y(7 )

Y( 8)
Y(<5)

Y( 10)
Y( I 1 )

Y( 12 )

Y< 13)
Y< 14)

RESTRAINT A

RESTRAINT B

SEVEN EQUAL WEIGHTS
TREND ELIMINATION *

1

K= 7 i

N=l 4 ^
D.F.= 8 4

\

I

DESIGN A. 2*6

CESERVAT ICNS

Y( 1 )

Y( 2)

Y( 3 )

Y(4 )

Y( 5)

Y(6)
Y(7)
Y(8)
Y( 9)

Y ( 10 )

Y( 1 1 )

Y( 12 )

RESTRAINT A

RESTRAINT B

EIGHT EQUAL WEIGHTS

FACTORS FCR COMPUTING ST DEVS

WT RESTRAINTS

<= 8

N=1 2

D.F.= 5

1 1

factors FCR COMPUTING ST DEVS i A B 1 1 1 1

WT RESTRAINTS i 1 .7071 . 6495

A B 1 1 1 1 1 1 1 i 1 .7071 .6495

1 .5694 .4447 + 1 .7071 . 6495

1 .6 1 57 . 4447 + S 1 .7071 .6495

1 .6504 .4447 *
i

1 .7071 ,6495

1 .6157 ,4447 + i 1 .7071 .6495 f

1 . 5694 .4447 1 .2887 .3608

1 .3231 .4447 4> 1 .2887 .3608 •f

1 .3231 .4447
i

2 .0000 .43 30 + +

2 .0000 .6112 4-
•a .7071 .7395 •¥

3 .5694 .7110 * + 4 1.0000 . 8660 4- * •f

4 . 9945 .7110 + + 4 c 1 .2247 .8927 •f + 4-

e
1 .4507 .6112 •4' f 6 1.4142 .8292 +

6 1 .8337 .4447 •f 7 1.5811 .6495 * *

7 2.1394 .0000 +
i 8 1 .7321 .0000 ¥

See page 13. J-16
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DESIGN A .3 .

1

CeSEPVAT IONS

Y( I >

Y( 2)
Y(3)
Y< 4 )

Y <5 )

Y( 6)
Y{7 )

Y(8 )

Y( 9 >

Y ( 10 )

SIX EOUAU 4E1GMTS

( BCSE-C AMERON

)

1111
K.= 6 4
N= I 0 ^

D.F.= 5 2

OES I GN A ,3.

3

i>EVEN EQUAL ^EIGHTS

( eOSE-CAMERON)

K= 7

N= 7

D.F.= I

RESTRAINT A

RESTRAINT 8

CeSEfiVAT IONS
Y( I )

Y(2)
Y(3)
Y (4 )

Y{ 5 )

Y(6)
Y(7 I

1 1 1 1

restraint a

restraint a

FACTORS FCR COMPUTING ST DEVS
WT restraints

A e 1 1 1 1 1 1 1

FACTORS FCR COMPUT ING ST DEVS V
1 .4629 . 0000 4-

WT RESTRAINTS
i

1 .4629 .5345 4

A B 1 1 1 1 1 1 i 1 . 4629 . 5345 4

1 .3526 . 0000 4 i 1 .4629 . 5345

1 .3526 .4062 1 .4629 .5345 4

1 .3536 .4082 •4 1 . 2673 . 5345 4

1 .3536 .4082 1 1 .2673 .5345 4

1 .2Q41 .4082 * 2 .0000 .9258 4 4

1 .2041 .4082 + 2 .4629 1. 3093 4 4 4

2 .0000 .7071 * 4 .75 59 1.6903 4 4 4 4-

3 .3526 1.0000 i
e 1.0351 2. 0702 4 4 4 4- 4

4 .5774 1.291

0

s 6 1 . 3093 2 . 4495 4 4 4 4- 4 4

e .7906 1. 581 1 + 4- 4
\

7 1.5811 2.4495 4 4 4 4- 4 4 4

6 1.0000 1.581 1
•4 4

i

DESIGN A. 3.

2

SIX EQUAL -HEIGHTS

( BQSE-CAMEfiON

)

tK= 6 r
N=1 5 t

D.F.=10
2

DESIGN A. 3.4 EIGHT EQUAL WEIGHTS

( EOSE-CAMERON

)

CBSERVAT IONS
Y( 1 >

Y(2)
Y( 3)
Y(4 )

Y( S)
Y(6)
Y( 71
Y<8 )

Y( 5 )

Y ( 1 0 )

Y( I 1 )

Y( 12 )

Y( 13)
Y< 14 )

Y( I 5)

1 1 1

RESTRAINT A

restraint B

factors FCR COMPUTING ST DEVS
WT RESTRAI NTS

A B

3536 .0000
2526 .4082
3536 .4082
3536 .4082
20A1 .4082
.2041 .4082
0000 .707 1

3536 1. 0000
,5774 1.2910
7906 1. 581 1

,0000 1 . 581 1

1 1

CeSERVATIONS
Y ( I )

Y( 2»

Y(3 )

Y( 4)

Y(S)
VIE)
Y(7)

1 1 1 1

restraint a

RESTRAINT B

FACTORS FCR COMPUTING ST OEVS
WT RESTRAINTS

K= 9
N= 7

O.F.= 0

1

A B 1 1 1 1 1 1 i

1 .4330 .COCO
1 .4320 . 5000
1 .4330 .5000 4

1 .4330 .5000 4

1 .4330 .5000 4

1 .4330 .5000 4

1 . 2500 .5000 4

1 .2500 .5000 4

2 .0000 .8660 •4 4
1 .4330 1.2247 4 + 4
4 .7071 1 . 581 1 4 4 4 4
e .9682 1 .9365 4 4 4 4 4

6 1.2247 2. 2913 4 4 4 4 4 4

7 1 .4790 2.6458 4 -4 4 4 4 4 +

6 1.7321 2. 6458 4 4 4 4 4 4 4-

J-20



OES I Gn a . 3.

5

EIGHT EQUAL HEIGHTS

( aOSE-CAMERON

)

K= 8

N= 1 4

0 .F .= 7

OSSERVAT IONS

Y ( I )

Y ( 2 )

Y ( 3 )

Y ( 4 )

Y ( 5 )

Y ( 6 )

Y ( 7 )

Y ( e

)

Y ( <5 )

Y( 1 0 >

Y ( I 1 )

Y ( I 2 )

Y { 1 3 )

Y( 14 )

RESTRAINT A

I 1 1

RESTRAINT 0

factors for computing ST DEVS
WT restraints

A B 1 1 1 1 1 1 1

1 .4330 .0000
1 .4330 . 5000
1 .433 0 .5000 -f

1 .4330 . 5000
1 .4330 .5000 +

I .4330 .5000 f

1 .2500 .5000 f
1
A . 2500 .5000 *

2 .oocc . 8660 + 4-

. 43 3 0 1 .2247 +

4 .7071 1 . 581 1 + f
c

. <3682 1.9365 +

t 1.2247 2.2913 •f + f +
1 1 . 4790 2.6456 + +

a 1.7321 2.6458 + + +
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Abstract

The usual error model for calibration experiments is

extended to situations where there are both short-term

and long-term random errors of measurement. Such

error models are useful where short-term errors are

related to instrumentation, and long-term errors are

related to operating procedures, environmental fac-

tors or changes in the artifacts themselves. The con-

cept of a check standard is advanced for estimating

variability and maintaining statistical control of the

measurement process.

Introduction

Comparison calibration relates a characteristic of an

artifact or instrument to the defined unit for the quan-

tity of interest. A reference standard, whose value has

been independently established, is the basis for assign-

ing a value to the unknown artifact. For calibrations at

the highest accuracy levels, very precise comparators

with linear responses over a small on-scale range are

used to quantify small differences between artifacts of

the same nominal value. We describe an error model
and analysis where two unknowns are compared with

two reference standards according to a specific design.

Calibration Model

In the simplest case, an unknown X with value X*, yet

to be determined, is assumed to be related to a refer-

ence standard R with known value R* by

X* = A + R*

where A is small but not necessarily negligible.

* Formerly, the U.S. National Bureau of Standards

Given a measurement x on the unknown and a

measurement r on the reference standard, the re-

sponses are assumed to be of the form

X = t] + X* +

and (1)

r = r] R* +

where tj is instrumental offset and and are inde-

pendent random errors which come from a distribu-

tion with mean zero and standard deviation a.

The value of A is estimated ^ by the difference A
where

A = X — r (2)

and the value assigned to the unknown artifact is

based on the known value of the reference standard,

R*, called the restraint, according to

X* = A + R* . (3)

The standard deviation of this estimate, (t*, depends

on the error structure for X* which is of the form

X* = X* + e,-e, (4)

so that

Gx =

Calibration Designs

A more complicated case involves the calibration of

several unknowns, such as a weight set of various de-

nominations or a group of voltage cells in a temper-

ature-controlled enclosure, relative to a single refer-

ence standard or group of standards. Any difference

measurements which compare unknowns and refer-

ence standards with one another and each other are

candidates for the calibration procedure.

^ Boldface type is used to denote a least-squares estimate from

the data such as A
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A calibration design is a subset of all candidate

measurements which admits a least-squares solution

for the unknowns. The design is constructed to be

parsimonious so as, on one hand, to minimize the

number of measurements and, on the other hand, to

give estimates with reasonably high precision. We rec-

ognize that precision depends on the number of mea-

surements, and Grabe [1] has shown how precision

depends on the construction of the design. As we show

in this paper, precision can also be limited by other

factors.

In the earliest references to designs by Hayford and

Benoit [2, 3], the term “weighing design” is used to

describe a sequence of measurements for calibrating a

weight set. In papers published in the 1960s and 1970s,

Bose and Cameron [4, 5] and Chakravarti and Surya-

narayana [6] extend the theory and application of

designs; Cameron and Eicke [7] solve a problem pecu-

liar to electrical circuits; and Cameron and Hailes [8]

discuss the situation where there is drift in the mea-

surement process. Recent publications [9-12] show

that designs now enjoy general acceptance in the cali-

bration laboratory and are routinely used for the cali-

bration of mechanical and electrical units of measure-

ment, as well as for mass measurements.

tions, one that arises in the short-term and one that

arises in the long term.

It is convenient to think in terms of short-term

instrumental variations and long-term artifact changes

caused by environmental conditions and the like. The
latter are assumed to vary randomly from design to

design and to be constant for a single design. The
model in (1) is expanded to include both types of errors

so that

x = rj + {X* + Sx} +

r =t] + {R*+Sr} + e,

where and are short-term errors of (1), and Sx and

which represent long-term changes associated with

X and R, come from a distribution with mean zero and

standard deviation ay,.

The error structure of the estimate, X*, given by

X* = X*-{-^x-^R + e,- (7)

now contains both types of error terms, and the stan-

dard deviation cr, becomes

ax = (2a^ + 2a^Y'^ .

Application to Designs

Expanded Calibration Model

Throughout this development, the one constant as-

sumption has been that random errors of measure-

ment are independent and come from a single error

distribution (such as the normal distribution). With

more precise measurement systems, we are now able to

identify situations where these assumptions are called

into question and a more realistic model is needed. We
find that random errors of measurement for a single

design, which takes at most a few hours’ time, are not

of the same magnitude as errors which afflict the mea-

surement process over the course of several designs or

days Thus, we are forced to admit two error distribu-

^ The statistical term for this phenomenon is components of

error with the errors sometimes referred to as within-time and

between-time random errors

Standard deviations associated with solutions to a de-

sign depend upon the error structures of the model. We
illustrate with an example where two unknown arti-

facts Xy and X 2 with unknown values Xf and Xf are

calibrated relative to two reference standards Rj and

R 2 with values R* and R*- All items have the same

nominal value. A design consisting of the six compari-

sons dy, ... that can be made among the four items,

two at a time, can be represented as:

Obs Ri R 2 Xi X2

d, 1 -1
d2 1 -1

d. 1 -1

d^ 1 -1

ds 1 -1

de 1 -1

^1 — {-^1 +^Ri}

d 2 = {Rr+SK^

^3 =W +

d,=

ds =

de =

The model that follows from this design

— {R* + £1

—
-I- £2

~ {2^2 +^X2} ^3

{R*2+SyyJ-{Xr+3x,} +£4

(RI+^Rz) ~ {-^2 + £5

{Xr+Sx,}-{Xf + dx,}+ee

is:

(8 )
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The terms e^, ... ,e^ represent random errors of mea-

surement and the terms , t5x, , and represent

random changes in the artifacts. It is assumed that the

£ terms come from a distribution with mean zero and

standard deviation <7^. and that the S terms come from

a distribution with mean zero and standard deviation

cTb- All random errors are assumed to be mutually

independent.

The solution to the design depends on the restraint.

If the restraint is taken to be the average of the refer-

ence standards or

R* =\{Rt + Rt),

then least-squares estimates (see, for example, Came-

ron et al. [13]) are as follows:

R* = ^ { di — d^, — d^) R*

R* = ^ { — 2di — (^2 — ^3 4- d^ d^) R* (9)

^r=i( -^d2 -d, -3d^-ds +2d,) + R*

A|=i( -d2 -3d2-d^ -3ds-2d^) + R*

We rewrite the solutions in terms of model (8) and

collect error terms to obtain

R* = R*+^{ 4^Rj — 4<5r 2 -I-2£i +£2 +£3 —£4 —£5)

/?* = -R* + i
(“ 4 (5rj

-

f-4(5R2 —

2

£i —£2 —£3 +£4 +£5)

Xf =Xf -h |(
— 4 ^Rj— 4(5r2 + 8 ^Xi~ 3 £2~£3 — 3 £4 — £5

X! =X2* + i(-4t5R,-4c5R, + 8c5x,-£2 -3£3-£,

Associated standard deviations are found from (10) as

follows^:

/T — ^ — /"I ^2 I
1 _2 \l/2

and (11)

_ _ /3 _2 1 3 _2 \l/2— ^X2 — (2 + I ^w) •

The structure of (11) indicates how precision depends

on the relationship between the components of error.

For all four estimates, the contribution to the total

variance from crj is four times larger than the contribu-

tion from al', thus, the size of a^^ relative to cr^ deter-

mines to what extent precision is affected by the num-
ber of design points.

Check Standard

The quantity a^, can only be estimated from many
designs involving the same artifact. Because calibra-

tions are usually performed on a one-time basis, the

prerequisite data for this analysis does not usually

exist on the unknown itself. Thus, we designate a check

These equations are valid where R* is known without random
error; see the section headed, “A Matrix Approach”, for the
case where R* is subject to random error

Standard for this purpose, and values of the check

standard from many designs provide the basis for esti-

mating (Tb-

For designs involving two reference standards, we
create a check standard based on the difference be-

tween the two reference standards. For the design of

(8), this difference

C = R*,-Rt (12)

which is independent of the restraint, has an error

structure of the form

C = R* — R 2 + f (St^Rj — 8(5R2-t-4£i + 2£2 + 2£3

-2£4-2£5). (13)

with associated standard deviation

ac = (2a^ + ^alY'^ . (14)

Hence

(^b = i^(^c
-

(
15 )

and (11) can be reduced to

= ^R2 = i

and (16)

+ 2£b) (10)

Estimates of Standard Deviations from the Data

Given n designs with check standard values

Ci,...,Cn, the quantity ac is estimated with (n— 1)

degrees of freedom by

/ 1 " _
= I^(C.-C)^j (17)

where C is the average of the check standard values *.

The standard deviation, cr^, is estimated from a

single design with (m — k -b 1 ) degrees of freedom where

m is the number of comparisons in the design; k is the

number of artifacts; and the additional degree of free-

dom comes from the known value of the restraint. For

the design given by (8), the standard deviation cr^ is

estimated with three degrees of freedom by

/I 6 \l/2

5w =
(^3

(

18 )

This method of estimating the standard deviation assumes

that the check standard is not drifting over time

-3£5-2£6)
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where di is the predicted value for each difference

measurement from the design; i.e.,

d^=R* - R*

d2 = Rr - X*

d, = Rt -X^
d,= R*2- X*

ds = R*2 -X^
d, = X* -

We can improve the estimate of cr^ by pooling the

standard deviations from the n designs.

The pooled value Sp, which has 3 n degrees of freedom,

is computed as

/I "

=
. (19)

For the purpose of making statements of precision or

uncertainty the population standard deviations

and Gq are replaced by their respective estimates in the

appropriate equations.

Process Control

Two aspects of statistical process control are relevant

in the calibration process. Short-term control for mea-

surements constituting a single design depends on g^,

and long-term control for calibrations over time de-

pends on G^ via check standard measurements. The
latter depends upon reliable estimates from historical

data for the mean, C, and the standard deviation, Sc .

For any new calibration, the check standard value, C,

is tested for agreement with past data by a t statistic

where

t

ic-c\

Sc

The process is judged to be in control if

t < W2 (v)

where ta^2 (v) is the upper a/2 percentage point of Stu-

dent’s t distribution [14] with v degrees of freedom.

Otherwise, the calibration is discarded.

Short-term control for each design is exercised by

comparing the standard deviation from the design, s^,

with a pooled value Sp from historical data. An F sta-

tistic is computed as

F = sl/s^ .

Short-term precision is regarded as being in control

if

F < F,(Vi, V 2 )

where Fa(vi,v 2 ) is the upper a percentage point of

Snedecor’s F distribution [15] with Vj degrees of free-

dom in and V 2 degrees of freedom in Sp. Failure to

meet this condition is taken as an indication that pre-

cision has deteriorated, and the current calibration

results are discarded.

Case Study From Mass Calibration

The National Institute of Standards and Technology

(NIST) maintains about thirty check standards for

mass calibrations. These check standards, which cover

a variety of designs, load levels, and balances, consti-

tute the data base for constructing uncertainties asso-

ciated with mass calibrations and for implementing

statistical control of the calibration process.

The data base, which covers the last twenty years

of calibration history at NIST, is reviewed on an an-

nual basis to update uncertainty statements and to

expose any trends or anomalies in the process. Stan-

dard deviations from the designs, are pooled by

balance. Standard deviations for each check standard.

Sc, are estimated by (17).

Analysis confirms that the long-term component of

error, Sb, is negligible for the mass-calibration process

except at the critical kilogram level. The majority of

mass calibrations at NIST start at the kilogram level

using the design of (8) with the restraint as the average

of two reference kilograms and a check standard C as

defined by (12). Standard deviations for this process

are shown in the table below.

Standard Deviations at the Kilogram Level

Source Notation Eq. Std. dev.

Kg balance (19) 0.0316 mg
Check standard % (17) 0.0277 mg
Long-term change •Sb (15) 0.0116 mg
Unknowns •^*1 ’ ^*2 (16) 0.0240 mg

Weights other than kilograms are related to the NIST
unit of mass via a hierarchy of designs where the re-

straint for each design is taken from the solution to the

previous design. For example, at the kilogram level,

the unknown X 2 is a group of weights totaling a kilo-

gram; the group constitutes the starting restraint for

the next design in the series. Thus, any random error

that influences the value assigned to X 2 is propagated

to all other weights.

Application to Other Designs

The standard deviation associated with a measure-

ment must be defined on a design-by-design basis. A
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matrix approach is outlined in the next section; also

see Croarkin [16, 17] for specific formulations for a

design involving two reference standards and three

unknowns and a design involving four reference stan-

dards and four unknowns.

The problem of definition can sometimes be avoid-

ed by judicious choice of a check standard. If one

chooses a check standard with the same error struc-

ture as the artifacts being calibrated, then the standard

deviation for the check standard also applies to the

calibrated artifacts. For example, if we make all ten

comparisons among five artifacts of the same nominal

value, where one artifact is a designated check stan-

dard, then the check standard will have the same error

structure as the unknowns.

A Matrix Approach

A matrix approach is outlined for estimating compo-
nents of variance for any measurement design where

there are both short-term random errors of measure-

ment and long-term random changes in the artifacts.

We also allow for the situation where the restraint has

been estimated from a previous experiment, and the

random errors associated with that measurement pro-

cess are taken into account.

Given m difference measurements among k arti-

facts, where some artifacts are regarded as reference

standards and some are regarded as test items or un-

knowns, the model for the measurement process

D = A[X* + d] + E (20)

is shown in terms of matrix elements. The elements

and their respective dimensions are defined as follows:

-Da. matrix of difference measurements
(m X 1

)

- A a matrix of zeroes and ones such that a plus
(m X k)

or minus one in the position indicates that the
J'*’

artifact is involved in the i'^ comparison and a zero

indicates the converse

- X* a matrix of unknown values for the k artifacts
(k+ 1)

- ^ a matrix of random errors with zero mean and
(k X 1)

Standard deviation <7^,

- e a matrix of random errors with zero mean and
(m X 1

)

Standard deviation Oy,

Because the matrix A has rank (k - 1 ), a solution for an
unknown X*, as shown by Zelen [18], is achieved by
imposing upon the system a restraint, or known value

for a linear combination of the artifacts. Let the scalar

R* be the restraint, and let be a vector of zeroes

and ones such that a one in the position indicates

that the artifact is in the restraint and a zero indi-

cates the converse.

For example, the vector®

=(1 1 0 ... 0 )

(1 X k)

indicates that the restraint R* is the summation for the

first two artifacts.

Then a solution can be found from an augmented

matrix B where

B
(k + 2) X (k + 2)

(k + 2)x(k + 2)

/A'

A

^R A'D
1

(k X k) (k X 1) (k X 1

)

0 R*
(1 X k) (1X1) (1 X 1)

\
^ 0 -I

y
1 X k

)

(1 X 1) (1 X 1)

e of the form

/ ^ h X* ^

(k X k) (k X 1) (k X 1)

h' 0 •
(1 X k) (1 X 1) (1 X 1)

t
• • •

\(1 X k) (1 X 1) (1X1)

and Q is the covariance matrix; X* is the vector of

estimates for the unknowns; and other entries (•) are

irrelevant for this application.

The deviations from the fit are given by the vector

C where

C' =[D-AX*y
( 1 X m)

and the standard deviation for the design is esti-

mated by

C'C \

m — k-i- ly

1/2

with m — k -t- 1 degrees of freedom.

It is now assumed that a check standard C is

tracked for many applications of the same design over

time. The estimated value of C for any particular de-

sign is given by

C = ^c[X*]

where, for example,

=(1 -1 0 --- 0)

(I X k)

indicates that the check standard is the computed dif-

ference between the first and second artifacts.

^ The mark (') indicates the transpose of a matrix
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The standard deviation can be estimated from

the relationship

where ctc and cr^ should be estimated from the data of

several designs^.

Now consider a single unknown Xj whose esti-

mated value is

Xr^[^x,V[X*] (
21 )

where, for example,

=(0 1 0 ... 0 )

(1 X k)

signifies that Xj refers to the second artifact in the

design. Then the appropriate standard deviation for A^*

=

is given by

(22 )

and the standard deviation associated with any linear

combination of the unknowns is computed in a similar

fashion. At this stage we assume that R* is known
without random error. Eq. (25) is appropriate if this

assumption is not valid.

Mass calibration is a special case because values

are assigned to sets of weights covering several denom-

To account for weights of various denominations, let

PT be a vector of nominal values for the k weights of

the second series so that

(1 X k)

Now we redefine the design matrix A and the restraint

vector for the next series and let

R* = X^

and

The matrix B and its inverse follow accordingly.

The i^xj vectors are also redefined for the weights in the

series so that estimates can be computed according to

(21). Then the appropriate standard deviation for the

weight, Xj, is given by (25) which follows:

1/2

(25)

Standard deviations for the check standard for this

series and other combinations of weights are com-
puted similarly. It is noted that the process standard

deviations, cr^ and depend on the balance and the

denominations of weights calibrated in the series; thus,

they should be estimated separately for each series.

The process is extended to the next series by re-

defining the vector so that it identifies the out-

going restraint whose value is given by (23). Then the

standard deviation for this restraint is given by (26)

which follows:

[^Xj\'[Q A' A] [ifxj\ <^b + Xj] [Q] Xjl ^1/ +
[^rY^

2 “I

0-R

GXl [S’^WQ A' A] al + [S’A'm + (26)

inations of mass. All values are related to a starting

restraint, such as a kilogram reference standard, by a

series of interrelated designs. The first series includes

as an unknown, a single weight or a summation of

weights, which becomes the restraint for the following

series and so on throughout the entire weight set.

Thus, we must account for imprecision associated with

restraints after the first series.

Let ifj; be a (k X 1) vector that defines the unknown
whose value will be used as the restraint in the next

series; this out-going restraint has value

= (23)

The standard deviation associated with this restraint is

computed as

A' A] [i?,] ci + [£’^]'[Q] alY'^

.

(24)

^ See the discussion under “Check Standard” and Eqs. ( 16 ) and

( 18 )

The standard deviations given by (22) and (24) are

appropriate for values estimated in the initial series of

weighings where the starting restraint is a known
value. For values assigned by subsequent series of

weighings, the imprecision of the estimated restraint

contributes a component to the total standard devia-

tion. Thus, (25) and (26) are appropriate.

Concluding Remarks

The proposed error model is especially enlightening

where short-term errors are related to instrumenta-

tion. Then long-term errors are the result of operating

procedures or environmental changes which affect

the artifacts over time but are reasonably constant in

the short-term so as not to affect the standard devia-

tion from the design. Thus, there is motivation for

isolating the long-term component in order to ascer-
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tain whether precision can be improved given current

instrumentation.

Other models may prove more useful or descrip-

tive for other situations. For example, for mass cali-

brations which deal with weights of the same nominal

mass, it is reasonable to assume that random changes

in the weights can be characterized by a single error

distribution. However, for weights which are not of the

same nominal mass, we would allow for errors propor-

tional to mass or, perhaps, to surface area.

Finally, the analysis of the design for four artifacts

demonstrates that improved precision cannot always

be attained by increasing the number of measurements

in the design. The relative magnitudes of and and

their contribution to the total variance must be under-

stood before one can improve precision.
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THE USE OF THE METHOD OF LEAST SQUARES IN CALIBRATION

by

J. M. Cameron

1. Introduction

When more than one measurement is made on the same quantity, we are

accustomed to taking an average and we have the feeling that the result
is "better" than any single value that might be chosen from the set.

Exactly why the average should be better needs some justification and

the fundamental step toward a general approach to the problem of

measurement was taken by Thomas Simpson in 1755. In showing the

advantage of taking an average of values arising from a number of

probability distributions, "he took the bold step of regarding errors,
not as individual unrelated happenings, but as properties of the

measurement process itself ... He thus opened the way to a

mathematical theory of measurement based on the mathematical theory
of probability" [3, page 29].

The taking of an average is a special case of the method of least
squares for which the original justification by Lengendre in 1805 did

not involve any probability considerations but was advanced as a con-
venient method for the combination of observations. It was Gauss who
recognized that one could not arrive at a "best" value unless the
probability distribution of the measurement errors were known. In

1798 he showed the optimality of the least squares values when the
underlying distribution is normal and in 1821 showed that the method
of least squares leads to values of the parameters which have minimum
variance among all possible unbiased linear functions'" of the observa-
tions regardless of the underlying distribution. It is this property
that gives the method of least squares its position of dominance
among methods of combination of observations.

In this paper the statistical concepts needed for the method of
least squares will be stated as a prelude to the usual modern version
of the Gauss theorem. The formation of the observational equations
and the derivation of the normal equations are illustrated for several
situations arising in calibration. The role of restraints in the
solution of systems which are not of full rank is discussed. The
results are presented in a form designed to facilitate computation.

*An example of a nonlinear function with smaller variance than the
average (the "best" linear estimator) is given by the midrange for
the rectangular distribution. The midrange (average of the largest
and smallest observation) has variance 1/[2(N+1 )(N+2)] when based
on n measurements, whereas the average has variance 1/1 2N. Thus if
N^3, the midrange is to be preferred.
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2. The Physical and Statistical Model of an Experiment

In physics, one is familiar with the construction and interpretation
of the physical model of an experiment. One has a substantial body of

theory on which to base such a model and one need only consider the
determination of length by interferometric measurements to remind
oneself of the various elements involved: a defined unit, the apparatus,
the procedure, the corrections for environmental factors, etc. One
realization of the experiment leads to values for the quantities of
interest.

But one realizes that a repetition of the experiment will lead to

different values--differences for which the physical model does not
provide corrections. One is thus confronted with the need for a

statistical model to account for the variations encountered in a sequence
of measurements. In building the statistical model, one is first faced
with the issue of what is meant by a repetition of the experiment--many
readings within a few minutes or ab Initio determinations a week apart.

The objective is to describe the output of the physical process
not only in terms of the physical quantities involved but also in terms
of the random variation and systematic influences due to environmental,
procedural, or instrumental factors in the experiment.

3. Equation of Expected Values of the Observation

If one measured the same quantity again and again to obtain the
sequence

• •

^n
• • •

then if the process that generates these numbers is "in control," the
long run average or ItrriitijiQ mean, p, will exist. By "in control" one
means that the values of y behave as random variables from a probability
distribution (for a discussion of this topic, see Eisenhart [1]). This
limiting mean, y, is usually called the expected ua£ae of y designated
by the operator E( ) so that the statement becomes in symbols E(y) = y.

Because y is regarded as a random variable one can represent it as

y = y + e

where e is the random component that follows some probability distri-
bution with a limiting mean of zero, i.e., E(e) = 0.

The quantity y may involve one or more parameters. Consider the
measurement of the difference in length of all distinct pairings of
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four gage blocks, A, B, C, D. Denote the 6 measurements by y-) , y2, . . . y6,
then one may write

E(yi) = A-B

E(y2) = A-C

E{y3) = A-D

E{y4) = B-C

E(y5) = B-0

E(y6) = C-D

Other representations are useful.

Observation

^3

^4

Expected Value: E(y)

A-B

A - C

A - D

B - C

Matrix Form: X3

1-10 0

10-10
10 0-1

0 1-10
^5

^6

0 10-1
0 0 1-1

Consider a sequence of measurements of the same quantity in the
presence of a linear drift of A per observation. The expected values
are thus:

Observation

= P

E(y2) = P + A

E(y3) = P + 2a

Matrix Form: X3

1

1

1

0

1

2

E(y^) = p + (n-l)A (n-1)
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There is an alternative representation that measures the drift from

the central point of the experiment so that the drift is represented

by . . . -3A, -2A, -A, 0, A, 2A, 3A . . . for an odd number of obser-

vations and by . . . -5A , -3A, -A, A, 3A, 5A . . . for an even number

of observations. 2 2 ~T Z "T ~T

If, as for example with some gage blocks, the value changes approxi-

mately linearly with time; then one can represent the observation as

follows:

Expected Value E(y) Matrix Form: X3

E(y^) = a + 3x^

E(y2) = a + 3x2

E(yn) = a + 3x„ p
The sequence of measurements for the intercomparison of 4 gage

blocks is as follows:

Observation Expected Value: E(y) Matrix Form: X3

^1 s .
- S.. - 7A/2 1 -1 0 0 -7

Y - S. - 5A/2 -1 0 0 1 -5

h X - Y - 3A/2 0 0 1 -1 -3

H S..- X - A/2 0 1 -1 0 -1

S..- Y + A/2 0 1 0 -1 1

H Y - S. + 3A/2 -1 0 0 1 3

S. - X + 5A/2 1 0 -1 0 5

X - $.. + 7A/2 0 -1 1 0 7

S.

S..

X

Y

A/2

(Note that for simplicity, A/2 is regarded as the parameter.)
For a detailed analysis of this and related experimental arrangements,
see J. M. Cameron and G. E. Hailes [1]. The notation is that used in

[1] where S. and S.. refer to reference standards and X and Y are the
objects being calibrated.
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If, as often occurs in the intercomparison of electrical standards,

the comparator has a left-right polarity effect, this can be represented

as an additive effect, a, as shown below for the intercomparison of 5

standards.

Observation

y]

^3

^4

y?

ye

10

Expected Value: E(y)

A - B + a

B - C +01

C - D + a

D - E + a

-A + E + a

-A + D + a

B - D + a

- B + E + a

C - E + a

A - C + a

-1

-1

0

0

0

1

Matrix Form: XB

1 -1

0

0

0

0

0

1

-1

0

0

0 0

1 -1 0

0 1 -1

0 0

0

0

0

0

1

-1

0 1

0 1

0 1

-1 11

0

-1

-1

0

0 -1 1

0 0 1

1 1

0 1

0 1

1 1

4. Statistical Independence

The sequence of differences from a zero measurement, y^,

A: *

**yn”'^0**
‘ *

are clearly dependent because an error in y will be common to all.

Similarly, the successive differences

B: y2-yp y3-y2»- •

-.yn-y^.T.-
• •

will be correlated in pairs because an error in y^ affects both the
(n-l)st and n-th difference.
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If it is assumed in both cases that each has the form = y-| +

where E(ei) = 0, Var (ei) = and cov (ei,ej) = 0,then the variance of

the differences for sequence A is, as one would expect,

v(y,-yo) = 2a^

and the covariance of two differences is

cov (y^'-yg. yj-Vo)
'

because terms of the form E(e^. ,ej)= 0

For sequence B the variance is also V(yi-yi,i) = 2a^

covariance terms are

covCyi-y^.T yj-yj.y = E[(c^-c^.y (e.-Cj.,) ] = f o

and the

if |i-j|

if |i-j|

> 2

= 1

These variance-covariance relationships can be represented in matrix
form:

Sequence A: V= 2 1 1 ... r Sequence B: V= 2-1 0 0 ... 0

•

1 2 1 ... 1

•

o••o1CVJ

•

1

•

1 1 1 ... 2

•

•

0 0 0 0 c . . 2

All are familiar with the phenomenon of much closer agreement among
measurements taken immediately after each other when compared to a sequence
of values taken days or weeks apart. The simplest statistical model for
this case is that each day has its own limiting mean, yi = y + 6i , where
E(6j) = 0, Var(6-j) = a§, Cov(6i*,6j) * 0,and the successive values on
each day have the form

y + 6^-
+ e

ij

where E(£ij) = 0, Var(eij) = a^, Cov(e^*j, = 0, and Cov(eij, 6k) = 0.
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These three examples serve to illustrate the point that the physical

conduct of the experiment is the essential element in dictating the

appropriate statistical analysis. In all three cases the correlation among

the variables vitiates the usual formula: standard deviation of the mean =

(l//n) standard deviation. (See Appendix, Section 1(b).)

It is in the physical conduct of the experiment that one has to build

in the independence of the measurements. For Sequence A one could remeasure
the zero setting each time or in Sequence B, make an independent duplicate
measurement. Ordinarily this is too much of an expense to pay to achieve
uncorrelated variables just for a simpler analysis.

Statistical independence is to be desired in the sense that if

the successive measurements are highly correlated, then many measure-
ments are only slightly better than a single one. The really important
issue is that the proper statistical model be used so that the results
are valid.

5. Normal Equations For the Method of Least Squares (independent
random variables)

When there are more observations than parameters, the "best" (in

the sense of minimum variance) linear unbiased estimates for the
parameters are given by the so-called least squares estimators. For
example, assume one has the problem of deriving values for A, B, C,

and D from the following measurements.

Measurements Expected Value: E(y) Matrix Form: X3

A 0 0 0 A

B 0 10 0 B

C 0 0 10 C

D 0 0 0 D

A + B 0 0

B + C 0 0

C + D 0 0

D + A 0 0
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An obvious estimator. A, is the average of the three values,

Expected Value
A

(A+B)-B

(A+D)-D

so that, assuming independent measurements with variance, a^.

A = 3{yi
+ yg

- yg + yg - y^)

Var(A )
=

The least squares estimator is obtained by forming the normal
equations (see Appendix, Section 2).

3A + B + + D =
y^

+ yg + yg

A + 3B + C ^
^2 ^6 ^5

B + 3C + D =
y^ + y^ + yg

A + C +3D - y^ + yg + y^

The solution gives the following estimators for the parameters.

A = (7y^
- Syg + Byg - Sy^ + Ayg - yg

- + 4yg)/15

B = {-3y^ + yyg - 3y3 + 2y^ + 4yg + 4yg - y^ - yg)/15

C = (2y^ - 3y2 + 7y3
-

3y^ * ^5
+ Ayg + Ay^ - yg)/15

6 = (-3y^ + 2y2 - 3y3 + 7y^ - yg - yg
+ Ay^ + 4yg)/15

Using formula (1.11) of Appendix, gives

Var(A) = 105aV225 = 21aV45 = 7aVl5

which can be compared to the variance of A which was 25a^/45. The Gauss
theorem on least squares guarantees that no other linear unbiased
estimator will have smaller variance.
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In matrix form one has

(X'X)3 = "3
1 0 l

"

'a = 1 0 0 0 1 0 0 1

13 10 B 0 10 0 110 0

0 13 1 C 0 0 1 0 0 1 1 0

10 13 0 0 0 0 1 0 0 1 1

1

T5
7-3 2-3

-37-32

2-3 7-3

-32-37

1 0 0 0 1 0 0 1

0 10 0 110 0

0 0 1 0 0 1 1 0

0 0 0 1 0 0 1 1

^8

6
15

7 -3 2-3 4-1 -1

-37-3244-1-1
2-3 7-3-1 4 4-1

-32-37-1-144

y

When only differences among a group of objects (such as gage blocks,
voltage cells, etc.) are measured the normal equation will not be of
full rank so that a unique solution will not exist. For the design
involving differences between all distinct pairings of objects the
normal equations are, for the case of 4 objects discussed in Section 3,

3A - B - C - D =
y] + y2 ^3

=

-A + 3B - C - D =
-y^ + = q2

-A - B + 3c - D = 'y
2

- y4 + ye
= ^3

-A - B - C + 30 =
-y^ - yg - yg

= q^
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Or in matrix form:

r-

1 1 1 0 0 o" ’l -1 0 o’ 6 = 3 -1 -1 -1 6 = 1 1 1 0 0 0

-1 0 0 1 1 0 1 0 -1 0 -1 3 -1 -1 -1 0 0 1 1 0

0 -1 0 -1 0 1 1 0 0 -1 -1 -1 3 -1 0 -1 0 -1 0 1

0 0 -1 0 -1 -1 0 1 -1 0 -1 -1 -1 3 0 0 -1 0 -1 -1

0 1 0 -1

0 0 1 -1

which can be seen not to be of full rank because the sum of the four
equations is zero.

One needs a baseline to which the differences can be referred--a
restraint to bring the system of equations up to full rank. If one of
the objects were designated as the standard, or if a number (or all)
of them were regarded as a reference group whose value was known, values
for the items could be obtained.

If the restraint A = Kq is invoked, the normal equations become
(using the methods of Appendix, Section 3)

3A - B - C - D + fi

3 -1 -1 -1 1

-A + 3B - C - D
CM

CT
II

-1 3 -1 -1 0

-A - B + 3C - D =
''a

-1 -1 3 -1 0

-A - B - C + 3D =
'<4 -1 -1 -1 3 0

A
o

II 1 0 0 0 0

3 X

i

/s

X K
- - 0

The solution is given by

A = K
"a.

*

6
.1
’T

”00004 1 1 1 0 0 0 0

B = K+(-2y^-y2-y3+y4+y5)/4
A

X 0 2 114 -10 0 110 0

C = K+(-y^-2y2-y3-y4+yg)/4 0 12 14 0-1 0-1 0 1 0

D = K+(-y,-y2-2y3-y5-yg)/4 0 112 4 0 0 1 0 1 1 0

II O 4 4 4 4 0 0 0 0 0 0 0 1
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0 0 0 0 0 0 4

-2 -1 -1 1 1 0 4

-1 -2 -1 -1 0 1 4

-1 -1 -2 0 -1 -1 4

0 0 0 0 0 0 0

The variances of the values are V(A) = 0; V(B) = V(C) = V(D) = a^/2.

If the restraint A+B+C+D=K] is invoked, the normal equations
become

3A- B- C- D+A=q

-A + 3B - C - D + X = q2

-A - B + 3C - D + X = q^

“A - B - C + 3D + X = q^

A + B + C + D = K

3 -1 -1 -1 1

-1 3-1-1 1

-1 -13-11
-1 -1-13 1

11110

B = 1

—

>»X

1

—

X
t- —

and the solution is given by

A = (y-|+y2+y3+Ki)/A 3
= 1

16
3 -1 -1 -1 4 1 1 1 0 0 0 0

B = (-yi+y4+y5+K^)/4 X -1 3 -1 -1 4 -1 0 0 1 1 0 0

c = (-y2-y4+y6‘^K^)/A -1 -1 3 -1 4 0 -1 0 -1 0 1 0

D = (-y3-y5-y6+Ki)/4 -1 -1 -1 3 4 0 0 -1 0 -1 -1 0

X = 0 4 4 4 4 0 0 0 0 0 0 0 1

_ 1

" 16

”4
4 4 0 0 0 4

'

y

-4 0 0 4 4 0 4 ^1

0 -4 0 -4 0 4 4

0 0 -4 0 -4 --4 4

0 0 0 0 0 0 0

y

K.

The variances of the values are V(A) = V(B) = V(C) = V(D) = 3a^/16.
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Although it is a simple matter to change the reference point for
the parameters (i.e., change the restraint) after one solution has been
found, the corresponding change of variances for the parameter values
should not be ignored. These variances are given by the diagonal terms
of the inverse of the matrix of normal equation, the inverse being
indicated by double brackets in these examples. The difference in

variance for § in the last example, arises from the fact that in the
first case one is concerned only with the difference between A (the
standard) and B, whereas in the second case it is the difference between
B and the average of the others that is involved.

For completeness, the matrices of normal equations and their
inverses for the examples of Section 3 are shown below.

Linear Drift

X = 1 0 X'X = n n(n-l)/2

1 1 n(n-l)/2 n(n-l)(2n-l)/6

1 2

n(n-l)(2n-l)/6 -n(n-l)/2

-n(n-l)/2 n

y a linear function of x

X = 1 X. X'X = n Ex

Ex Ex^ “Ex n

X
n
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X =

X'X B

B' 0

X =

pi -1 0 0-7 X

1
X

-1 0 0 1 -5 B'

0 0 1 -1 -3

0 1 -1 0 -1

0 1 0 -1
1

1 0 0 1 3

1 0 •1 0 5

0 -
1 1 0 7

-1 1

-

336 35 -35 -7 7

-35 35 7 -7

-7 7 91 21

7 -7 21 91

0 0 0 0

168 168 168 168

son of 5 <;f.anda rd^

0 0 0 1

[ ouin Of

^X'X

all

"

B

1 0 0 1
B' 0

^"1-1-20
1

4 -2 -1 n 1

-^“24-10
0

“ 2 -1-140 0

0 0 0 0 168 0

1 1 0 0 0 0

L

0 0 1-10
1

0 0 0 1 -1 1

-1 0 0 c 1 1

1 0 0 1 0 1

0 1 0-1 0 1

0-1 001 1

0010-11
1 0-1 0 0 1

p
-1 -1 -1 -1 0 l

]
“1 4 -1 -1 _i 0 1

-* -14-1-101
•1 -1-1 4 „1 0 1

“1 -1-1-1 4 0 1

0 0 0 0 0 10 0

1 1 1 1 1 0 0
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4 -1 -1 -1 1 0 5

-1 4 -1 -1 -1 0 5

-1 -1 4 -1 -1 0 5

-1 -1 -1 4 -1 0 5

-1 -1 -1 -1 4 0 5

0 0 0 0 0 5/2 0

5 5 5 5 5 0 0

6. Standard Deviation

By substituting the computed values for the parameters into the

equations of expected values for the observation, one has a pn.e,dLLcXzjd

valuz to compare to the actual observation. The difference, d, between
the observed and predicted value is called the dzvlcUion and is used
to determine an estimate, s, of the standard deviation, a, of the

process

/ n-k+m

where n is the number of measurements, k is the number of parameters and
m is the number of restraints.

Ordinarily one has available a sequence of values of the standard
deviation say S] , $2, S3, . . . , Sp based on v] , V2, V3, . . . , Vp degrees
of freedom. One forms the estimate of a by combining tnese in quadrature

a
+ V2S2

+ V2 +

+ + V s;^
n n

+ V.

with degrees of freedom N = Zv. In assigning a standard deviation to

the parameters or linear combinations of them, the value a is used rather
than the value of s from a single experiment.

The variance of the sums of two parameter values is given by adding
the corresponding diagonal terms (variances) in the inverse of the
matrix of normal equations and the appropriate off diagonal terms
(covariances) and multiplying by For the case of the intercomparison
of 5 standards given at the end of Section 5 :
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s.d. (A+B) =
>4^ " ^;^/[A+4+2(-1 )]

=

For the variance of the difference, the covariance terms enter negatively
so that for the same example

s.d.(A-B) = /a^ + a^-2a^g = ^/tl+4-2(-l )]
=

For other linear combinations, formula 1.10-M of the Appendix would be

used.

For the linear function example, the predicted value of y for

Xo is yQ= a + Bx^ which has a variance of

+ x^C22 + 2XqC^2)^^
'‘o’ ^11 Cl

2' '1

^12 O
ro

X
0

where the terms C,,, Ci 2 » C«2 sre the elements of (X'X)"^ given in
Section 5 for the case of y^as a linear function of x.

7. Correlated Measurements

In the previous section it was assumed that the observations were
uncorrelated, i.e., that V(yi) = a^, cov(yi, yj) = 0 or in matrix form
V = Var(y) = a^I where I is the identity matrix. Section 4 of the
Appendix discusses the general case where one knows the matrix, V, of
variances and covariances for the observations.

Quite often a transformation of variables can be achieved to obtain
variables that are uncorrelated. A simple example is provided by the
case of cummulative errors, i.e., in the case where

y,
=

yg
= U2 + El + =2

y3
= U3 + +

£2
+ £3

The variance covariance matrix of the y's assuming E(ei) = 0, Var(e) = a^,
cov(E:-jej) = 0 is given by
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E(X) =

V = 0^ 111. . 1

1 2 2 2

1 2 3 3

12 3. , n

to variables x
j
where

=
yi

=
Pi

+
^1

"2 ' >2
- = Ug -

Pi
+ ^2

^3 " ''3

•

- ^2
=

^^3
- P2 + ^3

•

= y«n “'n -1
°

^n-1
^

"n

s and variances become

V(X) - 0 . . 0

Vh
«

0 0

•

0 0

Ty where T =
1 0 0

.
0 0

-1 1 0 0 0

0 -1 1 0 0

•

0 0 0 -1 1



and if one computes Var(Ty) = TVT*, one gets

Var(Ty) =
1 0 0./ '

1 1 1 ... l'

-1 1 0 12 2 2

0 -1 1

•

12 3 3

• •
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APPENDIX: FORMULAS FROM STATISTICS

Background and Notation

(a) Expected Value

The expected value, p, of a random variable, y, will be written

E(y) = y

The mean y may represent a linear function of some basic
parameters 3], B2> • • • 3k with known coefficients
x], X 2 , . . .,x|<

E(y) = y = X]3l + X232 + . . . + X|^3,^

The expected value of n observed values y] , y2 * • • • *

then be written

ECy-j) ~
^12^2 ^

^Ik^k (1*^)

E(y2) = X2
i
6'|

+ ^22^2 X2k®k

^n2®2
+ • • • +

This may be written in matrix notation as

‘3'E(yy =

E(y
2

)

E(y )'n

E(y) = X

'‘n ’<12 • • •

’‘ik

X2I ’‘22 • • • X
2 k

x T x « . . . x
,

nl n2 nk

1

3 .

L^k-J

(1.1-M)

where the vectors y and 3 and the matrix, X, are easily
identified.

L-19



(b) Variance , Covariance

The variance, a?, of a random variable, y^. , is defined as

= E{(y. - y^.)^} = E(y^-^) - 2y^.E(y^) + y? = E(yp - y? (1.2)

and the covariance a., of the variables y. and y. by
• U * w

°ij
=

The variance of cy where c is some constant is

Var (cy) = E{(cy - cy)^} = c^a^ (1.4)

The variance of a sum of two variables

Var(y^ + y^) = E{ [y^
*“

^2 ’ ^^1
^ En{yi " )

*
(y2 " ^2^^^^

= E(y^ - y^)^ + E(y2 - + 2E{(y^ - y^)(y2
-

=0^+02+2012 (1.5)

which we may write as

o| + o| + 2a^2 ^ 11 a| + a
^2

= [1 1 ] ®1 ®12 T
_®12 °2

_
®12 °2

.

For independent random variables o.. = 0 and
• si

Var(Eyy = Eo? (1.6)

EXAMPLE:

Var(ay.| + by^ + cy^) = E{[(ay^ - au^ + (byg - bu2) + (cy^ - cu^)]^}

= a^a| + b^a^ + + 2aba^2 *

which may be written as

[a b c] ®1 Ol2 °13’ a“

®12 ^2 °23 b

-®13 °23 °3 - -C,

{1.7.M)



(c) Linear Function of Random Variables

Ei[a^(y

+

A linear function

L = a

has expected value

E(L) = a^E(y^) + a2E(y2) + . . .
+

or in matrix notation

E(L) ~ (cii ^2 • • •

Uy^)

LE{yn)J

= a'y

The variance is given, by analogy with (1.7) by

V(L) = [a^ a2 . . . a
n] ®12 • • •

®ln

®21 '^2 • • • '^
2n

(1.8)

(1.9)

(1.9-M)

(1.10-M)

‘^nl ®n2
• • •

‘^n

which reduces to the usual formula

V[la.y.) = za|a? (1.11)

if a. . = 0.

For two linear functions L, and the covariance term is

given by
^

i-Pi)
+ + a (y -y )][bT(yT-yT) + + b (y -y )]}nvjn r-^1 n'-^n ^n'-*

= a^b^E(y^-yy^ + a2b2E{y2-U2)^ + . . . + a^b^E(y^-u^)^
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This reduces to the usual formulas:

If a.. = 0 then Cov (L, , L^) = Za.-b.a?
ij 1 Z 1 1 1

.,2)

If a^. = a then Cov (L^ , L
2

)
= a^Za^.b^.

For the case of =
a-iY^

+ ^2 ” *^1^1
^ *^2^2

^ ^3^3’

covariance can be written:

^3) *
‘’2°12 * ‘’3°13 = (a^ a2 a3) °12 °13 ‘’1

VI '’l‘^12 '^3°23 ®12i °23

'^3®3
*

'^l'’l3 *’2^23 °13 ®23 ®3
>-

giving the general formula for the variance and covariance of two linear
functions

bi b2 a^2 ^2

{1.13-M)

‘^In ‘^211 •
• •

®n
a b
n n

or in general for p such function, i.e., for a pxn matrix A

Var(AY) = AVA'

(d) Quadratic Forms in Random Variables

We have from (1.2)

(1.14-M)

E(y^) = (1.15)

We wish to extend this to include the case of a more general
quadratic expression in the y's, consider for example

E[(ay^ + by2)^] = Ea^y^ + Eb^y2 + 2abE(y^y2)

= a^a| + a^y^ + b^al + b^y^ + 2aby^y2 + 2aba-j2
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which may be displayed as a matrix product as follows:

[yi y2^ a^ ab
[l^l ^2^ ”a^ ab

’h'
+ [a b] a

ab b^ ab b^
-^2- .'^12 °2 .

b

This example illustrates the general formula:

E[(a^y^ + . . + = E
yg

. . y^] ai •

^2^1 ^2

Vl
L

=
[yi

. . u„] a| . . . a^^

• •

'

1

,

^ + [a^ . . a^] ®12 • •

‘^In

• •

®ln
• • •

•

a, . ai
1 n 2*^ n

or

E{y'Ay} = y'Ay + a'Va (1.16-M)

where A =
*

2

^1 ^1^2 * * * and V = 2
a-j 0-12 • • •

^1^2 ^2 * * * ^12 ^2 • • •

•

• -*

The last term can be replaced by the trace of AV so that we have

E(Y'AY) = y'Ay + Trace(AV) (1.17-M)

For an excellent treatment of these statistical topics one should
consult Zelen [5]

.
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2. The Gauss Theorem on Least Squares (Independent, Equal Variance,
Full Ranirr

Let the n observations
yi,y2»*

• expected values

ECy^) =

^(^2) '
^21®1

* ^22®2 • •

^2k®k

( 2 . 1 )

"
^nl®l ^n2®2 ^nk®k

and be statistically independent with common variance, a^.
conditions can be expressed in matrix form as follows:

These two

E(y) = E
y^

= X.

Xr>-. X

12 ^Ik

22 ^2k

'‘nl '‘n2 ^nk

6 * X6

{2.1-M)

v(y) = 0

0 a*

0 0

. . . 0

. . . 0

. . . a'

- ^2

The Gauss theorem states that the minimum variance unbiased linear
estimator of any linear function, L, of the parameters, B-j 32 • • •

^k»
say

L = + agBg + • • •

is given by substituting the values of
3.j

which minimize
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Q =
j:[yi

- (Xi,6i + . . + x.^6^)]^ (2.2)

considered as a function of the 3-. These values, 3-, , So • • •

to the k equations cal led the no^at tquazton^.
S, are

the solutions
K

+ 2 x.^x .262 + • • + ^x^.^x.|^6|^ =

* ^^12^2 ^^i2^ik^k
^

(2.3)

‘iriri

or in matrix form

• *

(X'X)6 = X'y

The solution to these equations can be written as

3 = (X'X)"^X'y

(2.3-M)

(2.4-M)

because X was assumed to be of rank k. The matrix (X'X)"^ is the

>cni’e/i4e the maJyUK oi normal nquattoyu and plays an important role
in least squares analysis. Let its elements be denoted by c. . so that

(X'X)-'
•^11

• • •

‘^Ik

‘^21 <=22 •
• ‘^

2k

(2.5-M)

‘^kl ‘^k2
• • •

“^kk

The standard deviation, a, is estimated from the deviations d.,

where

'*1 ^i
*

'‘ik®k^

L-25



by the quantity, s.

s = /
n-k

(2.7)

and is said to have n-k oi (^Ktzdom,

The standard deviation of the values for the coefficients 6^. are
given by

s.d.(6^.) = o/c^.^.

and for a linear function L = aiBn + a«Bo
(1.10-M)]

' ' ^

s.d.(L) = a

v

( 2 . 8 )

a|^6|^ is [see equation

^11
* * *

^In

‘^nl
• • •

^nn

1/2
(2.9-M)
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3. The Gauss Theorem on Least Squares (Independent, Equal Variance,
With Restraints)

If the parameters, 6^-, are required to satisfy the m linear equations

*1 '^11®! '^12^2 • • •

'^lk®k
‘

(3.1)

il) = b + b o6o . . • b
I Bi = K

ml 1 m2 2 mk'^k m

or in matrix form

B'3 = K (3.1-M)

then using the method of Lagrangian multipliers, it turns out that the
minimum variance unbiased linear estimators are given by minimizing

F = Q + 2X^ - K^) + 2X^(ip^ - K2) + . . + - K^) (3.2)

considered as a function of the B's and X‘s. {2X^ is chosen rather
than just Ai so that in setting 3F/36i = 0, a common factor of 2 can be
divided outh

This leads to the normal equations



or in matrix form

'x'X B 'b" X'y”

B' 0 X K

and the solution is given by

. -1 r -'1

6 — X'X b" X'y

/s

X B' 0 K

(3.3-M)

(3.4-M)

If X'X was already of full rank, then B must be of rank m for the
inverse to exist. If X'X is of rank (k-m) and B' consists of m rows,
then the indicated inverse will exist if B is orthogonal to X'X, i.e.

that (X'X)B = 0,and B is of rank m. Also if B is a combination of
such an orthogonal set of restraints, denoted by H, and the vectors of
X'X, then the inverse exists if the mxm matrix B'H is of rank m, i.e.,
the determinant |B'H| f 0.

EXMPLE : If the differences A-B, B-C, C-D, D-E, E-A are measured, then
the 6 measurements yi,y2*y3,

y

45 y5 (assumed independent with equal
variance) can be represented as

E(y) = " A-B
• _

oo01

1

T
B-C 01-100 B

C-D 001-10 c

D-E 0 0 0 1 -1 D

-A +E
-1 0 0 0 1 E

X3

X'X = 2-100 -1

-1 2-1 0 0

0-1 2-1 0

0 0-1 2-1

-1 00-1 2

The restraint A+B+C+D+E =[11111]

rank of X'X is 4

—

1
> = H' 1>

4

B B

C C

D D

E LU

_ _

= K



is orthogonal to X'X because H'(X'X) =(11111) (X'X) = [00000].
If the given restraint were A + B = Kg, then B' = (1 1 000) and |B'Hj
2 ^ 0 so that the restraint is sufficient to produce a solution.

The standard deviation estimate is changed from that given in
formula (2.7) to become

s = degrees of freedom = (n-k+m) (3.5)

where m is the number of restraints.

Formulas (2.8) and (2.9) still apply for the standard deviation of the
parameter values and of linear combinations of them.

4. The Gauss Theorem on Least Squares (General Case)

If the observed values yi yz • • • yn variances and

covariances a., so that

Var (y)
=

°1 ®12 • •

°ln

*^12 °2 2n

°1n <^2n ‘’n

= V

and the parameters are subject to the m restraints

bn®l

(4.1-M)

(4.2)

bn,i6i
+ . . .

+

or in matrix form

B'B = K (4.2-M)

Then the least squares estimators for 6 are given by

/N

3 X' V^X B
-1

X'V'V

X B’ 0 K

where as before X' = [X-j Xj . . . X^^] is a vector of Lagrangian multi-

pliers entering into the minimization process.

For a discussion of this general case, the reader is referred to the

Goldman-Zelen article [4].
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Precision Calibration of Phase Meters

RAYMOND S. TURGEL, senior member, ieee, and DOMINIC F. VECCHIA

Abstract—\is\ng the calibration of a phase meter with a nominally

linear response as an example, a statistical approach is discussed for

predicting worst-case offsets of the meter response characteristic from

the value of the reference standard. A linear calibration curve is used

to model the meter response, and statistical tests are described which

test the appropriateness of the model and whether the calculated cali-

bration curve differs significantly from the ideal. Various levels of cor-

rections to be applied can then be determined on the basis of these

tests, and limits to offsets are calculated for each of the levels. By ex-

tending this approach, it is possible to predict limits of uncertainty

when using the calibrated meter to make measurements.

I. Introduction

T his paper discusses a statistical treatment of calibra-

tion data which leads to the prediction of measure-

ment uncertainties after appropriate corrections are ap-

plied to the readings of the calibrated instrument. The
method is illustrated using a phase meter as an example.

In any measurement, the “true” value of the measur-

and is hidden by random effects and systematic offsets in-

herent in the measuring instrument and the measurement

process. The purpose of a calibration is to try to eliminate

the systematic offset by determining suitable corrections

which, when applied to the instrument reading, bring the

measurement result into closer agreement with the refer-

ence standard. Since a degree of uncertainty is inherently

associated with the process of calibration itself, the cor-

rections for the systematic offset cannot be established

precisely. However, it is possible to estimate limits to the

uncertainty of the measurement result after the corrections

have been applied. The statistical approaches that lead to

these estimates are discussed in this paper.

II. Calibration Curve

The calibration of a measuring instrument can be rep-

resented mathematically by a “calibration curve” (Fig.

1) which relates the readings of the instrument under test

to the corresponding values of the calibration standard.

Since random fluctuations tend to mask the limiting mean

of the instrument response at any particular test point, the

corrections calculated based on predicted values derived

from the calibration curve will, in general, give more re-

liable results than those obtained from the test data di-

rectly. A necessary condition is that the calibration curve

Manuscript received April 28, 1987; revised July 7, 1987.

R. S. Turgel is with the Electrosystems Division, National Bureau of

Standards, Gaithersburg, MD 20899.

D. F. Vecchia is with the Statistical Engineering Division, National

Bureau of Standards, Boulder, CO.
IEEE Log Number 8716863.

Fig. 1. Calibration curve. Dotted lines indicate 95 percent confidence

bands.

models the instrument response correctly. Therefore, it is

important to test whether the a priori assumption that the

model fits the instrument response is justified.

Once the correctness of the model is established, the

computed calibration curve can be compared with an ideal

curve that represents an instrument which agrees perfectly

with the standard. To do this, the authors examine whether

there are statistically significant differences between the

parameters of the computed calibration curve and corre-

sponding parameters of an ideal calibration curve [Ij. The

outcome of such tests helps to decide what level of cor-

rections, if any, will be necessary.

A. Illustrative Example

To illustrate the application of the above concepts, a

simple instrument having a linear response is used as an

example. However, the validity of the method is by no

means restricted to linear systems and can be extended to

more complex relationships. The formulas are derived for

the statistical analysis of a nominally linear relationship

between the phase angles indicated by a phase meter and

the phase angle supplied by a calibrating standard signal

source—a phase angle standard.

In this linear case, the calibration curve is a straight line

which can be characterized by a slope and an intercept.

The corrections to be applied to the phase meter readings

can be derived from the linear equation. The extent to

which corrections need to be applied must be regarded as

a function not only of the calibration data but also of the

accuracy specifications of the instrument. In general, there

is no point in applying corrections if the uncorrected me-

ter readings are already within the specified accuracy lim-

U.S. Government work not protected by U.S. copyright.
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its, even though applying corrections will always reduce

the predicted offset of the measurement result that is com-

puted from the statistical parameters. If the intercept of a

linear calibration curve differs appreciably from zero, but

the slope is not significantly different from its ideal value,

a simple additive constant will bring the measurement re-

sult to within the specification limits. There is then no

need to calculate individual corrections for every data

point, although doing so may result in smaller numerical

values for the predicted offset. In the following sections

formulas are developed to evaluate the limits of the pre-

dicted offset for three levels of applied corrections. A
comparison of the numerical values of these limits with

the instrument specifications will guide the decision on

selecting the appropriate level of corrections.

D. Measurement Procedure

For the statistical treatment, it is important to make rep-

licate measurements, usually three or four, at each phase

angle tested. This replication provides a measure of the

variability of the readings due to the phase meter. Any
variation in the output of the phase standard is generally

at least an order of magnitude smaller, and is disregarded

for the present discussion. The sequence of measurements

at the selected phase-angle test points is randomized to

minimize time dependent trends and thereby reduce a pos-

sible bias in the measurements.

The computer program determines the randomized se-

quence of phase angles to be tested, and the output of the

phase standard is set accordingly. Readings from the phase

meter are then recorded and stored in the computer.

III. Experimental Procedure Used for Calibrating

A Phase Meter

A. Choice of Calibration Procedure

The example of a phase meter calibration is particularly

suitable because the straightforward experimental proce-

dure provides a good illustration of a generalized calibra-

tion method that could apply equally well to other types

of instruments. The output reading of the meter is in the

same units and of the same magnitude as the phase angle

provided by the calibration source, and no intermediate

steps or conversion factors are involved.

B. Circuit Configuration

A phase angle standard [2]-[4] which generates two

sinusoidal signals adjustable in phase and independently

adjustable in amplitude is used as a calibration source.

The standard is designed so that the selected phase angle

is known precisely and, therefore, can be used as the ref-

erence to which the readings on the phase meter are com-

pared. For convenience, the phase angle standard can be

operated via the IEEE-488 bus, allowing the test points

to be selected under software control. Signals from the

output of the calibration standard are applied directly to

the input terminals of the instrument under test.

C. Test Point Selection

For the purpose of the calibration, a “range” is defined

by the frequency and the amplitudes of the two test sig-

nals. In each range, measurements are made at several

phase angles chosen to cover the desired span, usually

from 0° to 360°. The exact number of test points is not

important, as long as it is large enough to provide the

appropriate accuracy for the calculation of the calibration

curve. Experience has shown that for a phase meter with

a 0.01° resolution, twelve points spread over the 360°

span are a satisfactory compromise between the effort in-

volved in making measurements and the accuracy ob-

tained. The results of the measurements in each range are

treated as a statistically independent population, and sep-

arate accuracy parameter values are computed for each

range.

IV. Model of the Response Characteristic

A. Estimated Calibration Curve

Using a least squares fit to the data collected, a calibra-

tion curve is derived for the response characteristic of the

meter under test for each range. For our example, assum-

ing a linear response (phase reading versus phase stan-

dard), the model of the calibration data is a straight line

of the form

y = a ^ bx A- e

where

a and b are the intercept and slope of the straight line,

X phase angle given by the standard,

y reading on the phase meter

e term for the random effect.

If the subscript / ( / = 1 ,

• •
•

, A;) denotes the index of

the test point, and the subscript j(j= 1,
• *

•
, «) the

number of the replicate reading, then the estimated values

(denoted by a caret) for the coefficient a and b of the cal-

ibration curve y = a + bx can be expressed as [1]

a = y — bx

k n

^ ^ {y’ij - y) {x, - x)

b -
1

^

n (t, - J)’
; = I

where the average y and the average .v are

y

2 2 y.,
i=\ J=\

nk

k

and X =
k

B. Adequacy of the Model

To test whether the calibration data fit the linear model,

the fitted value for each phase angle is compared to the

average of the repeat measurements at corresponding

phase angles by an “F-Test.” This test provides a crite-

rion to decide if the calibration data fit the linear model

[5]. The calibration data are not consistent with the linear
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model if

> 0̂.01
- 2, k{n - ])}

reduced by an appropriate correction, while the random

effect can only be reduced by averaging several readings.

For the correction of the systematic component, we con-

sider three cases:

where

and

Si =
k — 2 / = I

{y, - yif

k n
^

^ 2 (yij - yif
k{n — \)i=\j=\

( see footnote 1

)

y, = d + bXi, i = 1,
• •

•
, k

yi
=
E
7=1

>'.7

/ = 1,
• •

•
, k

and Fooi{^ ~ 2, k{n —
1 ) } is the upper one-percent

point of the F distribution with k — 2 degrees of freedom

in the numerator and k(n —
1 ) degrees of freedom in the

denominator. Use of a small significance level (o: = 0.01

)

in the test implies that we are only interested in detecting

very substantial departures from linearity in the phase me-

ter characteristic.^

Similarly, if the linear model is appropriate, levels of

significance can be calculated for the coefficients of the

calibration curve. These are based on the statistics and

t2 which test whether a = 0 and b = I, respectively. The
test statistics are

d _ ^ 1^
5(^ ~

S{b)

where S(d) and S{b) are the estimated standard devia-

tions of the coefficients.

Using the tables of the Student’s t distribution for (nk
- 2) degrees of freedom, the attained levels of statistical

significance associated with t] and ti can be computed. A
significance level near zero ( <0.05) for indicates that

the intercept is probably different from its “ideal” value

of zero, and a significance value near zero for t 2 indicates

that the slope is probably different from its “ideal” value

of one.

V. Calculation of Phase Meter Uncertainty

When making a phase measurement, the reading ob-

tained from the phase meter differs from the correspond-

ing value of the standard by a systematic offset plus a

random effect. As mentioned, the systematic offset can be

‘This variance accounts for the random effect, e, in the equation for the

straight-line response characteristic.

^A special condition arises when the variability about the average is of

the same order as the resolution of the meter, and consequently the readings

at each test point are truncated to the same numerical value, or a value

differing by only one significant digit. In this case the distribution of the

deviations will be far from normal, and values of the F-test using tables

based on a normal distribution cannot be applied.

Level 1. No correction applied:

X = y

Level 2. A constant correction applied:

X = y + C, C = x -y

Level 3. Full correction applied using the calibration

curve:

X = {y - d)/b.

For each case, we can estimate the limits to the uncer-

tainty in the phase meter reading. We denote the system-

atic offset of an uncorrected reading at a phase angle

X by

Aj = ^(yljc) — X = a + {b — l)jc

where £( y |

jc) is the expected phase meter reading, and

the other symbols are defined as before.

It is evident that the offset is a function of the phase

angle as well as the parameters of the calibration curve.

In most cases, however, we would like to know the limits

of the offset over the entire span of phase angles. For the

straight line calibration curve, the equation for the upper

and lower limits for the systematic offset at the point jc,,

which can be derived [6] from the confidence bands of the

calibration curve, shown as dotted lines in Fig. 1, are

given by

m(A^,) = a -ir {B - l)jc, -I- /?(jc,) (la)

and

1{AJ = A + {B - \)x, - R(x,) (lb)

where

R{x,) = s V2Fo.o5(2, nk - 2)

n '/2

1 +
nk

n E (jc, — jc)"
I = I

In the equations x, denotes the phase angle given by the

standard, s is the standard deviation of fit of the straight

line, the coefficients A and B are assigned appropriate val-

ues for level 1 and level 2 as shown below, and F is the

value of the F distribution for the upper 5-percent point

with two degrees of freedom in the numerator and nk —

2 degrees of freedom in the denominator. Fig. 1 is a plot

of the characteristic curve for a phase meter and shows
the upper and lower limits of likely systematic offsets.

Note that the largest values occur at 0° and at 360°.

A. Estimated Limits for the Systematic Offset

For the three levels of applied corrections, the upper
and lower limits of the systematic offset can be calculated
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and the magnitude of the largest offset for each level A,

can be found. These values can then be compared to per-

formance specification limits for the instruments in order

to determine what level of corrections need to be applied.

It should be noted, however, that the A,’s account only

for the uncertainty due to the calibration process. If it is

desired to include the additional uncertainty that arises

from the user’s measurement with the meter, then the

standard deviation for the user’s measurement process

must be taken into account as shown below.

The limits of systematic offset can be estimated as fol-

lows:

Level 1, no corrections applied:

Using (la) and (lb), setting A = d, B = h

A] = maximum of
1 1

/(Aq)
|

,

|

u(Ao)
|

,

I

^(^36o)
I

»
I

w(^36o)
1 }

•

Level 2, constant correction C applied:

Using (la) and (lb), setting A=a-\-C,B = h

Ai = maximum of
1 1

/(Aq)
|

,

|

u(Ao)
|

,

1

U^36o)
I

5
I

^<('^36o)
I }

•

Level 3, full correction applied:

Using m(A^,) = +/?(x,)/5 and /(A^,) = -R{x,)/b

A 3 = maximum of
1 1

/(Aq)
| , |

m(Ao)
|

,

I

^(^36o)
I

^
I

w( A 360 )
I }

.

B. Estimated Limits for Phase Meter Reading

Uncertainty

To obtain an overall estimate of the uncertainty of a

phase meter reading, the variability of replicated readings

must be included as well as the systematic offset (relative

to the standard) given above. The estimate of the standard

deviation for the user’s measurement process, Sp, must be

calculated from the data obtained under the test conditions

in the user’s laboratory. This standard deviation may well

be different than that calculated from the calibration data.

The value for the standard deviation Sp may now be

added to the A limits of the systematic offsets for the three

levels of corrections applied to provide a bound E to the

uncertainty of the meter reading relative to the value sup-

plied by the standard.

Level 1 , no corrections applied:

Level 2, a constant correction A applied:

^2 ^2 "h ^a/li^p^’

Level 3, full correction applied:

£3 = A3 -f 5
/,

• t^/2{Vp).

where,

Sp standard deviation of repeat measurements

Vp degrees of freedom associated with Sp

^alKvp) 1
— oc 12 percentile of the Student’s t distri-

bution with Vp degrees of freedom.

The standard deviation Sp should have at least 15 de-

grees of freedom. Additional repeat measurement can be

combined for a pooled value of the standard deviation by

computing the square root of the weighted average

(weight = Vi) of the variances of each set of repeat mea-

surements. A sample calculation is shown in the Appen-
dix.

VI. Conclusion

A statistical procedure has been described for the cali-

bration of a phase meter with a nominally linear response.

The systematic offset of the meter reading relative to the

values provided by the calibration standard can be pre-

dicted from a calibration curve. Three levels of correction

are considered which will bring the meter readings to

within the specified accuracy. The level is selected de-

pending on how closely the actual calibration agrees with

an ideal calibration curve. The overall uncertainty of the

phase meter reading can be estimated by applying the ap-

propriate level of corrections as well as a term for the

random effects of the measurement process.

Appendix

A. Sample Calculation

The predicted values of the phase meter reading are ob-

tained by fitting the calibration data for the set of current,

voltage, and frequency conditions to a linear equation

which models the average response of the phase meter. In

the equations shown below y is the predicted value of the

phase meter response for a phase angle value x given by

the standard:

Test Conditions; Input /I: 100 V Input fi: 100 V Frequency: 60 Hz

Predicted value

Standard errors

Significance levels^

Residual Standard

Deviation

Lack of fit

Significance level'*

Level of Correction

y = -0.019402 + 0.999749 x

(0.006952) (0.000036)

(0.009) (0.000)

5 = 0.02218

F' = 0.466

(0.895) 2s = 0.04436

Correction Equation Limit to Offsef

No correction i = y
Constant correction jf = y + 0.021944

Complete calibration

curve X = 1.000251 • y + 0.019407

0.091

0.070

0.020

Assuming arbitrarily for this example that with 20 degrees

of freedom the user’s standard deviation is 20 percent

^Significance levels are derived using the statistical r-tests to decide if

the intercept and slope of the linear model are different from zero and one.

respectively. A level near zero (less than or equal to 0.05) indicates that

the associated parameter is probably different from the ideal value.

“•The significance level of F' is associated with an objective statistical

test for the adequacy of a linear model relating the phase meter under test

and the NBS assigned values. Levels near zero indicate that the assumption

of a straight line relationship may be incorrect.

^Phase meter offset relative to the reference standard.
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larger than that calculated from the calibration data, then

Sp = 0.027, and for a the confidence factor ct = 0.05, the

estimated uncertainty of the phase meter readings be-

comes:

Level of Correction Correct Equation Limit to

Uncertainty^

No correction

Constant correction

Complete calibration

curve

x = y 0.147

i = >- + 0.021944 0.126

X = 1.000251 • V + 0.019407 0.076

‘’Uncertainty of phase meter reading relative to the reference standard

for a given (user’s) standard deviation.
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New Internationally Adopted Reference
Standards of Voltage and Resistance

Volume 94 Number 2 March-April 1989

B. N. Taylor
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This report provides the background

for and summarizes the main results of

the 18th meeting of the Consultative

Committee on Electricity (CCE) of the

International Committee of Weights and

Measures (CIPM) held in September
1988. Also included are the most impor-

tant implications of these results. The
principal recommendations originating

from the meeting, which were subse-

quently adopted by the CIPM, establish

new international reference standards of

voltage and resistance based on the

Josephson effect and the quantum Hall

effect, respectively. The new standards,

which are to come into effect starting

January 1, 1990, will result in improved
uniformity of electrical measurements

worldwide and their consistency with

the International System of Units or SI.

To implement the CIPM recommenda-
tions in the U.S. requires that, on
January 1, 1990, the value of the U.S.

representation of the volt be increased

by about 9.26 parts per million (ppm)
and the value of the U.S. representation

of the ohm be increased by about 1.69

ppm. The resulting increases in the U.S.

representations of the ampere and watt

will be about 7.57 ppm and 16.84 ppm,
respectively. The CCE also recom-

mended a particular method, affirmed

by the CIPM, of reporting calibration

results obtained with the new reference

standards that is to be used by all na-

tional standards laboratories.

Key words: CCE; CIPM; Consultative

Committee on Electricity; International

Committee of Weights and Measures;

International System of Units; Josephson

effect; Josephson frequency-to-voltage

quotient; ohm; quantum Hall effect;

quantized Hall resistance; SI; volt.
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1. Background

The 1 8th meeting of the Consultative Committee
on Electricity (CCE) of the International Commit-
tee of Weights and Measures (CIPM) was held

September 27 and 28, 1988, at the International Bu-

reau of Weights and Measures (BIPM), which is

located in Sevres (a suburb of Paris), France. NIST
Director E. Ambler, a member of the CIPM and
President of the CCE, chaired the meeting and the

author attended as NIST representative. Some 30

individuals from 15 countries participated.

As discussed in this journal in the author’s 1987

report on the 17th meeting of the CCE held at the

BIPM in September 1986 [1], the CCE is one of

eight CIPM Consultative Committees which to-

gether cover most of the areas of basic metrology.

These Committees give advice to the CIPM on

matters referred to them. They may, for example,

form “Working Groups’’ to study special subjects

and make specific proposals to the CIPM concern-

ing changes in laboratory reference standards and

in the definitions of units. As organizational entities

of the Treaty of the Meter, one of the responsibili-

ties of the Consultative Committees is to ensure the

propagation and improvement of the International

System of Units or SI, the unit system used

throughout the world. The SI serves as a basis for
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the promotion of long-term, worldwide uniformity

of measurements which is of considerable impor-

tance to science, commerce, and industry.

However, scientific, commercial, and industrial

requirements for the long-term repeatability and

worldwide consistency of voltage and resistance

measurements often exceed the accuracy with

which the SI units for such measurements, the volt'

and the ohm, can be readily realized. To meet these

severe demands, it is necessary to establish repre-

sentations' of the volt and ohm that have a long-

term reproducibility and constancy superior to the

present direct realizations of the SI units them-

selves.

Indeed, as discussed by the author in reference

[1], in 1972 the CCE suggested that the national

standards laboratories adopt 483 594 GHzA^ ex-

actly as a conventional value of the Josephson fre-

quency-to-voltage quotient for use in maintaining

an accurate and reproducible representation of the

volt by means of the Josephson effect. While most

national laboratories did adopt this value, three de-

cided to use different values. Moreover, it has be-

come apparent that the CCE’s 1972 value of this

quotient is about 8 parts per million (ppm) smaller

than the SI value, implying that representations of

the volt based on the 1972 value are actually about

8 ppm smaller than the volt.

It has also become apparent that because most

national standards laboratories base their represen-

tation of the ohm on the mean resistance of a par-

ticular group of wire-wound resistors, the various

national representations of the ohm differ signifi-

cantly from each other and the ohm, and some are

drifting excessively. Although the Thompson-
Lampard calculable capacitor can be used to real-

ize the ohm with an uncertainty^ of less than 0.1

ppm, it is a difficult experiment to perform rou-

tinely. Hence, the 1980 discovery of the quantum

' The volt is the SI unit of electromotive force (emO and electric

potential difference. Occasionally it may be referred to in the

literature as the absolute volt. As-maintained volt, representa-

tion of the volt, laboratory representation of the volt, “national

unit of voltage”, “laboratory unit of voltage”, “practical realiza-

tion of the volt”, and other similar terms are commonly used to

indicate a “practical unit” for expressing measurement results.

However, to avoid possible misunderstanding, it is best not to

use the word unit in this context. The only unit of emf in the SI

is, of course, the volt. In keeping with references [2] and [3],

from which this report has drawn heavily, we use the expres-

sion representation of the volt and variations thereof. The expres-

sion reference standard of voltage is also used occasionally in a

similar or related sense. The situation for the ohm and resistance

is strictly analogous.

^ Throughout, all uncertainties are meant to correspond to one

standard deviation estimates in keeping with CIPM Recommen-
dation 1 (CI-1986) [4,5].

Hall effect (QHE) by K. von Klitzing [6] was en-

thusiastically welcomed by electrical metrologists

because it promised to provide a method for basing

a representation of the ohm on invariant fundamen-

tal constants in direct analogy with the Josephson

effect. The QHE clearly had the potential of elimi-

nating in a relatively straightforward way the

problems of nonuniformity of national representa-

tions of the ohm, their variation in time, and their

inconsistency with the SI.

To address the problems associated with current

national representations of the volt and ohm as dis-

cussed above, the CCE at its 17th meeting

established through Declaration El (1986),^ “Con-

cerning the Josephson effect for maintaining the

representation of the volt,’’ the CCE Working

Group on the Josephson Effect. The CCE charged

the Working Group to propose a new value of the

Josephson frequency-to-voltage quotient consistent

with the SI value based upon all relevant data that

became available by June 15, 1988. Similarly,

recognizing the rapid advances made in under-

standing the QHE since its comparatively recent

discovery, the CCE established through Declara-

tion E2 (1986),^ “Concerning the quantum Hall ef-

fect for maintaining a representation of the ohm,’’

the Working Group on the Quantum Hall Effect.

The CCE charged the Working Group to (i) pro-

pose to the CCE, based upon all relevant data that

became available by June 15, 1988, a value of the

quantized Hall resistance consistent with the SI

value for use in maintaining an accurate and stable

national representation of the ohm by means of the

QHE; and (ii) develop detailed guidelines for the

proper use of the QHE to realize reliably such a

representation.^

Further, the CCE stated its intention to hold its

18th meeting in September 1988 with a view to

recommending that both the proposed new value

of the Josephson frequency-to-voltage quotient and

the proposed value of the quantized Hall resistance

come into effect on January 1, 1990. These values

would be used by all those national standards

^ The complete declaration is given in reference [11, but see also

references [5] and [7].

* The members of the CCE Working Group on the Josephson

Effect were R. Kaarls, Van Swinden Laboratorium (VSL), The

Netherlands; B. P. Kibble, National Physical Laboratory

(NPL), U.K.; B. N. Taylor, (NIST); and T. J. Witt, Coordinator

(BIPM). The members of the CCE Working Group on the

Quantum Hall Effect were F. Delahaye (BIPM); T. Endo, Elec-

trotechnical Laboratory (ETL), Japan; O. C. Jones (NPL); V.

Kose, Physikalisch-Technische Bundesanstalt (PTB), F. R. G.;

B. N. Taylor, Coordinator (NIST); and B. M. Wood, National

Research Council of Canada (NRCC), Canada.
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laboratories (and others) that base their representa-

tion of the volt on the Josephson effect, and that

choose to base their representation of the ohm on

the QHE. These proposals of the CCE were subse-

quently approved by the CIPM [8] and by the Gen-

eral Conference of Weights and Measures (CGPM)

[9] under whose authority the CIPM functions.

In response to the CCE’s directives, each Work-

ing Group prepared a report which focused on the

review and analysis of the values of the Josephson

frequency-to-voltage quotient or quantized Hall re-

sistance in SI units that were available by June 15,

1988; and the derivation of a recommended value

for the purpose of establishing an accurate and in-

ternationally uniform representation of the volt and

of the ohm based on the Josephson effect and on

the quantum Hall effect, respectively. Submitted to

the CCE in August 1988, the reports include useful

background information as well as a discussion as

to how the new representations might be used in

practice to express calibration results. In keeping

with the CCE’s charge, the QHE Working Group
also prepared a companion report entitled “Techni-

cal Guidelines for the Reliable Measurement of the

Quantized Hall Resistance.” Because unbiased

quantized Hall resistance determinations are re-

quired for an accurate and reproducible representa-

tion of the ohm based on the QHE, these guidelines

are of exceptional importance.^

2. CCE 18th Meeting Discussion and
Principal Decisions

As an aid to the reader, this section of the report

also includes some tutorial information.

2.1 Josephson Effect

2.1.1 Definition of Josephson Constant When a

Josephson junction is irradiated with microwave
radiation of frequency /, its current vs voltage

curve exhibits steps at highly precise quantized

Josephson voltages C/j. The voltage of the nih. step

Ui{n), n an integer, is related to the frequency of

the radiation by

’ The complete reports of the Josephson and Quantum Hall Ef-

fect Working Groups including the “Technical Guidelines”

(Rapports BIPM 88/77, 88/8, and 88/9) will appear in the pro-

ceedings of the CCE’s 18th meeting [2]. Additionally, a com-
bined, somewhat condensed version of the two rep)orts may be
found in reference [3] and the “Technical Guidelines” in refer-

ence [10].

Uj{n)= nf/Ks, (1)

where Kj is commonly termed the Josephson fre-

quency-to-voltage quotient [11]. The Working

Group on the Josephson Effect (WGJE) proposed

that this quotient be referred to as the Josephson

constant and, since no symbol had yet been

adopted for it, that it be denoted by Kj. It follows

from eq (1) that the Josephson constant is equal to

the frequency-to-voltage quotient of the n = 1 step.

The theory of the Josephson effect predicts, and

the experimentally observed universality of eq (1)

is consistent with the prediction, that Kj is equal to

the invariant quotient of fundamental constants

2e/h, where e is the elementary charge and h is the

Planck constant [11]. For the purpose of including

data from measurements of fundamental constants

in the derivation of their recommended value of ATj,

the WGJE assumed that le/h =Kj. However, Kj is

not intended to represent the combination of funda-

mental constants 2e/h.

2.1.2

Josephson Effect Reference Standard of

Voltage The CCE reviewed the report from the

WGJE and discussed at some length the draft rec-

ommendation El (1988), “Representation of the

volt by means of the Josephson effect,” prepared

jointly by the WGJE and the Working Group on

the Quantum Hall Effect. The CCE then agreed:

(i) to use the term “Josephson constant” with

symbol Kj to denote the Josephson frequency-to-

voltage quotient;

(ii) to accept the WGJE’s recommended value of

Kj, namely, A:j= (483 597.9±0.2) GHzA^, where

the 0.2 GHz/V assigned one-standard-deviation

uncertainty corresponds to a relative uncertainty of

0.4 ppm;

(iii) to use this recommended value to define a

conventional value of Kj and to denote it by the

symbol Kj_^, so that /i:j_9o=483 597.9 GHzA^ ex-

actly. (The subscript 90 derives from the fact that

this new conventional value of the Josephson con-

stant is to come into effect starting January 1, 1990,

a date reaffirmed by the CCE.) The CCE also

noted

(iv) that since Kj_^ exceeds the CCE’s 1972 con-

ventional value of the Josephson constant by 3.9

GHzA^ or about 8.065 ppm, the new representa-

tion of the volt will exceed that based on the 1972

value by about 8.065 ppm; and further agreed

(v) that because the purpose of the new volt rep-

resentation is to improve the worldwide uniformity

of voltage measurements and their consistency

with the SI, laboratories which do not base their

national representation of the volt on the Joseph-
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son effect should, on January 1, 1990, adjust the

value of their national volt representation so that it

is consistent with the new representation. Further,

this consistency should be maintained by having a

transportable voltage standard periodically cali-

brated by a laboratory that does base its representa-

tion of the volt on the Josephson effect;

(vi) that even if future, more accurate measure-

ments of Kj indicate that the recommended value

differs from the SI value by some small amount,

the conventional value Kj_^ should not be altered.

Rather, the CCE could simply note the difference

between a representation of the volt based on Arj_ 9o

and the volt; and

(vii) that because an accurate representation of

the volt is important to science, commerce, and in-

dustry, laboratories should continue their efforts to

realize the volt with greater accuracy, either di-

rectly or indirectly via measurements of fundamen-

tal constants. This could lead to a significant

reduction in the uncertainty assigned to the new
volt representation.

Having concurred on these points, the CCE ed-

ited the draft recommendation El (1988) to bring it

to final form. The following week it was submitted

to the CIPM for approval at its 77th meeting held

on October 4-6, 1988, at the BIPM. After some

minor editorial changes, the CIPM adopted it as its

own recommendation [12]. The following is the

English language version (the French language

version is the official one and is given in references

[2] and [12]):

Representation of the Volt by Means of the

Josephson Effect

Recommendation 1 (CI>1988)

The Comite International des Poids et Mesures,

acting in accordance with instructions given in

Resolution 6 of the 18th Conference Generale des

Poids et Mesures concerning the forthcoming ad-

justment of the representations of the volt and the

ohm,

considering

—that a detailed study of the results of the most

recent determinations leads to a value of 483 597.9

GHzA^ for the Josephson constant, Ky, that is to

say, for the quotient of frequency divided by the

potential difference corresponding to the n = 1 step

in the Josephson effect,

—that the Josephson effect together with this

value of Kj can be used to establish a reference

standard of electromotive force having a one-stan-

dard-deviation uncertainty with respect to the volt

N-98

estimated to be 4 parts in 10\ and a reproducibility

which is significantly better,

recommends

—that 483 597.9 GHz/V exactly be adopted as a

conventional value, denoted by ATj.go, for the

Josephson constant, ATj,

—that this new value be used from 1st January

1990, and not before, to replace the values cur-

rently in use,

—that this new value be used from this same

date by all laboratories which base their measure-

ments of electromotive force on the Josephson ef-

fect, and

—that from this same date all other laboratories

adjust the value of their laboratory reference stan-

dards to agree with the new adopted value,

is of the opinion

—that no change in this recommended value of

the Josephson constant will be necessary in the

foreseeable future, and

draws the attention of laboratories to the fact that

the new value is greater by 3.9 GHzA^, or about 8

parts in 10^ than the value given in 1972 by the

Comite Consultatif d’Electricite in its Declaration

E-72.

2.2 Quantum Hall Effect

2.2.1 Definition of the von Klitzing Constant The
QHE is characteristic of certain high mobility

semiconductor devices of standard Hall-bar ge-

ometry when in a large applied magnetic field and

cooled to a temperature of about one kelvin. For a

fixed current / through a QHE device there are

regions in the curve of Hall voltage vs gate

voltage, or of Hall voltage vs magnetic field de-

pending upon the device, where the Hall voltage

C/h remains constant as the gate voltage or mag-

netic field is varied. These regions of constant Hall

voltage are termed Hall plateaus. Under the proper

experimental conditions, the Hall resistance of the

/th plateau Rh(0> defined as the quotient of the

Hall voltage of the /th plateau to the current /, is

given by

i?H(/)=C/H(/)//=/?K//, (2)

where / is an integer [13]. Because Rh(/) is often

referred to as the quantized Hall resistance regard-

less of plateau number, the Working Group on the

Quantum Hall Effect (WGQHE) proposed that to

avoid confusion, the symbol /?k be used as the Hall

voltage-to-current quotient or resistance of the

/ = 1 plateau and that it be termed the von Klitzing

constant after the discoverer of the QHE. It thus

follows from eq (2) that /?k=-^h(1)-
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The theory of the QHE predicts, and the experi-

mentally observed universality of eq (2) is consis-

tent with the prediction, that is equal to the

invariant quotient of fundamental constants h/e^

[13]. For the purpose of including data from mea-

surements of fundamental constants in the deriva-

tion of their recommended value of Ry^, the

WGQHE assumed that h/e^=Ry^. However, in

analogy with ATj, /?k is not intended to represent

the combination of fundamental constants h/e^.

2.2.2 Quantum Hall Effect Reference Standard of

Resistance The CCE reviewed the report of the

WGQHE and discussed the draft recommendation

E2 (1988), “Representation of the ohm by means of

the quantum Hall effect,” prepared jointly by the

two Working Groups. Because of the similarities

between the QHE and the Josephson effect, the

review and discussion proceeded expeditiously. In-

deed, the second half of point (iii) as given here in

section 2.1.2 on the Josephson effect and all of

points (v), (vi), and (vii) were viewed by the CCE
as applying to the quantum Hall effect as well.

Also in analogy with the Josephson effect, the

CCE agreed:

(i) to use the term “von Klitzing constant” with

symbol Rk to denote the Hall voltage to current

quotient or resistance of the i = 1 plateau;

(ii) to accept the WGQHE’s recommended value

of Rk» namely, Rk= (25 812.807±0.(X)5) H, where

the 0.005 n assigned one-standard-deviation uncer-

tainty corresponds to a relative uncertainty of 0.2

ppm; and

(iii) to use this recommended value to define a

conventional value of Rk and to denote it by the
def

symbol Rk- 9o. so that Rk- 9o= 25 812.807 H exactly.

The same procedure was followed for draft rec-

ommendation E2 (1988) as for El (1988) regarding

the Josephson effect. The final CIPM English lan-

guage version is as follows:

Representation of the Ohm hy Means of the

Quantum Hall Effect

Recommendation 2 (Cl-1988)

The Comite International des Poids et Mesures,

acting in accordance with instructions given in

Resolution 6 of the 18th Conference Generale des

Poids et Mesures concerning the forthcoming ad-

justment of the representations of the volt and the

ohm.

considering

—that most existing laboratory reference stan-

dards of resistance change significantly with time,

—that a laboratory reference standard of resis-

tance based on the quantum Hall effect would be

stable and reproducible,

—that a detailed study of the results of the most

recent determinations leads to a value of 25 812.807

H for the von Klitzing constant, Rk, that is to say,

for the quotient of the Hall potential difference di-

vided by current corresponding to the plateau i = 1

in the quantum Hall effect,

—that the quantum Hall effect, together with

this value of Rk, can be used to establish a refer-

ence standard of resistance having a one-standard-

deviation uncertainty with respect to the ohm
estimated to be 2 parts in 10^ and a reproducibility

which is significantly better,

recommends

—that 25 812.807 fl exactly be adopted as a con-

ventional value, denoted by Rk- 9o, for the von Kl-

itzing constant, Rk,

—that this value be used from 1st January 1990,

and not before, by all laboratories which base their

measurements of resistance on the quantum Hall

effect,

—that from this same date all other laboratories

adjust the value of their laboratory reference stan-

dards to agree with Rk-9o,

—that in the use of the quantum Hall effect to

establish a laboratory reference standard of resis-

tance, laboratories follow the most recent edition

of the “Technical Guidelines for Reliable Measure-

ments of the Quantized Hall Resistance” drawn up

by the Comite Consultatif d’Electricite and pub-

lished by the Bureau International des Poids et

Mesures,

and is of the opinion

—that no change in this recommended value of

the von Klitzing constant will be necessary in the

foreseeable future.

2.3 Practical Implementation of Recommendations

As implied by the discussion of section 1, the

results of voltage and resistance measurements ex-

pressed in terms of representations of the volt and

ohm based on the Josephson and quantum Hall ef-

fects, respectively, will have a higher precision

than the same measurement results expressed in

terms of the volt and ohm themselves. Indeed, this

is one of the principal reasons for establishing such
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representations.^ The question arises, however, as

to how such measurement results should be re-

ported in practice. The Working Groups recog-

nized that the potential for significant confusion

internationally could best be eliminated by having

each national standards laboratory adopt the same

approach. To this end, in their reports the Working

Groups identified and considered the advantages

and disadvantages of three different approaches to

the reporting problem, two of which are both rig-

orous and correct [2]. In the first, new “practical

units” “V90
” and “n 9o” are defined; in the second,

new, so-called “conventional physical quantities”

for electromotive force (and electric potential dif-

ference) and resistance, “£'
90
” and “R 90

,” are de-

fined.

The CCE discussed at length the three ap-

proaches identified by the Working Groups and

concluded that there was an alternative solution,

similar to the Working Groups’ third approach,

that is also rigorous but avoids

(i) defining new practical units of emf and resis-

tance that are likely to differ from the volt and ohm
by small amounts and which would be parallel to

and thus in competition with the volt and ohm.

(Defining such units automatically leads to practi-

cal electrical units for current, power, capacitance,

etc., thereby giving the appearance that a complete

new system of electrical units has been established

outside of the SI.) The CCE’s alternative solution

also avoids

(ii) defining new conventional physical quantities

for emf and resistance which are likely to differ

from traditional or true emf and resistance by small

amounts. (Defining such quantities automatically

leads to conventional physical quantities for cur-

rent, power, capacitance, etc.; and to the peculiar

situation of, for example, the same standard cell

having both a conventional emf and a true emf.)

Further, the alternative solution avoids

(iii) the use of subscripts or other distinguishing

symbols of any sort on either unit symbols or quan-

tity symbols. (With the elimination of such sub-

scripts and symbols, for example, those denoting

particular laboratories or dates, the national stan-

dards laboratories can avoid giving the impression

* As noted by the CCE [2], the Josephson and quantum Hall

effects and the values Arj_ 9o and Rk-w cannot be used to define

the volt and ohm. To do so would require a change in the status

of the permeability of vacuum /xo from an exactly defined con-

stant, thereby abrogating the definition of the ampere. It would

also give rise to electrical units which would be incompatible

with the definition of the kilogram and units derived from it.

to the users of their calibration services that there

is more than one representation of the volt and of

the ohm in general use, that there may be signifi-

cant differences among national realizations of the

new volt and ohm representations, and that either

the national realizations or the new representations

differ significantly from the SI.)

The CCE’s solution, which was affirmed by the

CIPM at its 77th meeting [12] and which all na-

tional standards laboratories are requested to fol-

low, is indicated in the following variation of the

example given by the CCE [2] (the treatment of

resistance measurements is strictly analogous):

The emf E of an unknown standard cell cali-

brated in terms of a representation of the volt based

on the Josephson effect and the conventional value

of the Josephson constant Kj_^, may be rigorously

expressed in terms of the (SI) volt V as (to be

specific):

£ = (1.018 123 45) V±€, (3)

where € represents the total uncertainty, in volts,

and is composed of the following two components:

A£, the combined uncertainty associated with the

calibration itself and with the realization of the

Josephson effect volt representation at the particu-

lar standards laboratory performing the calibration;

and AA, the uncertainty with which the ratio

K}_<)o/K} is known (i.e., it is assumed that £j_ 9o/

£j=l±A^). According to Recommendation 1

(Cl- 1988), A/4 is 4 parts in 10’ or 0.4 ppm (assigned

one standard deviation).

Since, by international agreement, AA is com-

mon to all laboratories, the two uncertainties A£
and AA need not be formally combined to obtain

the total uncertainty € but may be separately indi-

cated. Hence, the measured emf £ may be ex-

pressed as

£ = (1.018 123 45) V±A£ (4)

for all practical purposes of precision electrical

metrology and trade, with AA appearing separately

on the calibration certificate when the precision of

the calibration warrants it. If, for example, AE/E is

significantly greater than 0.4 ppm, AA may be

omitted with negligible effect.

An example of the wording that might be used

on a NIST Report of Calibration for a standard cell

enclosure for the case where AA may not be omit-

ted and which is a variation of the wording given

in an example developed by the CCE [2], is as fol-

lows:
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Sample Hypothetical NIST Calibration Report

This standard cell enclosure was received (date) under power at its

normal operating temperature.

The values given in the table below are based on the results of daily

measurements of the differences between the emfs of the cells in this

standard and those of NIST working standards calibrated in terms of

the Josephson effect using the new conventional value of the Josephson

constant internationally adopted for use starting January 1, 1990 (see

Note A). The measurements were made in the period from (date) to

(date).

Cell emf Uncertainty

number (volts, V) (microvolts, jiiV)

1

2

3

4

1.018 119 85

1.018 133 77

1.018 126 42

1.018 141 53

0.27

0.27

0.27

0.27

(Information relating to the measurements and their uncertainties to be

given here.)

Note A

The value of the Josephson constant used in this calibration, namely,

A'j_9o= 483 597.9 GHzA^ exactly, is that adopted by international agree-

ment for implementation starting on January 1, 1990, by all national

standards laboratories that base their national representation of the volt

(i.e., their national “practical unit” of voltage) on the Josephson effect.

Since all such laboratories now use the same conventional value of the

Josephson constant while prior to this date several different values were

in use, the significant differences which previously existed among the

values of some national representations of the volt no longer exist.

Moreover, the national standards laboratories of those countries that do

not use the Josephson effect for this purpose are requested to maintain

their own national representation of the volt so as to be consistent with

the above conventional value of the Josephson constant, for example,

through periodic comparisons with a laboratory that does use the

Josephson effect. An ideal representation of the volt based on the

Josephson effect and ATj.go is expected to be consistent with the volt as

defined in the International System of Units (SI) to within an assigned

relative one-standard-deviation uncertainty of 0.4 ppm (0.41 juV for an

emf of 1.018 V). Because this uncertainty is the same for all national

standards laboratories, it has not been formally included in the uncer-

tainties given in the table. However, its existence must be taken into

account when the utmost consistency between electrical and nonelectri-

cal measurements of the same physical quantity is required.

2.4 Future Work on Electrical Units Hall effect, led the CCE to adopt the following

formal recommendation which was also approved

by the CIPM at its 77th meeting [12].
The ideas agreed upon by the CCE as given in

point (vii) in Sect. 2.1.2 on the Josephson effect,

and which apply equally as well to the quantum
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Realization of the Electrical SI Units

Recommendation E3 (1988)

The Comite Consultatif d’Electricite

recognizing

—the importance to science, commerce and in-

dustry of accuracy in electrical measurements,

—the fact that this accuracy depends on the ac-

curacy of the reference standards of the electrical

units,

—the very close ties that now exist between

electrical metrology and fundamental physical con-

stants,

—the possibility of obtaining more accurate ref-

erence standards of the electrical units either di-

rectly from the realizations of their definitions or

indirectly from measurements of fundamental con-

stants, and

—the continuing need to compare among them-

selves independent realizations of the units and in-

dependent measurements of fundamental constants

to verify their accuracy,

recommends

—that laboratories continue their work on the

electrical units by undertaking direct realizations of

these units and measurements of the fundamental

constants, and

—that laboratories pursue the improvement of

the means for the international comparison of na-

tional standards of electromotive force and electri-

cal resistance.

3. Conclusion

The apparatus currently being used by the na-

tional standards laboratories is such that the total

experimental uncertainty associated with a particu-

lar national representation of the volt based on the

Josephson effect generally lies in the range 0.01 to

0.2 ppm. As a consequence, with the worldwide

adoption starting January 1, 1990, of the new con-

ventional value of the Josephson constant Kj_^, all

national representations of the volt should be

equivalent to within a few tenths of a ppm. Simi-

larly, the total experimental uncertainty associated

with the measurement of quantized Hall resistances

also generally lies in the range 0.01 to 0.2 ppm.

Hence, with the worldwide adoption starting on
January 1, 1990, of a new representation of the

ohm based on the QHE and the conventional value

of the von Klitzing constant Rk- 9o» all national rep-

resentations of the ohm should also be equivalent

to within a few tenths of a ppm. Moreover, these

new national volt and ohm representations should

be consistent with the volt and the ohm to better

than 0.5 ppm.

In the U.S., the value of the present national rep-

resentation of the volt maintained by NIST will

need to be increased on January 1, 1990, by about

9.26 ppm to bring it into agreement with the new
representation of the volt. This is sufficiently large

that literally thousands of electrical standards,

measuring instruments, and electronic systems

throughout the Nation will have to be adjusted or

recalibrated in order to conform with the new rep-

resentation. Most other countries will be required

to make a similar change in the value of their

present representation of the volt as can be seen

from figure 1. On the same date, the value of the

U.S. representation of the ohm maintained by

NIST will need to be increased by about 1.69 ppm
to bring it into agreement with the new representa-

tion of the ohm based on the quantum Hall effect.

This too is an amount which is of significance to

many existing standards, instruments, and systems.

0 ppm

-3.565 ppm

-6.741 ppm

•8.065 ppm

-9.264 ppm

Figure 1 . Graphical comparison of the value of the present rep-

resentation of the volt of various countries as based on the

Josephson effect, with the new representation of the volt based

on the Josephson effect and the CIPM conventional value of the

Josephson constant ATj-^ which is to come into effect starting

on January 1, 1990. The value of the volt representation indi-

cated by “All Other Countries” is based on the conventional

value of the Josephson constant stated by the CCE in 1972,

namely, 483 594 GHzA'^. The countries that currently use this

value include Australia, Canada, Finland, F.R.G., G.D.R.,

Italy, Japan, The Netherlands, and the U.K. The BIPM uses this

value as well, but NIST uses 483 593.420 GHz/V. Thus, as the

figure shows, on January 1, 1990, the value of the present U.S.

volt representation will need to be increased by 9.264 ppm to

bring it into conformity with the new representation.
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The change required in the value of the national

representation of the ohm of other countries varies

between a decrease of a few tenths of a ppm to an

increase in excess of 3 ppm.

Since A=V/n where A is the ampere as defined

in the SI; and W=VVn where W is the watt as

defined in the SI, the 9.264 ppm and 1.69 ppm in-

crease in the U.S. representation of the volt and of

the ohm, respectively, imply that on January 1,

1990, (i) the U.S. representation of the ampere will

increase by about 7.57 ppm and (ii) the U.S. electri-

cal representation of the watt will increase by

about 16.84 ppm. Because an ideal volt representa-

tion based on the Josephson effect and A'j_ 9o is ex-

pected to be consistent with the volt to within an

assigned relative one-standard-deviation uncer-

tainty of 0.4 ppm; and an ideal ohm representation

based on the QHE and Rk- 9o is expected to be con-

sistent with the ohm to within an assigned one-stan-

dard-deviation uncertainty of 0.2 ppm, ampere and

watt representations derived from such ideal volt

and ohm representations via the above equations

are expected to be consistent with the ampere and

watt to within a one-standard-deviation uncer-

tainty of 0.45 ppm and 0.83 ppm, respectively.

The CCE strongly believes, and the author fully

concurs, that the significant improvement in the in-

ternational uniformity of electrical measurements

and their consistency with the SI which will result

from implementing the new representations of the

volt and ohm will be of major benefit to science,

commerce, and industry throughout the world; and

that the costs associated with implementing the

new representations will be far outweighed by
these benefits.

About the author: Barry N. Taylor, a physicist, is

head of the Fundamental Constants Data Center in

the NIST National Measurement Laboratory and

Chief Editor of the Journal of Research of the Na-
tional Institute ofStandards and Technology.
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Abstract

We give here the background and basis for the new

international electrical reference standards of voltage

and resistance that are to come into effect worldwide

starting on 1st January 1990. Founded on the Joseph-

son and quantum Hall effects, respectively, these new

reference standards will improve significantly the in-

ternational uniformity of electrical measurements and

their consistency with the SI.

1. Introduction

This paper is a combined, somewhat condensed ver-

sion of the August 1988 reports to the Comite Consul-

tatif d’Electricite (CCE) from the Working Group on

the Josephson Effect and from the Working Group on

the Quantum Hall Effect (QHE). The authors served

as coordinators of the two Working Groups. ^ In keep-

ing with the CCE’s charge to the Groups, the principal

focus of the reports is the review and analysis of the

values of the Josephson frequency-to-voltage quotient

and the quantized Hall resistance in units of the Sys-

teme International d’Unites (SI) that were available by

15 June 1988; and the derivation of a recommended
value of each for the purpose of establishing accurate

and internationally uniform reference standards of

voltage and resistance based on the Josephson and

quantum Hall effects, respectively. The reports also

include helpful background information as well as a

discussion of three approaches to how the new refer-

^ The members of the CCE Working Group on the Josephson

Effect were R. Kaarls (VSL), B. P. Kibble (NPL), B. N. Taylor

(NIST), and T. J. Witt, Coordinator (BIPM). The members of

the CCE Working Group on the Quantum Hall Effect were
F. Delahaye (BIPM), T. Endo (ETL), O. Clones (NPL),
V. Kose (PTB), B. N. Taylor, Coordinator (NIST), and B. M.
Wood (NRC). (See the Appendix for the laboratory abbrevi-

ations used throughout this paper.)

ence standards might be used in practice. The latter

topic is omitted from this paper since an alternative

approach was eventually adopted by the CCE at its

18th meeting held at the Bureau International des

Poids et Mesures (BIPM), 27-28 September 1988.

We apprise the reader that the complete reports

of the Josephson and Quantum Hall Effect Working

Groups, published by the BIPM as Rapport BIPM-

88/7 and Rapport BIPM-88/8, respectively, will ap-

pear in the proceedings of the CCE’s 18th meeting,

BIPM Com. Cons. Electricite 18 , (1988). The QHE
Working Group’s companion report entitled Technical

Guidelines for Reliable Measurements of the Quantized

Hall Resistance, Rapport BIPM-88/9, will also appear

in the same publication and is reprinted in this issue of

Metrologia under the authorship of QHE Working

Group member F. Delahaye. Because unbiased quan-

tized Hall resistance measurements are required for an

accurate and reproducible representation of the ohm
based on the QHE, these guidelines are of exceptional

importance.

A report on the 18th meeting of the CCE by BIPM
Director T. J. Quinn is given in this issue of Metrolo-

gia in “News from the BIPM”. His report includes the

formal recommendations of the CCE as edited and

adopted by the Comite International des Poids et Me-

sures (CIPM) at its meeting on 4-6 October 1988 and

the alternative approach mentioned above.

1.1. Background

The CCE is one of eight Consultative Committees to

the CIPM. These committees, which together cover

most of the areas of basic metrology, give advice to the

CIPM on matters referred to them. For example, they

may establish temporary or permanent “Working

Groups” to study special subjects, coordinate the in-

ternational work carried out in their respective fields,

advise the CIPM about the work of the BIPM in these
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fields, and propose appropriate actions to the CIPM
including recommendations concerning changes in the

definitions and representations of units. The CIPM
may endorse, modify, or reject these recommenda-

tions, submitting as appropriate those which will have

a very broad impact to the Conference Generale des

Poids et Mesures (CGPM) for final approval. (See

Ref [1 ]
for further details.)

As an organ of the Convention du Metre, one of

the responsibilities of the CCE is to ensure the propa-

gation and improvement of the SI, the unit system

used throughout the world. In particular, the SI serves

as a basis for the promotion of long-term, world-wide

uniformity of electrical measurements which is of

considerable technical and economic importance to

commerce and industry.

Consequently, at its 13th meeting held in 1972,

the CCE suggested that the national standards labora-

tories adopt 483 594.0 GHz/V as the conventional

value of the Josephson frequency-to-voltage quotient

for use in realizing and maintaining accurate and

stable national representations of the volt^ by means

of the Josephson effect [2]. While most national

laboratories did in fact adopt this value, three did not.

The US, France, and the USSR adopted values of

the quotient which are, respectively, (1 — 1.20 x 10“^),

(1 -h 1.32 X 10~^), and (1 -1-4.50 x 10“^) times the value

stated by the CCE in 1972 [3]. As a consequence, the

national representations of the volt of these countries

differ by —.1.20 pV, 1.32 pV, and 4.50 pV, respectively,

from the national representations of those countries

which use the 1972 value. Moreover, it has recently

become evident that the 1972 value is about

(1—8x10"^) times the SI value, implying that the

national representations of the volt of those countries

that have adopted it are about 8 pV smaller than the

SI unit [4]. For the US, France, and the USSR, the

differences from SI are about —9.2 pV, —6.7 pV, and
— 3.5 pV, respectively.

The CCE has also become increasingly concerned

that, because most national standards laboratories

base their representation of the ohm on the mean resis-

tance of a particular group of precision wire-wound

standard resistors, and because these artifact stan-

dards age, the various national representations of the

^ The volt is the SI unit of electromotive force (emfi or electric

potential difference. Occasionally it may be referred to in the

literature as the absolute volt. As-maintained volt, represen-

tation of the volt, laboratory representation of the volt,

“national unit of voltage”, “laboratory unit of voltage”, prac-

tical realization of the volt, or other similar terms are com-
monly used to indicate a “practical unit” for expressing mea-
surement results. However, to avoid possible confusion, it is

preferable not to use the word unit in this context. (The only

unit of emf in the SI is the volt.) This paper uses the expression

representation of the volt and variations thereof. The situation

for the ohm and resistance is strictly analogous

ohm differ significantly from each other and from the

ohm, and some are drifting excessively. Indeed, current

evidence indicates that most national representations

of the ohm are from a few tenths pD larger to a few pf2

smaller than the ohm and that their drift rates lie in the

range —0.07 to -1-0.07 pH/year [5].

Although in principle a so-called Thompson-
Lampard calculable capacitor can be used to realize

the ohm with an uncertainty of less than 0.1 pX2, it is in

practice a difficult experiment to carry out routinely;

only one laboratory in the world has had such an

apparatus in continuous operation since the method
was first developed in the early 1960s [6]. Consequent-

ly, electrical metrologists enthusiastically welcomed

von Klitzing’s 1980 discovery of the QHE [7] since it

promised to provide a method for basing a representa-

tion of the ohm on fundamental constants in much the

same manner as the Josephson effect has provided a

method for basing a representation of the volt on

fundamental constants. The QHE clearly had the

potential of virtually eliminating in a relatively simple

way the problems of non-uniformity of national repre-

sentations of the ohm, their variation with time, and

their inconsistency with the SI.

1.2. Working Groups on the Josephson

and Quantum Hall Effects

To address the issue of non-uniformity of national

representations of the volt and their inconsistency

with the SI, the CCE at its 17th meeting held in Sep-

tember 1986 established through Declaration El

(1986), “Concerning the Josephson effect for maintain-

ing the representation of the volt”, the CCE Working

Group on the Josephson Effect [4]. The CCE charged

the Working Group to propose a new value of the

Josephson frequency-to-voltage quotient consistent

with the SI value based upon all relevant data that

become available by 15 June 1988. Similarly, recog-

nizing the rapid advances made in understanding

the QHE since its comparatively recent discovery, the

CCE established through Declaration E2 (1986),

“Concerning the quantum Hall effect for maintaining

a representation of the ohm”, the Working Group on

the Quantum Hall Effect [8]. The CCE charged the

Working Group to (i) propose to the CCE, based upon

all relevant data that become available by 15 June

1988, a value of the quantized Hall resistance con-

sistent with the SI Value for use in realizing and main-

taining accurate and stable national representations of

the ohm by means of the QHE; and (ii) develop de-

tailed guidelines for the proper use of the QHE to

realize such representations reliably.

Further, the CCE stated its intention of holding its

18th meeting in September 1988 with a view to re-
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commending that both the proposed new value of

the Josephson frequency-to-voltage quotient and the

proposed value of the quantized Hall resistance come

into effect on 1st January 1990. These values would be

used by all those national standards laboratories (and

others) that base their representation of the volt on the

Josephson effect, and that choose to base their repre-

sentation of the ohm on the QHE. These proposals of

the CCE were subsequently approved by the CIPM at

its 75th meeting in 1986 [9] and by the 18th CGPM in

1987 [10].

1.3. Permanence of the New Representations

of the Volt and Ohm

In its discussions leading to Declarations El and E2

(1986), the CCE agreed that while world-wide unifor-

mity of electrical measurements can only be assured

through the SI, in the particular areas of voltage and

resistance, scientific, commerical, and industrial re-

quirements for long-term reproducibility now exceed

the accuracy with which the SI units can be readily

realized. To meet these very exacting demands, the

CCE believes it is necessary that representations of

the volt and the ohm be established that have a

superior long-term reproducibility and constancy

than the present direct realizations of the SI units

themselves.

Although the recommended values for the Joseph-

son frequency-to-voltage quotient and quantized Hall

resistance upon which the new representations of the

volt and ohm are to be based are believed to be con-

sistent with the SI values within their assigned uncer-

tainties, it is recognized that future, more accurate

measurements will probably show that the new recom-

mended values differ from the SI values by some small

amount. In keeping with the point of view of the CCE,
it is envisaged that should such a situation occur, the

CCE could simply note the differences between the

volt and ohm and their new representations. This

would be useful for those workers (mostly in the fields

of realizing the electrical units and determining the

fundamental physical constants) for whom the small

differences may be significant. Since any such differ-

ences are expected to be sufficiently small that prac-

tical electrical measurements will be unaffected, it is

strongly believed that the new recommended values

will not need to be altered in the foreseeable future.

However, this last statement must not be inter-

preted to mean that improved realizations of the volt

and ohm are now unnecessary. Because accurate

representations of the volt and ohm are important to

science, commerce, and industry, it is important for

laboratories to continue their efforts to realize the volt

and ohm with greater accuracy, either directly or indi-

rectly through measurements of relevant fundamental

constants. This could result in a significant reduction

of the uncertainties assigned to the new representa-

tions.

1.4. Laboratories that do not Use the Josephson

and Quantum Hall Effects

The purpose of the new volt and ohm representations

is to improve the world-wide uniformity of national

representations of the volt and ohm and their con-

sistency with the SI. The question thus arises as to the

procedure to be followed by those laboratories which
do not base their representations of the volt and ohm
on the Josephson and quantum Hall effects. In keeping

with the viewpoint expressed by the CCE during its

discussions in connection with Declarations El and
E2 (1986), it is recommended that on 1st January 1990,

such laboratories adjust the values of their representa-

tions of the volt and ohm so that they are consistent

with the new representations. Furthermore, this con-

sistency should be maintained by having transport-

able voltage and resistance standards periodically cali-

brated by a laboratory that does base its represen-

tations of the volt and ohm on the Josephson and
quantum Hall effects, for example BIPM.

2. The Josephson and Quantum Hall Effects

2.1. Josephson Frequency-to- Voltage Quotient

As is now well known, the Josephson effects (ac and dc)

are characteristic of weakly coupled superconductors

when cooled below their transition temperatures [11].

An example is two thin films of superconducting lead

separated by an approximately 1 nm-thick thermally-

grown oxide layer.

When, under the proper experimental conditions,

such a “Josephson device” is irradiated with electro-

magnetic radiation of frequency v, its current-voltage

curve exhibits current steps at highly precise quantized

Josephson voltages L/j. The voltage of the nth step

I7j(/i), n an integer, is related to the frequency of the

radiation by

Uj{n) = nv/Kj, (1)

where Kj is commonly termed the Josephson fre-

quency-to-voltage quotient and which will be referred

to as the Josephson constant. (Since no symbol has yet

been adopted for this quotient, the use of Kj is pro-

posed. It follows from (1) that the Josephson constant

is equal to the frequency-to-voltage quotient of the

n = 1 step.)

A significant amount of experimental evidence

supports the view that the Josephson constant Kj is a

universal quantity. For example, Kj has been shown to

be independent of experimental variables such as type

of superconductor, temperature, and irradiation fre-
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quency and power, to very high precision [12-22].

Indeed, in one experiment it was shown that Kj was

the same for two Josephson devices made of different

superconducting materials to within a relative differ-

ence of 2 X 10“ [18]. A Josephson device may thus be

viewed as a nearly perfect frequency-to-voltage trans-

ducer.

The theory of the Josephson effects predicts, and

the experimentally observed universality of the

Josephson frequency-voltage relation [Eq. (1)] is con-

sistent with the prediction, that Kj is equal to the

invariant quotient of fundamental constants 2 e/h,

where e is the elementary charge and h is the Planck

constant [11, 23-25]. It is thus assumed for the pur-

pose of including data from measurements of funda-

mental constants in the derivation of the recom-

mended value of Kj that 2elh = Kj. (The same
assumption was made by the CODATA Task Group
on Fundamental Constants in obtaining their 1986 set

of recommended values of the constants [26].)

2.2. Hall Voltage-to-Current Quotient

or Quantized Hall Resistance

As is also now well known, the quantum Hall effects

(integral and fractional) are characteristic of a two-

dimensional electron gas (2 DEG). A 2DEG may be

realized in a high-mobility semiconductor device

such as a silicon MOSFET (metal-oxide-semicon-

ductor field-effect transistor) or GaAs — Al^^Gai As

heterostructure, of standard Hall-bar geometry, when
the applied magnetic flux density is of the order of

10 T and the device is cooled to a temperature of a few

kelvins [27]. Under these conditions, the 2DEG is

completely quantized and for a fixed current I through

the device there are regions in the curve of Hall voltage

vs. gate voltage, or of Hall voltage vs. magnetic flux

density, where the Hall voltage remains constant as

the gate voltage or magnetic flux density is varied.

These regions of constant Hall voltage are termed Hall

plateaus.

In the limit of zero dissipation in the direction of

current flow, the Hall resistance of the ith plateau

Rh (/), defined as the quotient of the Hall voltage of the

ith plateau to the current 1, is quantized:

KhO)= UH(i)// = i?K/u (2)

where i is an integer and is the von Klitzing con-

stant.^ (It follows from (2) that is equal to the

resistance of the / = ! plateau, KH(i)- Since Rnii) is

often referred to as the quantized Hall resistance inde-

^ This discussion is restricted to the integral quantum Hall effect

for which i is an integer. The fractional quantum Hall effect,

for which i is the ratio of two integers, has not yet been studied

sufficiently to warrant its use as a basis for a representation of

the ohm

pendent of plateau number i, to avoid confusion it is

proposed that be used as the symbol for the Hall

voltage-to-current quotient or resistance of the i = 1

plateau, and to refer to it as the von Klitzing constant

after the discoverer of the quantum Hall effect.)

A significant amount of experimental evidence

supports the view that the von Klitzing constant is

a universal quantity, provided that the particular

quantum Hall effect device used meets certain criteria.

While the universality of Ry^ has not yet been demon-
strated to a level of precision approaching that of the

Josephson frequency-to-voltage quotient or Joseph-

son constant Xj, studies of the influence of experi-

mental variables such as current, temperature, device

type, device material, and plateau number have shown
that if certain precautions are taken and tests per-

formed, then Xk may be reproduced with a relative

precision approaching one part in 10® or possibly even

several parts in 10^ [28-34]. Carrying out quantized

Hall resistance measurements according to the QHE
Working Group’s Technical Guidelines for Reliable

Measurements of the Quantized Hall Resistance should

allow this level of precision to be reached. Throughout

the remainder of this paper it is assumed that these

guidelines are implemented.

The current theory of the quantum Hall effect pre-

dicts, and the experimentally observed universality of

the fundamental quantized Hall resistance relation

[Eq. (2)] is consistent with the prediction, that is

equal to the invariant quotient of fundamental con-

stants h/e^ [27, 35-37]. Although the accuracy of this

equality and (2) are still under active theoretical and

experimental investigation, it is assumed for the pur-

pose of including data from measurements of funda-

mental constants in the derivation of the recom-

mended value of Xk., that /i/c^ = Xk. (The same

assumption was made by the CODATA Task Group
on Fundamental Constants in obtaining their 1986

recommended values of the constants [26].)

In particular, the fine-structure constant a ~ 1/137

and h/e^ are related by defined quantities: h/e^ =

lUoc/lct, where //q = 4;: x 10“^ N/A^ exactly is the

permeability of vacuum and c = 299 792 458 m/s

exactly is the speed of light in vacuum. As a conse-

quence of the above assumption, a measurement of a

having a particular relative uncertainty will yield a

value of Xk in ohms with the same relative uncer-

tainty.

3. Derivation of Recommended Values

of the Josephson and von Klitzing Constants^ Kj and Xk

3.1. Approach

Because the recommended values of Xj and X^ are for

use in realizing practical representations of the volt
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Table 1. Summary of values of the Josephson constant Kj/ For ease of comparison, the values are given in two forms: in GHz, V
(column 2); and in parts in 10^ relative to the value for the Josephson constant stated by the CCE in 1972, namely, 483 594 GHz/V
(column 3)

Item

No. (GHz/V)

[(Kj/483 594GHz,V)-l]x 10^ Remarks and references
*’

1. 483 597.91 ±0.13 8.09 ±0.27 CSIRO/NML Hg electrometer [40, 41]

2. 483 598.77 ±0.17 9.86 ±0.35 U. Zagreb capacitor volt balance, realization of farad

via calculable capacitor and voltage calibrations

in terms of Kj from other laboratories [42]

3. 483 597.903 ±0.037 8.070 ±0.077 NPL realization of watt via moving-coil balance,

realization of ohm via calculable capacitor [43]

4. 483 597.84 ±0.32 7.94 ±0.67 NIST realization of watt via moving-coil balance,

realization of ohm via calculable capacitor [44-46]

5. 483 597.94 ±0.33 8.15 ±0.67 NIST 7p
(high) from f, y'^ (low), realization of ohm via

calculable capacitor [47]

6. 483 597.88 ±0.48 8.02 ±0.99 NIM (high), y'p (low), realization of ohm via

calculable capacitor [48-51]

7. 483 597.54 ±0.25 7.33 ±0.52 NPL y; (high), NIST y^ (low), NBS and CSIRO/NML
realizations of ohm via calculable capacitor [52-55]

8. 483 597.40 ±0.29 7.03 ±0.60 2 e/h from NIST N^, a(flj [56, 57]

9. 483 597.70 ±0.32 7.65 ±0.66 2 e/h from PTB using NIST silicon reference sample

of known molar mass, a(aj [58, 57]

10. 483 595.90 ±0.39 3.92 ±0.80 2 e/h from ASMW
yj,

via
yj,

(low) and yp (high), aia^)

[59, 57]

“ To minimize rounding errors, calculations were carried out with values generally having one or more digits in addition to those

shown
See Appendix for laboratory abbreviations

and ohm by means of the Josephson and quantum
Hall effects, the following guiding principle is adopted

for their derivation: The values should be so chosen

that they are unlikely to require significant change in

the foreseeable future. This means that the number of

digits given for the recommended values should be the

minimum possible and that the uncertainties should

be conservatively assigned. This principle also implies

that it is unnecessary to carry out a complete least-

squares adjustment of the fundamental physical con-

stants to derive the recommended values; a straight-

forward treatment of the individual measurements of

K) and currently available should suffice.

3.2. Summary of Values of Ky

Table 1 summarizes the measurements of Kj to be con-
sidered while Fig. 1 compares them graphically. (To
aid in the comparison, the most precise value and its

uncertainty are indicated by dashed and full lines, re-

spectively, as well as by the usual point and error bars.)

Values are included only if they were available by 15
June 1988 as stated by the CCE in its Declaration El
(1986) and for which some form of documentation was
available. Although it will be assumed that Kj = 2 e/h

as discussed in Sect. 2.1, only the last three entries of

Table 1 (Items 8, 9, 10) require this assumption. Such

values are usually termed indirect, while those which

do not require this assumption (items 1 through 7) are

termed direct.

In general, an earlier result from a particular exper-

iment has been excluded when it has been replaced by

a more recent and presumably more reliable result

from the same or a closely related experiment. Also

excluded are measurements having a relative uncer-

tainty"^ larger than about 1 x 10“^ because they can-

not contribute in a significant way to the derivation of

the recommended value.

The values given in Table 1 require further expla-

nation.

Item!. The relative uncertainty of the CSIRO/NML
result, obtained using an elevated mercury column or

so-called mercury electrometer, has been reduced from

0.31 X 10"^ to 0.27 X 10“^ based on further measure-

ments relating to the density of the reference mercury

Throughout this paper, uncertainties are treated following the

suggestions of the BIPM Working Group on the Statement of

Uncertainties as embodied in Recommendation INC-1 (1980)

and affirmed by the CIPM in Recommendation 1 (CI-1981)

[38]. In particular, all uncertainties are one-standard-deviation

estimates in keeping with CIPM Recommendation 1 (CI-1986)

139]
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Fig. 1. Comparison of the values

of Kj and their standard deviation

uncertainties as given in Table 1.

The vertical dashed and solid lines

indicate the value and standard

deviation uncertainty of the most

precise result

used in the NML experiment and to the stability of the

density of mercury during long-term storage [40, 41].

Item 2. The result from the U. Zagreb given in the

table is from their latest and most precise measure-

ments [42]. It was obtained using volt balance ETF-84
during late 1987 and the first half of 1988. However, it

differs significantly from the results obtained from

1981 to 1985 using volt balances ETF-80 and ETF-82.

Possible sources of systematic error in the present bal-

ance and associated equipment are being vigorously

investigated. This experiment requires knowledge of

the value of a reference capacitor in farads, but because

it enters into the calculation of Kj to the one-half

power, its contribution to the uncertainty is reduced

by a factor of two.

Item 3. To obtain a value of Kj from a watt-realization

experiment of the moving-coil type developed at the

NPL requires knowledge of a reference resistance in

ohms. This resistance can either be an artifact-based

resistance standard or a quantized Hall resistance.

(The contribution of the uncertainty of this reference

resistance to Kj is reduced by a factor of two since it

enters to the one-half power.) The NPL value of Kj [43]

given in the table is based on an NPL realization of the

ohm using a calculable capacitor. If it were based on
the recommended value of the von Klitzing constant

(see Sect. 3.7), it would be 4.2 parts in 10® larger, some-
what over one half the standard deviation of the NPL
value. Because this is a comparatively small shift and
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the relative uncertainty assigned to the recommended
value of the von Klitzing constant is 2x10“^, the

NPL result is taken as given.

Item 4. The experiment to realize the watt by the

moving-coil method at the NIST is similar to that at

the NPL but it has not yet reached the same level of

precision because a much weaker magnetic field is

currently being used. The NIST result [44-46] is based

on a realization of the ohm at the NIST via a calcula-

ble capacitor. Using instead the recommended value of

the von Klitzing constant would increase the NIST
result by less than one part in 10®.

Item 5. A value of Kj can be obtained from so-called

low and high field measurements of the gyromagnetic

ratio of the proton, y'^ (low) and yj, (high), and a realiza-

tion of the ohm [26] (here and throughout this paper

the prime indicates a spherical, pure H 2O nuclear-

magnetic-resonance or NMR sample at 25 °C). For

this result, y'p (high) was derived from a NIST measure-

ment of the feraday constant Fand the accepted values

of well-known constants [47]. The experiments to real-

ize the ohm via the NIST calculable capacitor and to

measure F and y],
(low) were carried out at the NIST

during the period 1973 to 1978.

Item 6. This result from the NIM was obtained in the

same way as Item 5 except y], (high) was measured

directly using NMR and a force balance [48-51]. The

experiments to realize the ohm and to measure y],
(low)



and 7p (high) upon which it is based were carried out

from October 1987 to May 1988 and supersede those

of the 1970s.

Item 7. Like data Items 5 and 6, data Item 7 is based

on a realization of the ohm and measurements of

}'p(low) and -/p (high). It was derived from the 1974

NPL measurement of yj,
(high) [52], the 1978 NIST

measurement of 7p (low) [53], the 1973 NIST cal-

culable capacitor realization of the ohm [54], NML
calculable capacitor realizations of the ohm carried

out over the period 1964 to 1987 [6, 55], and the results

of the international comparisons of national represen-

tations of the ohm organized by the BIPM over the

same period. Because the same value of 7p (low) was

used to obtain Item 5, Items 5 and 7 are not completely

independent; their correlation coefficient is 0.03. This

correlation is taken into account in the calculations

carried out in the next section as appropriate. It is

relatively small because the uncertainties of the two

values of 7p (high) upon which Items 5 and 7 are based

are about six and five times larger, respectively, than

the uncertainty of the NIST 1978 7], (low) value.

Item 8. A value of A[j = 2 ejh can be obtained from a

measurement of the Avogadro constant Np^ via the

relation

2elh= [\6 R^(m^im^)Np^l{^QC^ , (3)

where is the Rydberg constant for infinite mass,

ntp/m^ is the proton-to-electron mass ratio, and Mp
is the molar mass of the proton. Item 8 was derived

from this equation using (i) = 6.022 129 7(72)

X 10^^ moP ^ based on the most recent NIST silicon-

lattice-spacing measurements [56] and the NIST value

for the molar volume of silicon used in the 1986

CODATA adjustment of the fundamental constants

[26] but updated to account for a new mass adjustment

[60] (the change is inconsequential); (ii) the CODATA
value for m^im^ [26]; (iii) R^ =10 973 731.573 (4) m“ ‘

[61]

, a more recent and accurate value than that of

CODATA; (iv) Mp = 1.007 276 468(7) x lO'^ kg/mol

based on the new value for the nuclidic mass of

hydrogen from the new mass adjustment [60]; and (v),

the most recent value of the fine-structure constant

from the electron-magnetic-moment anomaly [57],

1/a rae)= 137.035 991 4(11). While the NIST silicon

lattice spacing result is not final, the value is unlikely

to change by an amount of any significane in compari-

son with the 1.15 X 10~^ relative uncertainty of the

silicon molar volume.

Item 9. This result for Ki = 2 ejh was derived from (3)

using the value = 6.022 137 3(79)x 10^^ moP ' as

obtained from the PTB measurements of the lattice

spacing and molar volume of silicon [58]. Data Items

8 and 9 are not entirely independent because they are

based on the molar mass of the same silicon reference

material. The 0.42 x 10“^ relative uncertainty of the

molar mass of this material leads to a correlation

coefficient between the two values of 0.1 1. This corre-

lation is taken into account as appropriate in the cal-

culations carried out in the next section.

Item 10. This result for Ky = 2 ejli was derived from

the ASMW low- and high-field measurements of the

proton gyromagnetic ratio completed in 1985 [59]. It

is based on the relations

>’p = [{7p(low)} {7'p(high)}]‘''2 s“‘T“^ (4)

2elh = AR^y'^[coL^
, (5)

where { } indicates numerical value only and it is

assumed that yj, (low) and yj, (high) are measured in

terms of the same laboratory representations of the

volt and ohm; //p/V^e is the magnetic moment of the

proton in units of the Bohr magneton. Using the

CODATA value of [26], y^ = 2.675 142 7(21)

xl0®s~'T“^ from the ASMW measurements, and

the values for the other constants indicated previously,

yields the result in the table.

An alternative approach would have been to re-

express the two ASMW measurements in terms of the

BIPM representations of the volt and ohm and to use

the NML calculable capacitor realization of the ohm
to obtain a value of rather than of 2 ejh in a manner
similar to that used to obtain Items 5, 6, and 7. How-
ever, the use of (4) and (5) minimizes the considerable

problems associated with the transfer to the BIPM
representations without introducing any significant

additional uncertainty since the constants entering (5)

are well known in comparison with the 0.80 x 10"^

relative uncertainty of the ASMW value of yj,.

3.3. Analysis of Values of

The simple mean and standard deviation of the mean
of the ten measurements given in Table 1 are

K, = (483 597.68 ± 0.23) GHz/V (6 a)

= Aj-72 [1 +(7.61 +0.47) X 10"^]
,

(6b)

where for convenience the value of the Josephson

constant stated by the CCE in 1972 is denoted by

the symbol Aj-72; that is, Arj_72 = 483 594 GHz/V
exactly.

The simple mean and its standard deviation have

little significance in the present case because of the

large differences in precision among the measure-

ments. The more appropriate weighted mean, taking

as the weight of each measurement the reciprocal of

the square of its assigned one-standard-deviation un-
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certainty, w,- = 1 /sf ,
yields

^

Kj = (483 597.907 ± 0.086) GHz/V (7 a)

= Kj_72 [14-(8.08±0.18)x 10-^], (7b)

where the uncertainty has been calculated on the basis

of external consistency.^ That is, the usual standard

deviation of the weighted mean calculated on the basis
r N n-i/2

of internal consistency, Sj = Z H-,
,
has been

|_i = 1 _|

multiplied by the scale factor or Birge ratio =

\y~lv]^'^, where is the statistic “chi square” and v is

the number of degrees of freedom (v = N — 1 = 9 in

the present case). This was done because the data are

in disagreement; = 2.55 and '/^ = 58.7 compared

with its expected value of 9 = v. The probability that

such a large value of has occurred by chance is

essentially zero [i.e., P (58.7 1 9)^0].

The problem, of course, is that the U. Zagreb re-

sult, Item 2, and the ASMW result. Item 10, strongly

disagree with each other as well as with most of the

remaining data. This is readily apparent from an

examination of Table 1 and Fig. 1. Indeed, Item 2

accounts for about 44% and Item 10 for about 46%
of the above value of respectively. If these two

clearly discrepant items are deleted, one finds for the

weighted mean

Kj = (483 597.887 ± 0.035) GHz/V (8 a)

= Kj_72 [1 +(8.039±0.071)x 10~^], (8b)

where the uncertainty is now calculated on the basis of

internal consistency (as will be the case for the

remainder of this section). The eight values are in ex-

cellent agreement: = 5.22 for v = 7, Rg = 0-86, and

P (5.22 1 7) ~ 0.63. (We assume as usual that P>0.05
indicates an acceptable level of agreement.)

It is clear that the NPL result. Item 3, will domi-

nate any weighted mean in which it is included because

its assigned uncertainty is significantly smaller than

that of any other value. If it is deleted along with the

discrepant Items 2 and 10, the weighted mean of the

remaining seven items is

Kj = (483 597.794 ± 0.092) GHz/V (9 a)

= Rj_72 l+[(7.84±0.19)xl0-^], (9b)

with x^ = 4.03 for v = 6, Rg = 0.82, and P (4.03 1 6) =
0.67. Again, these values are in excellent agreement

among themselves. Moreover, their weighted mean is

^ This is the appropriate equation if all of the covariances or

correlation coefficients between the measurements are zero. In

fact, a generalized variance matrix was used because of the

correlations between some of the data that were indicated in

Sect. 3.2

^ Throughout, the procedures and terminology employed in

least-squares adjustments of the fundamental physical con-

stants are used; see Ref. [26] and the references cited therein for

details

consistent with the highly precise NPL result. Item 3.

The relative difference is (0.23 ±0.21) x 10~^.

If the next most precise value, the CSIRO/NML
result (Item 1), is deleted along with the two discrepant

Items 2 and 10 and the NPL result (Item 3), one

finds

Kj - (483 597.67 ±0.1 3) GHz/V (10a)

= Kj_ 72 [1 +(7.60±0.27) X 10"^]
, (10 b)

with = 2.38 for v = 5, Rg - 0.69, and P (2.38 1 5) =
0.79. The relative difference between this value and the

NPL value is (0.47 ±0.28) x 10 which is acceptable

agreement.

Because Item 10 is discrepant and the two remain-

ing indirect values, Items 8 and 9, are of low precision

relative to the two most precise direct values, Items 1

and 3, little can be learned from a detailed comparison

of the means of the direct and indirect values. How-
ever, one notes that the relative difference between

the weighted mean of the six consistent direct mea-

surements, Items 1, 3, 4, 5, 6, and 7, and that of Items 8

and 9 is (0.75 ±0.47) x 10“®. The agreement is accept-

able.

3.4. Selection of Recommended Value of Rj

It is clear from the above analysis that taking as the

recommended value Kj = 483 597.9 GHz/V is highly

consistent with any reasonable treatment of the data

[e.g. Eq. (8)] and the adopted guiding principle dis-

cussed in Sect. 3.1. The question remains as to the

uncertainty to be assigned to this value which will also

be consistent with the principle.

Considering (i) that the total spread of the individ-

ual measurements upon which the highly precise NPL
result is based is about 0.35 GHz/V, or 0.73 parts in

10®; (ii) that the difference between (8) and (10) is

0.21 GHz/V, or 0.44 parts in 10®; and (iii) the existence

of the discrepant Items 2 and 10, it is believed that

adopting 0.2 GHz/V as the uncertainty, which corre-

sponds to a relative uncertainty of 4 x 10“^, is con-

sistent with both the guiding principle and the data. In

conformity with footnote 4, this uncertainty is taken as

one standard deviation. Thus the recommended value

and assigned uncertainty are

Rj = 483 597.9 GHz/V (11a)

Assigned standard deviation: 0.2 GHz/V (1 1 b)

Corresponding relative standard deviation:

4x10“% (11c)

Figure 2 graphically compares this value with the data

of Table 1. Equation (11) is consistent with the 1986

CODATA value Rj = (483 597.67 ±0.1 4) GHz/V [26].
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Fig. 2. Comparison of the re-

commended value of Kj (vertical

dashed line) and its assigned stan-

dard deviation uncertainty (de-

limited by the shading) with the

values of K, and their standard

deviation uncertainties as given

in Table 1

3.5. Summary of Values of 7?^

Table 2 summarizes the measurements of to be

considered while Fig. 3 compares them graphically.

(To aid in the comparison, the most precise value and
its uncertainty are again indicated by dashed and full

lines, respectively, as well as by the usual point and
error bars.) Values are included only if they were avail-

able by 15 June 1988 as stated by the CCE in its Decla-

ration E 2 (1986) and for which some form ofdocumen-
tation was available. Although it will be assumed that

= h/e^ = /2qC y.~
^ 12 as discussed in Sect. 2.2, only

the last four entries of Table 2 (Items 8 through 11)

require this assumption. These values are termed
indirect, while those which do not require this assump-
tion (Items 1 through 7) are termed direct. Again, an
earlier result from a particular experiment has been
excluded when it has been replaced by a more recent

and presumably more reliable result from the same or
a closely related experiment.

The values given in Table 2 require further expla-

nation.

Item 1. This result was obtained by the CSIRO/NML
from its own quantized Hall resistance (QHR) mea-
surements (i.e., determinations of Rnii) in terms of

laboratory reference resistors) and realizations of the

ohm via the CSIRO/NML calculable capacitor [62,

63]. The values labeled (a) and (b) were obtained from
QHR measurements carried out at the BIPM [55, 64]
and the G. U. [65], respectively, and CSIRO/NML

ohm realizations transferred directly to these labora-

tories by means of one ohm artifact resistance stan-

dards. Clearly, Item 1 agrees well with la but not with

1 b. ^ The G. U. result is based on measurements using

a silicon MOSFET sample. A more recent but still

preliminary G. U. result using a GaAs heterostructure

is about 9 parts in 10® smaller [65], thereby bringing

into question Item lb. (Item 6 was also obtained from

silicon MOSFET measurements. All other values were

obtained using heterostructures.) Further, Item 1 is

based on QHR and ohm-realization measurements,

both of which were carried out in the CSIRO/NML.
In the opinion of some members of the QHE Working
Group, it is preferable to use values of Ry^ based solely

on data obtained in the same laboratory because of

the difficulties associated with accurately transferring

representations of the ohm between laboratories. For

these reasons, only Item 1 is included in the calcula-

tions.

Items 2 to 7. The values of 7?^ front the NPL (Item 2)

[66], the LCIE (Item 3) [67], the ETL (Item 4) (68], the

NIST (Item 5) [69, 45, 46], and the NIM (Item 7)

[72, 73], are all based on QHR and ohm-realization

^ The agreement of Items 1 and 1 a implies agreement of the

CSIRO/NML QHR measurements with those of BIPM. The

QHR measurements of a number of other laboratories also

agree well with those of BIPM and hence with those of

CSIRO/NML; see Ref. [55], and also Ref. [77]
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Table 2. Summary of values of the von Klitzing constant For ease of comparison, the values are given in two forms: in Q (column
2); and in parts in 10^ relative to the convenient reference resistance 25 81 2.8 Q (column 3)

Item

No.
Rk
(Q)

[{Ryi25 812.8 a)-l]x 10^ Remarks and references*’

1 . 25 812.809 4 ±0.001 7 0.363 ±0.066 CSIRO/NML quantized Hall resistance (QHR)
measurements and realization of ohm via

calculable capacitor [62, 63]

(a) 25 812.808 6 ±01)01 7 0.333 ±0.065 BIPM QHR, CSIRO/NML realization of ohm
via calculable capacitor [55, 64]

(b) 25 812,813 4 ±0.002 1 0.520 ±0.080 G.U. QHR, CSIRO/NML realization of ohm
via calculable capacitor [65]

25 812.809 2 ±0.0014 0.356 ±0.054 NPL QHR and realization of ohm
via calculable capacitor [66]

3. 25 812.801 8 ±0.005 7 0.070 ±0.220 LCIE QHR and realization of ohm
via calculable capacitor [67]

4. 25 812.806 4 ±0.006 7 0.247 ±0.260 ETL QHR and realization of ohm
via calculable capacitor [68]

5. ,25 812.807 23 ±0.000 61 0.280 ±0.024 NIST QHR and realization of ohm
via calculable capacitor [69, 45, 46]

6. 25 812.806 5 ±0.008 3 0.250 ±0.320 IMS QHR, IMM realization of ohm
via calculable capacitor [70, 71]

7. 25 812.805 5 ±0.015 6 0.214 ±0.606 NIM QHR and realization of ohm
via calculable capacitor [72, 73]

8. 25 812.805 99 ± 0.000 21 0.232 1 ±0.008 0 a"* from electron magnetic moment anomaly

[74, 57]

9. 25 812.806 2 ± 0.004 2 0.241 ±0.163 a”' from muonium groundstate hyperfine

splitting V (Muhfs) [26]

10. 25 812.804 60 ± 0.000 95 0.178 ±0.037 from NIST •/[, (low), QHR, and Josephson

2 e!h [75, 69, 76, 46]

11. 25 812.803 3 ±0:001 5 0.127 ±0.056 from NIST y'^ (low), realization of ohm
via calculable capacitor, and Josephson 2 eih

[75, 45, 76, 46]

To minimize rounding errors, calculations were carried out with values generally having one or more digits in addition to those

shown
See Appendix for laboratory abbreviations

measurements carried out in the same laboratory. For
Item 6, the QHR measurements were carried out at the

IMS in Moscow, and the ohm-realization measure-

ments at the IMM in Leningrad [70, 71]; an artifact

resistance standard was used to transfer the measure-

ments between the two laboratories. The variation in

the uncertainty assigned to the seven direct values.

Items 1 through 7, is mainly due to the design and
construction details of the calculable capacitor and
associated impedance bridges used in the ohm-realiza-

tion experiments.

/lem 8. This indirect result is based on the value of the

inverse fine-structure constant a" * obtained from the

experimental measurement of the electron-magnetic-

moment anomaly at the University of Washington
(relative uncertainty of 4 x 10“^) [74]; and the theoreti-

cal expression for given by T. Kinoshita, Cornell

University (relative uncertainty of 7x10“^ arising

from numerical integrations) [57]. Although Kino-

shita’s calculations are not final, he has assigned the

uncertainty conservatively and the value of is not

expected to change significantly. This is the most pre-

cise result currently available, assuming the correct-

ness of the relation Ry^ = juq c (x~ ^ 12.

Item 9. This result is based on the value of a
~

^ ob-

tained from the ground-state hyperfine splitting of

muonium (ii"^ e" atom) following the CODATA 1986

least-squares adjustment of the fundamental constants

[26]. However, the more recent and accurate value of

R^ given previously has been used [61] to evaluate

the theoretical expression for the splitting as taken by

CODATA from the work of Sapirstein et al. [78].

Further, this expression has been updated to include

the additional terms calculated by Hides et al. [79] and
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Fig. 3. Comparison of the values

of their standard devia-

tion uncertainties as given in

Table 2. The vertical dashed and

solid lines indicate the value and

standard deviation uncertainty of

the most precise result

Starshenka and Faustov [80], and the exact analytic

expressions obtained by Karshenboim et al. [81] and

by Hides et al. [82] for the corresponding numerically

evaluated terms given by Sapirstein et al.

Item 10. The relationship [26]

( 12 )

where as before //ig is the magnetic moment of the

proton in units of the Bohr magneton and yj, is the

gyromagnetic ratio of the proton, has the unique prop-

erty that it remains valid if 2 ejh is measured by the

Josephson effect and is expressed in terms of

is expressed in terms of^^L^BJ ^nd yj, is measured by

the low-field method and is expressed in terms of 2"lab

^ ^LAB = I^lab/^lab, where the quantities .4 lab,

T'lab, l^LAB, and ^LAB ^Fe the laboratory representa-

tions of the tesla, ampere, volt, and ohm, respectively.

Item 10 was obtained by the NIST from this equation

and a new NIST determination of yj,
(low) [75], main-

tenance of Fnist using Josephson arrays [76], mea-

surements of R^i in terms of [69], the 1986

CODATA value of /ip/jUg [26], and the value of R^
given previously. Because Items 5 and 10 are based on
the same QHR measurements, they are not totally

independent; their correlation coefficient is 0.04.

Item / /.If the relation 7?^ = V2 is used to elim-

inate from (12), the resulting expression is

a-‘ = [c(^i',ln^)(2elh)l{4R^y'^)r\ (13)

If as before 2 ejh is measured by the Josephson effect

and is expressed in Flab, yJ,
is measured by the

low-field method and is expressed in Tlab ^lab =

Flab/^lab, Ihs quantity f^LAB is introduced in the de-

nominator. That is,
yJ,

is replaced by ^^lab >p (low),

where f^LAB is to be expressed in ohms. Item 1 1 was

obtained by the NIST from this equation using the

result of its recent experiment to realize the ohm via

the NIST calculable capacitor [45]. Because the same

ohm realization result was used by the NIST to obtain

Item 5, the two are not independent; their correlation

coefficient is —0.17. Similarly, the correlation coeffi-

cient of Items 10 and 11 is 0.98, mainly because both

are based on the same value of y], (low). The NIST
Items 5, 10, and 11 are related in such a way that,

assuming their correlations are properly considered,

the weighted mean of any two of them (and all three of

them) gives the same result. This is taken into account

as appropriate in the calculations carried out in the

following section.

3.6. Analysis of Values of 7?^

The simple mean and standard deviation of the mean
of the ten measurements 1 through 9 plus 1 1 are

7?k = (25 812.806 26 ±0.000 80) Q (14 a)

= 7?o[l+(0.242±0.031)xl0-^], (14b)

where the convenient reference resistance 25 812.8 0
is denoted by the symbol Rq. (Including Item 10 in-

stead of Item 1 1 yields a similar result.)
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However, the simple mean and its standard devia-

tion have little significance in the present case because

of the large differences in precision of the measure-

ments. The more appropriate weighted mean, taking

as the weight of each measurement the reciprocal of

the square of its assigned one standard deviation

uncertainty, w, = 1 !sf ,
yields^

Ry, = (25 812.806 15 ±0.000 25) Q (15a)

= Ro [1 -f (0.238 4 ±0.009 6)], (15 b)

where the uncertainty has been calculated on the

basis of external consistency (see Sect. 3.3). The reason

is that the data are only marginally in agreement;

Rb = 1.31 and =15.6 compared with its expected

value of 9 = V. The probability that this value of/^ has

occurred by chance is about 8%, i.e., P (15.6|9)~0.08.

(We assume as usual that P >0.05 indicates an accept-

able level of agreement.)

It is clear that the value of Pk. from ^ (a^). Item 8,

will dominate any weighted mean in which it is in-

cluded because its assigned uncertainty is significantly

smaller than that of any other value. If it is deleted, one

obtains

Pk = (25 812.806 97 ±0.000 56) Q (16 a)

= Po [1 +(0.270±0.022)x 10“^], (16b)

where the uncertainty is calculated on the basis of

external consistency; =11.8 for v = 8, Pg =1.22,

and P (11. 8 1 8) 0.1 6. The agreement is reasonable.

It is of interest to calculate a value of P^ based

solely on the seven direct measurements. Items 1

through 7. The result is

Pk = (25 812.807 65 ±0.000 52) Q (17 a)

= Po[l+(0.296±0.020)xl0"^], (17b)

where the uncertainty has been calculated on the basis

of internal consistency; = 3.85 for v = 6, Pg = 0.80,

and P (3.85 1 6) ~ 0.70. The agreement is excellent.

Because Items 1, 2, and 5 are significantly more
precise than Items 3, 4, 6, and 7, they essentially deter-

mine the weighted mean of the seven direct measure-

ments. Indeed, the weighted mean of just these three

more precise values is

Pk = (25 812.807 72±0.000 61)Q (18a)

= Po[l+0.299±0.024)xl0-^], (18b)

where the uncertainty has been calculated on the basis

of external consistency;/^ = 2.70 for v = 2, Pg =1.16,

and P (2.701 2) ~ 0.26. The agreement is quite reason-

able.

An indirect value based on the weighted mean of

Items 8, 9, and 1 1 may be obtained for comparison:

Pk = (25 812.805 94 ±0.000 27) Q (19 a)

= Po[l+(0.230±0.010)xl0'^], (19b)

where the uncertainty has been calculated on the basis

of external consistency;/^ = 3.40 for v = 2, Pg = 1.30,

and P (3.40|2)~0.18. The agreement is reasonable.

The difference between Equations. (18) and (19) is

(0.001 78 ±0.000 67) Q, which corresponds to a rela-

tive difference of (0.069 ± 0.026) x 10"^. Compared in

this way, the direct and indirect values are not in par-

ticularly good agreement. (Using Item 10 in place of

Item 1 1 yields a similar result.) Indeed, the uncertainty

of Item 8 is sufficiently small compared with the uncer-

tainties of the other indirect values that it essentially

determines the indirect value. The difference between

(18) and Item 8 is (0.001 73 ±0.000 65) Q, which corre-

sponds to a fractional difference of (0.067 ±0.025)

X 10"^

Finally, the result of the above comparison of (18)

and (19) leads one to calculate the weighted mean of

just items 1, 2, 5, 8, and 10. These five more precise

values of Pk have relative uncertainties of less than

7 X 10"®, which is less than one half that of the next

most precise value. They yield

Pk = (25 812.806 16 ±0.000 37)0 (20a)

= Po [1 -b (0.239 ±0.014) X 10"^], (20b)

where the uncertainty has been calculated on the basis

of external consistency;/^ =15.0 for v = 4, Pg = 1.93,

and P (15.0 1 4) ~ 0.005. As could be anticipated from

the above comparison, the agreement is poor. (Includ-

ing Item 11 in place of Item 10 yields the identical re-

sult because of the relationship between Items 5, 10,

and 1 1 discussed previously.)

3.7. Selection of Recommended Value of Pk

Based on the weighted mean of all the data as given

in (15), and the guiding principle discussed in Sect. 3.1,

an obvious choice for the recommended value is

25 81 2.806 n. That this is identical to the value of Pk
obtained from a" ^ (a^), Item 8, is in large part due to

the latter’s small uncertainty in comparison with the

uncertainties of the other values. On the other hand,

based on the weighted mean ofjust the direct measure-

ments rather than of all the measurements, an obvious

choice is 25 812.808 Q as given in either (17) or (18).

In the opinion of the QHE Working Group, the

recommended value of Pk should reflect the results of

the direct measurements and should not be dominated

by a single indirect value which has not been verified

by independent experiments and calculations. On this

basis, the recommended value is taken as the simple

mean of the above two values, namely, 25 812.807 Q.

It is noteworthy that this recommended value is only

3.9 parts in 10® larger than the value 25 81 2.806 Q
and only 7.7 parts in 10® smaller than the value

25 812.809 0. Based on the available data, the former
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Fig. 4. Comparison of the re-

commended value of Rk (vertical

dashed line) and its assigned stan-

dard deviation uncertainty (delim-

ited by the shading) with the val-

ues of their standard

deviation uncertainties as given

in Table 2

is the smallest value for one might reasonably

choose while the latter, being the simple mean of the

three most precise direct measurements (Items 1, 2,

and 5) is the largest value one might conceivably

choose.®

The question remains as to the uncertainty to be

assigned to this recommended value which will also be

consistent with the adopted guiding principle. Con-

sidering that the total spread of the values of Ry^ given

in Table 2 (including item 1 b) is about 0.01 Q, and

that the relation Ry^ = Hq c (x~ ^ jl as well as (2) are

under active theoretical and experimental investiga-

tion, it is believed that adopting 0.005 Q as the uncer-

tainty, which corresponds to a relative uncertainty of

2 X 10“^, is consistent with both the guiding principle

and the current situation. Again in conformity with

footnote 4, this is taken as one standard deviation. The
recommended value and assigned uncertainty are thus

= 25 812.807 Q (21a)

Assigned standard deviation: 0.005 0 (21b)

Corresponding relative standard deviation:

2x10-". (21c)

® This value results if one takes the extreme position that the

recommended value of R,^ should be based solely on direct

measurements and that the differences in the uncertainties

assigned Items!, 2, and 5 arise from the differences in the

approaches used to estimate them rather than from any real

differences in the accuracies of the experiments themselves

Figure 4 graphically compares this value with the data

of Table 2. Equation (21) is consistent with the 1986

CODATA value Ry^ = (25 812.805 6±0.001 2)Q [26].

4. Conclusion

For the purpose of basing a representation of the volt

on the Josephson effect, (11a) is used to define the

following conventional value for the Josephson con-

stant:

Xj_ 9o = 483 597.9 GHz/V (22)

exactly, where the subscript 90 derives from the fact

that the new representation of the volt is to come into

effect starting on 1st January 1990. It follows from

(11c) that the assigned one-standard-deviation uncer-

tainty of the new volt representation as based on

Xj_ 9o is 0.4 |iV, corresponding to a relative uncer-

tainty of 4x10“". Because Kj.go is approximately

(1-1-8.065x 10-^) times the value 483 594GHz/V
stated by the CCE in 1972, the new representation of

the volt will exceed a representation of the volt based

on the 1972 value by about 8.065 pV. It is expected

that the new conventional value of the Josephson

constant will not need to be altered in the foreseeable

future.

For the purpose of basing a representation of the

ohm on the quantum Hall effect, (21 a) is used to define

the following conventional value for the von Klitzing
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constant:

/^k-9o = 25 812.807 n (23)

exactly, where again the subscript 90 derives from the

fact that the new representation of the ohm is to come
into effect starting on 1st January 1990. It follows

from (21c) that the assigned one-standard deviation

uncertainty of the new ohm representation as based on

Rk-90 is 0.2 |jI2, corresponding to a relative uncer-

tainty of 2 X 1 0 "
It is expected that this conventional

value of the von Klitzing constant will not need to be

altered in the foreseeable future.

Based on the apparatus in current use at the na-

tional standards laboratories, the experimental uncer-

tainty associated with the maintenance of a laboratory

representation of the volt by means of the Josephson

effect and that with the measurement of quantized

Hall resistances each lies in the range 0.1 to 2 parts in

10^ [3, 5]. Consequently, with the world-wide adoption

starting on 1st January 1990 of the conventional value

of the Josephson constant Kj-gQ, and of the QHE as

a reference standard of resistance using the conven-

tional value of the von Klitzing constant R^-go, all

national representations of the volt and of the ohm
should be equivalent to within a few parts in 10^, as

presaged in Sect. 1.4. Furthermore, these representa-

tions should be consistent with the volt and with the

ohm, respectively, to better than 5 parts in 10^. The
resulting significant improvement in the international

uniformity of electrical measurements and their con-

sistency with the SI will no doubt be of major benefit

to science, commerce, and industry throughout the

world.

Note Added in Proof. The University of Zagreb group under

Professor V. Bego has identified several unsuspected systematic

errors in their volt balance and associated equipment (see

Item 2, Sect. 3.2 and Table 1). When these are taken into ac-

count, the U. Zagreb value of agrees with the recommended
value. However, a final result from the experiment will not be

available until additional data are obtained and the analysis of

all known possible sources of error is completed (V. Bego,

private communication, January 1989).

Appendix

The following are the laboratory abbreviations used

throughout this paper.

ASMW Amt fiir Standardisierung, MeBwesen und

Warenpriifung, Berlin, GDR
BIPM Bureau International des Poids et Me-

sures, Sevres

CSIRO/ Commonwealth Scientific and Industrial

NML Research Organization, Division of Ap-

plied Physics, National Measurement
Laboratory, Lindfield, Australia

ETL Electrotechnical Laboratory, Tsukuba,

Japan

G. U. Department of Physics, Gakushuin Uni-

versity, Tokyo, Japan

IMM Mendeleev Institute of Metrology, Lenin-

grad, USSR
IMS Institute of Metrological Service, Moscow,

USSR
LCIE Laboratoire Central des Industries Elec-

triques, Fontenay-aux-Roses, France

NIM National Institute of Metrology, Beijing,

PRC
NPL National Physical Laboratory, Tedding-

ton, UK
NIST National Institute of Standards and Tech-

nology (formerly National Bureau of

Standards), Gaithersburg, USA
NRC National Research Council of Canada,

Ottawa, Canada
PTB Physikalisch-Technische Bundesanstalt,

Braunschweig, FRG
VSL Van Swinden Laboratorium, Delft, The

Netherlands

U. Zagreb Faculty of Electrical Engineering, Uni-

versity of Zagreb, Yugoslavia
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Abstract—We have measured the NBS electric watt in SI units to be:

^^NBs/^ = = 1 - (16.69 ± 1.33) ppm.The uncertainty of 1.33

ppm has the significance of a standard deviation and includes our best

estimate of random and known or suspected systematic uncertainties.

The mean time of the measurement is May 15, 1988. Combined with

the recent measurement of the NBS ohm in SI units: =

1 - ( 1.593 ± 0.022) ppm, this leads to a Josephson frequency/voltage

quotient of Ej = £,,[1 + (7.94 ± 0.67) ppm] where £o = 483 594

GHz/V.

I. Introduction

I
N THE International System of Units (SI), the electrical

units are defined in such a way that the electrical unit

of power, the volt-ampere, is identical to the mechanical

unit of power, the newton-meter/second, and each of these

units is a watt. In the laboratory representation of the elec-

trical units, or “laboratory system of units,” where the

volt is defined by the Josephson effect and the ohm by the

quantum Hall effect (or by reference to an artifact resis-

tance standard), the units of electrical and mechanical

power are not necessarily equivalent. Our experiment

compares the NBS laboratory electrical watt to the me-

chanical, SI watt. It is, in effect, an electrical realization

of the SI watt. In spirit, this experiment is very much like

a realization of the ampere, and its relationship to more

traditional ampere realizations or absolute ampere exper-

iments, has been described earlier [1]. The measurement

is based on an idea first proposed by Kibble [2].

11. Theory

Consider the circuit of Fig. 1(a). Two coils carry cur-

rents /| and /i. The vertical, c-component of the force be-

tween them, F-, is given by the derivative of the mutual

inductance: F. = dz). This vertical force can

be compared to a gravitational force mg using a balance.

Now consider the same two coils in Fig. 1(b). where coil

2 is open-circuit and a voltmeter measures the EMF gen-

erated across it as it is moved along c with respect to coil

1. The generated EMF is given by: 8 = I^idM^i/ dt).

Combining the expressions for F. and 8, we have

F,r = 7.8 (1)
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Fig. 1. Conceptual diagram of the experiment showing (a) the force mea-

surement and (b) the EMF measurement.

where v = dz/dt. This simply expresses the equivalence

of mechanical and electrical power, all quantities being

expressed in SI units.

To express the electrical quantities in our laboratory

units we define the ratio of the NBS and

SI units of current. Kp, F'q, and are defined in a similar

way. Taking /^bs to mean the current measured in NBS
units, and similarly for 8 nbs’ have F = /nbs^.4 ’ ^tid

8 = F|/8 nbs- Substituting these expressions in ( 1) we have

= K^Kv = 7-^^ . (2)
^NBSOnBS

If Kn is separately measured, as in an absolute ohm ex-

periment, we can obtain Ky and from Kw-

K\ = K^/Ka. Kl = K^ Ka (3)

Since Ky = £o.nbs/(2^/7j) where Eq.nbs = 483 593.420

GHz/V, a determination of Ky determines 2e/h in SI

units.

Because it is difficult in practice to measure accurately

an instantaneous velocity or voltage, we do not use (2)

directly to determine Instead, we use an integral form

of (2). obtained by integrating the expression for the gen-

erated EMF over time and the expression for the force

over distance. Experimentally, we realize these integrals

by: a) measuring the EMF as a function of time while

moving coil 2, and b) measuring the current required in

U.S. Government work not protected by U.S. copyright
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coil 2 to maintain a constant force between the coils for

various static positions of coil 2. It can be shown that Kw
is given by

mg
j

[lo/I(z)\dz

Hw = •
( 4 )

A)NBS \ ^NBs(0
*Jt\

Here 8nbs( 0 is the generated voltage when the moveable

coil is moved along some path in the field of the fixed

coil; mg is the fixed gravitational force against which the

magnetic force is balanced. I(z) is the current in the

moveable coil needed to create that magnetic force at a

position z. The current Iq is lizo), where Zo is some ar-

bitrary reference point where I(z) is measured. The quan-

tity }[^//(')]^- is called the force integral and is a

quantity which depends only on the geometry of the coils

and on the path of integration, but not on the current in

the coils. Equation (4) requires that the current in the fixed

coil (i.e., the field coil) and the geometry of all the coils

remain constant between the time that {SnbsCO dt and Iq

are measured. Furthermore, the path of the moveable coil

in the time integral and in the distance integral (i.e., the

force integral) must be identical. Finally, the integral

\F.dz (to which \mg[lQ/ I{z)] dz is equivalent) must ac-

count for all of the mechanical work done in moving the

coil from Z\ to Zi, that is, either the displacements dx and

dy must be zero along the chosen path or the force com-
ponents and F^. must be zero.

III. Apparatus

The apparatus used to make the measurements required

in (4) has been described in some detail previously [1].

Here we will review the apparatus only very briefly. The
apparatus is shown schematically in Fig. 2. Coil C is the

moveable, suspended coil which is equivalent to coil 2 in

Fig. 1. The fixed field coils B, above and below the sus-

pended coil, are equivalent to coil 1 in Fig. 1. In the ex-

periment reported here, these B coils are wound with cop-

per wire and cooled by being immersed in a circulating

oil bath. We also have available a superconducting ver-

sion of coils B which produces a field two orders of mag-
nitude larger than the present coils, and which will be

used in future measurements [3].

The suspended coil C is attached to the “balance

wheel” A through the spider E. The spider also supports

a pan for the standard masses. Wheel A is an aluminum
disc with a knife edge at its center. A band consisting of

40 fine wires hangs from the wheel on both sides. As the

wheel rotates, it acts like a pulley, raising or lowering the

suspended coil. The advantage of this arrangement, com-
pared to hanging the coil from one arm of a conventional

beam balance, is that the translation of the coil is almost
perfectly vertical, helping to satisfy the requirement for

validity of (4) that there be no horizontal displacements.
Coils G along with permanent magnets F provide the

a

1 meter

Fig. 2. The apparatus of the NBS absolute watt measurement.

means by which the balance wheel is made to rotate. A
servo feedback to these drive coils controls the motion of

the suspended coil for the generation of the EMF 8. The

position of the suspended coil is measured with a laser

interferometer. Servo feedback to the suspended coil

maintains this position while we measure the current in

the suspended coil required to balance the force mg.

For more details concerning the apparatus, the reader

is referred to [1]. Among the significant changes since

that wiring is that the suspended coil now is wound in

three separate concentric sections with a total of 2355

turns of copper wire. The suspended coil has a total re-

sistance of 480 U. Reversing a current of 50 mA through

this coil changes the magnetic force by about the equiv-

alent force produced by a mass of 105 g. Gold or brass

105-g mass standards are used to measure the force. We
also have used a 70-g mass standard, reversing 33 mA
through the coil. The 50- or 33-mA current is passed

through a 20- or 30-fi resistor which allows comparison

of the voltage against our working 1-V voltage standard.

The 20- or 30-0 resistor is also used to generate 20 or 30

mV as a reference for the generated EMF when the coil

moves. Use of the same 20- or 30-0 resistor for these two

functions eliminates the need for precise calibration of

these resistors. Furthermore, the 20-0 resistor is made of

two 10-0 resistors and alternate use of these 10-0 resistors

to generate the 10-mV reference eliminates the need for

their calibration. These changes, along with complete au-

tomation of the measurement, have allowed us to achieve

a substantial improvement in precision over that reported

previously.
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IV. Procedures

The measurement of is divided into three phases,

corresponding to three key measurable quantities in (4).

In the first phase, the suspended coil moves under servo

control so as to generate a nearly constant EMF. Data

accumulated during this “voltage” phase is used to com-

pute the time integral of the voltage. In the second, or

“force” phase, we measure the current Iq which balances

the force mg at a specific position of the suspended coil.

These two measurement phases are repeated many times

in succession. At a different time, often separated from

the first two phases by several days, we perform the third

phase or “force integral” measurement. This is accom-

plished by comparing the current needed to balance mg at

many c-positions of the suspended coil.

All of the measurements use a 1-mA current source to

supply working voltage references. This current source,

which can be reversed with a ramped reversing switch,

supplies 10-, 20-, 30-fl, and l-kfi resistors, producing

10-, 20-, 30-mV, and 1-V references. These working

voltage references, produced from stable resistors, are

used throughout the measurement. The current source is

calibrated by comparing the 1-V reference to a Zener volt-

age standard which is periodically calibrated against the

NBS volt and by calibrating the l-kfi resistor in terms of

Qnbs- Note that the 10-, 20-, and, 30-fi resistors need not

be precisely calibrated (see discussion at the end of the

previous section).

In the voltage phase of the measurement the EMF gen-

erated by the moving coil is servoed to be nominally equal

to the 10-, 20-, or, 30-mV reference. At 20-mV, this pro-

duces a velocity of about 2 mm/s. When the moving coil

position, as measured by the laser interferometer, reaches

selected positions along the vertical path, the computer is

triggered to perform measurements of the error voltage

(difference between the reference voltage and the gener-

ated voltage) and of the time from a 1-MHz clock. The

triggerings occur at rates up to 400 Hz for the 20-mV ref-

erence level and at somewhat lower rates for the other

levels, limited by the data-taking speed of the computer.

With a perfect servo, the error voltage would be zero,

as the velocity is adjusted to produce a constant EMF. In

reality, there is a typical error on the order of a microvolt.

In principle, even with such an error voltage, a correct

measurement of the voltage and the times should lead to

the correct time integral of the voltage in (4). Unfortu-

nately, because of the time constant of the linear amplifier

used to detect the error voltage, we do not have the true

instantaneous generated EMF at the time data points are

acquired. To correct for this in the calculation of the time

integral, we have digitally filtered the measured time

points with the same time constant measured for the linear

amplifier.

The total path length over which we collect data is 7.6

cm. Up to 15 000 points are recorded during a traversal.

After each such traversal the current source is reversed.

reversing the reference voltage. Under servo control, this

reverses the direction of travel of the suspended coil, and
another measurement is taken going in the opposite direc-

tion. Some computation of the time integral of the gen-

erated EMF, including digital filtering of the time data,

is performed during the period when the coil turns around
for another traversal. The compressed data is stored for

later analysis. The integral is taken over a path whose
length is 5.9 cm (370 000 interferometer fringes of X/4
for X = 633 nm). The time interval for the voltage inte-

gral is about 30 s when the generated EMF is 20 mV. A
set of 10 traversals in each direction is measured, which,

with the time for turning around, requires between 18 and

36 min, depending on the chosen reference voltage. To
eliminate the effect of drift and of zero offsets, we inter-

polate the voltage integral obtained for two up (down)

traversals to the time of a down (up) traversal and com-
pute the up/down difference in voltage integrals. Typical

scatter in such differences over a set of traversals is a bit

less than 1 ppm.

During the force phase the suspended coil position is

servoed to a fixed location by feeding back the interfer-

ometer measurement as a current to the coil. This current

is measured with the standard mass alternately on or off

the pan connected to the spider from which the coil is

hung. A force measurement typically consists of eight re-

versals where the mass is lowered onto or raised from the

suspended pan. For each positioning of the mass, the coil

current is measured by passing it through a 20- or 30-f2

resistor and comparing the voltage drop to the 1-V refer-

ence. The balance is arranged so that when the mass is

lifted or replaced the current in the coil must reverse in

order to maintain the servo position. Current is measured

for about 2 min in each mass position. Including the time

for raising and lowering the mass and stabilizing the servo,

the elapsed time for force measurements is about 25 min.

To eliminate the effect of drift and zero offsets we inter-

polate between two measurements with the mass off (on)

to the time of a measurement with the mass on (off) to

obtain the on/off current difference. The scatter in such

differences, made over 25 min, is considerably less than

1 ppm for most measurements.

On a typical day of taking data, we obtain 10-16 pairs

of voltage and force measurements, at the rate of about

one pair per hour, including the time required to auto-

matically reconfigure the apparatus when changing from

voltage to force and vice versa.

The final phase of the measurement, the determination

of the “force profile,” is very similar to the force mea-

surements described above. Here, we simply make re-

peated force measurements, but at various positions of the

suspended coil. To eliminate the effect of drifts, we con-

tinually measure the reversal current at the reference po-

sition used in the force phase. Thus we obtain the ratio of

the reversal current at various positions, I{z), to the cur-

rent at the reference position, /(>. The measurements are

repeated at different positions continuously for several
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days. The ratios obtained are fit to a polynomial and an-

alytically integrated over the same interval used for the

voltage integral.

In order to minimize the influence of choosing a partic-

ular set of endpoints for the integration interval, we cal-

culated the voltage integral for 20-50 overlapping regions

with different sets of endpoints. The endpoints of the

fixed-length intervals used were changed by about a third

of the total distance used in the analysis. From each volt-

age integral, and the appropriate force integrals for each

interval, we obtain a value of Kw To reduce the noise

and to eliminate effects which contribute at the endpoints

of the integral, such as variations in the velocity which

might be due to servo errors, we averaged these with equal

weight. (This process tends to weight measurements of

voltage and time taken near the ends of the analyzed re-

gion less than those in the central region, since the inte-

grated region always included one or two centimeters of

the region nearest the center.)

V. Results and Discussion

Fig. 3 shows a histogram of 191 values of obtained

over a period of approximately one month. Each value

contributing to the histogram is obtained as follows: from

the values of two successive voltage integrals, typically

taken an hour apart, we interpolate a voltage integral at

the mean time of the intervening weighing measurement

and calculate a Kw from the actual weighing and the in-

terpolated voltage integral. Similarly, we interpolate be-

tween two successive weighings to the time of a voltage

integral measurement and obtain a Kw from those values.

The values in the histogram are averages of two succes-

sive values of Kw. one from two voltage integrals and a

weighing, and one from two weighings and a voltage in-

tegral. The next two values of Kw so obtained are used to

produce another point on the histogram. Each point,

therefore, contains information from two weighings and

two voltage integrals, corresponding to approximately two

hours of elapsed time. While some of the same informa-

tion is used in adjacent points, they are nearly indepen-

dent. The standard deviation of all the values of Kw ob-

tained is 1 .
1
ppm.

The interpolation process described above is supposed

to account for variations in the current or geometry of the

fixed field coils between voltage and force measurements.

Fig. 4 shows the voltage and force measurements them-

selves during the course of a typical day. The fact that

they follow the same pattern of variation is good evidence

that the experiment is in control and operating as ex-

pected.

Fig. 5 shows the results of a typical measurement of the

force profile, along with the polynomial fit to the mea-
sured points. A similar profile can be obtained by inte-

grating tne voltage data over appropriately small time in-

tervals. Because of the short time intervals, such a profile

is noisier than the directly measured force profile, but it

has the same shape, as expected.

30

20

ppm

Fig. 3. A histogram showing the distribution of watt measurements taken

in May 1988. The number of two-hour measurements obtained are rep-

resented by the lengths of the solid bars; the value of the watt for the

measurements is given in ppm from the mean.

Fig. 4. Relative values of the watt (squares), force (diamonds), and EMF/
velocity (crosses) in a measurement sequence lasting about 24 h.

Fig. 5. A set of force measurements at thirteen vertical positions of the

moveable coil and a sixth-order fit to the force profile.

For the final analysis, we have divided the data by days

and averaged the various days together with equal weight-

ing. The standard deviation of 13 days of data is 0.80

ppm. The fact that the standard deviation of 13 days is

not much reduced from the standard deviation of 191 in-

dividual points suggests that day-to-day scatter is not

purely statistical, but hides some systematic error possi-

bly related to conditions which change from one day to

the next. Because of this, we felt it was prudent to average

the days together without weighting them either according

to the time spent taking data on a given day or according
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to the variance of a given day’s data. For a discussion of

the statistical treatment of data with differences between

groups of measurements, see [4],

The mean of 13 days of data taken over a period of

approximately the month of May 1988 was Kw =
1 +

where bw = — 16.69 ppm. If we had taken the mean of

all the results in the histogram (equivalent to weighting

each day according to the amount of data taken on that

day) we would get a 0. 12-ppm lower. The voltage gen-

erated in the voltage-velocity part of the measurement was

nominally 10, 20, or 30 mV. The velocity in turn also

varied as the voltage. If we consider the data obtained at

each of these voltages separately, we obtain b^ =
-16.96, —16.51, and —16.74 ppm for 10, 20, and 30

mV, respectively. The standard deviation as estimated

from these three values is 0.23 ppm.

Data was actually taken on 17 days during May, but

four of these sets were discarded. Those four were the

ones in which the voltage for the voltage-velocity part was

sampled at rates of ~ 100 and 50 Hz. We kept only that

10-mV data sampled at -200 Hz. The reason for dis-

carding that data is as follows: both the velocity and the

voltage measured during the voltage-velocity phase are

modulated at about 30 Hz with an amplitude as high as 2

percent of the velocity and 0.1 percent of the voltage.

This modulation is thought to be the result of mechanical

vibrations of the building which couple into the balance.

Computer simulations of the acquisition of data from such

a modulated source indicate that when the sampling rate

is too low, a significant error (at the parts per million level)

can result from the inability to accurately integrate the

modulated voltage signal. For 20-mV data, the percent

modulation is smaller, and simulations show the effect to

be much smaller. We find experimentally that the value

of obtained at 10 mV depends on the sampling rate,

while at 20 mV it does not. We, therefore, eliminate the

questionable 10-mV data taken at the low sampling rate.

Had we included that data, we would have = — 16.94

ppm. Taking all the 10-mV data by itself gives =

-17.41, while if we eliminate all the 10-mV data, the

20- and 30-mV data give = — 16.60 ppm. Considering

the results of the simulations and the observed variation

with sampling rate', we feel justified in discarding the slow

10-mV data. However, we do consider the effect of the

sampling rate in assigning the final uncertainty.

The voltages used to compute the voltage integral are

measured with a low noise dc linear amplifier and sam-

pled using an A/D converter. The amplifier has a fre-

quency response which effectively filters the voltage ap-

pearing at its input. Roughly speaking, this filtering

corresponds to a time constant of about 50 ms. As dis-

cussed above, to correct this, we digitally apply the mea-

sured filter function of the null detector to the time data.

The result quoted is for data so filtered. Comparing the

filtered data with unfiltered data where the raw times are

used to calculate the voltage integral, we find that for un-

filtered data = -15.88 ppm, a 0.75-ppm difference

INSTRUMENTATION AND MEASUREMENT. VOL. 38. NO. 2. APRIL 1989

TABLE 1

Estimated One Standard Deviation Uncertainties

Statistical and undiscovered systematics 0 80 ppm

Analysis 0 60

Different force profiles 0 50

Polynomial representation of force profile 0 42

Gain of detector 0 36

Effect of vibrations 0 30

Effect of different velocities 0 20

Vertically 0.10

Standards 0 30

TOTAL
( Root of summed squares) 1 33 ppm

Standards

Volt transfer 0,15

Current calibration 0 10

Laser wavelength 0 18

Resistor calibration 0,09

Mass calibration 0 1

1

Gravity 0 05

from the filtered data. The difference is greater for higher

velocity data. Computer simulations of the data indicate

that filtering is the proper way to handle the data, so we
have used only filtered data.

Table I shows our one standard deviation uncertainty

estimates for Kw
1) Statistical and Undiscovered Systematics: The en-

try of 0.80 ppm is the day-to-day standard deviation of

the 13 days used in the determination. While we might

reduce this by Vl3 to 0.22 ppm, the suggestion that the

data are not statistical and that there may be some undis-

covered systematics (such as a remaining error due to in-

sufficient sampling rate, for example) leads us to use the

full day-to-day standard deviation.

2) Analysis: The entry of 0.6 ppm refers to uncertain-

ties arising from shifts found to arise in A'h when different

data analyses are used, including filtering of time data and

averaging of voltage data before integrating.

3) Different Force Profiles: This represents uncertain-

ties which were estimated by deliberately changing the

configuration of the fixed coils or by using different parts

of the total path of the moveable coil to determine Kw
Shifts in Kw from such changes lead to an uncertainty of

0.5 ppm.

4) Polynomial Representation of the Force Pro-

file: The force profile is measured at a large number of

points and fit with a polynomial of order 4-6. The statis-

tical uncertainty of the fit and the changes in the integral

with the order of the polynomial fit contribute 0.42 ppm.

5) Gain of Detector: The gain of the dc linear ampli-

fier used in voltage measurements and in current mea-

surements during weighing is important becau e the mea-
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surements are always somewhat off null. Uncertainties in

this calibration contribute 0.36 ppm.

6) Ejfect of Vibrations: Mechanical vibrations are re-

sponsible for the observed 30-Hz modulation, which,

when added to simulated data, leads to errors. We can

also deliberately apply vibrations which are seen to shift

Kiy. The size of these shifts for large applied vibrations

leads us to assign 0.3-ppm uncertainty associated with the

actual vibrations. The equipment necessary to cool the

large electromagnet is one source which produces me-

chanical and acoustic vibrations. This noise source is a

source of uncertainty in the measurement which will be

eliminated with the superconducting magnet.

7) Effect of Different Velocities: Choice of different

generated voltages in the voltage phase leads to different

velocities. Because of the finite time response of the de-

tector and the servo system, this might lead to errors. We
assign 0.2 ppm-uncertainty based on the scatter between

results obtained at different velocities.

8) Verticality: The interferometric measurements of

position of the moveable coil must be made along a ver-

tical line to correspond to the direction in which forces

can be measured by the balance. The error in setting the

interferometer path to vertical contributes 0.1 ppm.

9) Standards: The total effect of uncertainties in the

various calibrations and standardizations is 0.3 ppm,
which reflects not only the basic calibration uncertainty

but also uncertainties in corrections applied to the cali-

brations. Volt transfer includes the accuracy of the cali-

bration of our Zener reference against the NBS volt and

the drift between calibrations. “Current calibrations” re-

fers to errors in establishing our working standard of volt-

age against which the weighing currents and the generated

voltages are measured. Laser wavelength uncertainties in-

clude errors in the refractive index of air due to uncer-

tainty in temperature, pressure, humidity, and CO 2 con-

tent of the local atmosphere. Resistor calibration includes

uncertainty in the drift of the resistor compared to the NBS
ohm. Mass calibration includes uncertainties in the buoy-

ancy corrections due to measurement of the parameters of

the local atmosphere. Gravity uncertainty includes uncer-

tainty in the absolute gravimeter measurement at a refer-

ence site, transfer to the experimental site, and tidal vari-

ations in the gravitational acceleration.

We have considered other sources such as leakage re-

sistances. frequency standard errors, and the influence of

nonvertical forces: and have concluded that all such iden-

tified errors are significantly less than 0.
1
ppm and so do

not need to be considered in our uncertainty estimate. We
should point out that the evaluation of our most significant

errors is limited by the day-to-day fluctuations in mea-
surement. We expect that the accumulation of a signifi-

cantlv larger set of data will allow most errors to be re-

duced.

Furthermore, use of the superconducting field coils will

increase the fixed magnetic field by two orders of mag-
nitude. This will allow the force and the generated voltage

Ej - 483 590 GHzA/ (GHz/V)

7 50 8 50

PTB. Na

NBS, N.

NPL, Xpthigh)

NIU

NBS, F

NBS -

U ZagfeB

6 00 7 00 8 00

l(£,/483 594 GHzA^)- 1
]
x 10®

Fig. 6. Comparison of the values of Ej and their one-standard-deviation

uncertainties (values as compiled by B. N. Taylor).

to be increased substantially, reducing most of the largest

errors by about an order of magnitude.

The final result for our present measurement of the NBS
watt in SI units is

= Kw = \
- (16.69 ± 1.33) X 10^

W

(May 15, 1988)

The uncertainty of 1.33 ppm has the significance of a

standard deviation and includes our best estimate of ran-

dom and known or suspected systematic uncertainty. The

mean time of the measurement is May 15, 1988, and re-

fers to the NBS volt and ohm as of that date. Combined

with the measurement of May 17, 1988 of the NBS ohm
in SI units which implies = Kq =

1 — ( 1.593 ±
0.022) ppm, this leads to a Josephson frequency/voltage

quotient of

Ej = Eo[ 1 + (7.94 ± 0.67) ppm]

where Eq = 483 594 GHz/V.
A comparison of the current experimental values of Ej

are given in Fig. 6. Direct force measurements are con-

tributions from CSIRO (Australia), U. Zagreb (Yugo-

slavia), NPL (U.K.), and this paper NBS (U.S.). Values

of derived Ej are from the Faraday: NBS F (U.S.): from

high and low field gamma-p: NIM (PRC), NPL high NBS
low, ASMW (DDR): and the derivation resulting from

Avogadro’s number: NBS (U.S.) and PTB, N

^

(FRG).
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gravity near the site of the experiment; and B. N. Taylor

for his continued support and encouragement.
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New Realization of the Ohm and Farad Using the

NBS Calculable Capacitor

JOHN Q. SHIELDS, RONALD F. DZIUBA, member, ieee, and HOWARD P. LAYER

Results of a new realization of the ohm and farad using

the NBS calculable capacitor and associated apparatus are reported.

The results show that both the NBS representation of the ohm and the

NBS representation of the farad are changing with time, Qnbs at the

rate of -0.054 ppm /year and Fnbs at the rate of 0.010 ppm /year. The

realization of the ohm is of particular significance at this time because

of its role in assigning an SI value to the quantized Hall resistance. The

estimated uncertainty of the ohm realization is 0.022 ppm (la) while

the estimated uncertainty of the farad realization is 0.014 ppm (la).

1. Introduction

T he NBS REPRESENTATION of the ohm Onss is

based on the mean resistance of five Thomas-type

wire-wound resistors maintained in a 25 °C oil bath at NBS
Gaithersburg, MD. Similarly, the NBS representation of

the farad Fnbs is based on the mean capacitance of four

fused-silica capacitors in a comparable oil bath. By means

of the United States calibration hierarchy, measurements

of resistance, capacitance, and inductance made through-

out the country are generally traceable to these represen-

tations.

Realization of the ohm and farad is necessary for two

distinct reasons: first, to determine and F^bs in SI

units, thereby ensuring that measurements based on these

electrical quantities are consistent with the SI, the unit

system used throughout the world; second, to determine

in SI units a number of fundamental physical constants of

importance to both physics and electrical metrology.

These include the fine-structure constant a, the quantized

Hall resistance = hj e~, and the Josephson frequency

to voltage quotient Fj = 2e/h {h is the Planck constant,

e is the elementary charge). Indeed, it is likely that start-

ing January 1, 1990, representations of the ohm world-

wide will be based on a conventional value of and rep-

resentations of the volt will be based on a new conven-

tional value of Fj, both consistent with the SI. These

values are to be derived from the data available by June

15, 1988 [1].

In order to contribute to the pool of data, NBS, like

other national standards laboratories, is carrying out ex-

periments to determine R^ and Fj. Realizing the ohm by

'^means of the NBS calculable capacitor is an important

Manuscript received June 10. 1988.

J. Q. Shields and R. F. Dziuba are with the Electricity Division. Na-

tional Bureau of Standards. Gaithersburg. MD 20899.

H. P. Layer is with the Length and Mass Division. National Bureau of

Standards. Gaithersburg. MD 20899.

IEEE Log Number 8826209.

part of the NBS effort. This paper describes our measure-

ments and gives our latest results.

II. AC Measurements

The measurement sequence used in the 1974 ohm and

farad determinations [2] has been retained in the present

NBS measurements. A 0.5-pF calculable cross-capacitor

is used to measure a transportable 10-pF reference capac-

itor which is carried to the laboratory containing the NBS
bank of 10-pF fused silica reference capacitors. A 10:

1

bridge is used in two stages to measure two 1000-pF ca-

pacitors which are in turn used as two arms of a special

frequency-dependent bridge for measuring two 100-kf2

resistors. A 100:1 bridge is used to compare each of the

two lOO-kfl resistors with a 1000-fl transportable resistor,

R311, which is carried to the laboratory containing the

NBS bank of l-Q resistors where the dc stepdown is made.

The ac-dc difference of R31 1 is determined by means of

a special 1000-Q coaxial resistor of negligible ac-dc dif-

ference. All ac measurements are carried out at co = 10"*

rad/s = 1592 Hz.

The calculable capacitor [2], the ac bridges [3] and

standards [4], the ac-dc resistance standard [51, and the

equipment used to measure transformer ratios [6], [7] and

voltage dependencies [8] remain basically the same as in

the 1974 measurements. The calculable capacitor was

partially disassembled in order to realign the electrical and

optical axes, clean the optical flats, install larger diameter

PTFE rings on the guard tubes, check for microphonic

coupling errors [9], and measure the distributed induc-

tances and capacitances used to calculate frequency cor-

rections.

Residual gas in the calculable capacitor has been re-

duced to a negligible level by the installation of a turbo-

molecular pump. All of the ac voltage sources and some

of the preamplifiers and phase-sensitive detectors are new.

An automated data acquisition system is now used in the

comparison of the calculable capacitor with the 10-pF ref-

erence capacitor, resulting in a standard deviation of 0.003

ppm for the random scatter in one complete measurement

requiring about one hour.

III. DC Measurements

Relative to the 1974 measurements the most significant

reduction in uncertainty is in the dc stepdown. To relate

the 1000-fi transportable resistor R311 to the reference

U.S. Government work not protected by U.S. copyright
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The l ahry Perot (Hat plate) interferometer is illuminated

hy a mode stahili/.ed He Ne local oscillator whose wave-

length is stjihle to within a lew hundred kilohertz, over the

course of a measurement. Hecau.se this laser is not stabi-

lized to a well (lelined wavelength and may drift .several

megahertz per day, ils frequency is continuously com-

pared lo an iodine stabilized laser who.se wavelength is

accniate to about three parts in lO'** and is stable to sev-

eral parts in lO” |I2|. Ihe lasers are compared by mea-

suring the frequency of the heterodyne signal using a high-

speed photo tlelecior, electronic aniplilication, and a dig-

ital Irequency counter. I'he frequency compari.son con-

liibules no sigidlicanl error lo the la.ser calibration.

The inlerleromctcr cavity is i.solaled from the working

laser by using an acousto-optic modulator which shifts the

lrc(|ucncy of the incident beam by 90 MHz and any light

rellecled back Irom the interferometer system by an ad-

ditional 90 MHz. Hecau.se of the narrow bandwidth of the

la.ser cavity , Ihc return light, shifted from the incident light

by IKO MHz, is no longer resonant in the laser cavity and

is not coupled to Ihe laser modes. No frequency pulling

of the working laser wavelength due to back rellections

from Ihe interferometer or the beam steering optics could

be detected. I he uncertainty due to imperfect la.scr/intcr-

ferometer alignment ( I'ablc I) was determined empirically

by making comparative capacitance measurements after

repeatedly mi.saligning Ihe cavity and the beam .steering

optics and then realigning the system.

I'he la.ser beam diameter is expanded so that it (ills the

interferometer mirrors, and the entire transmitted beam is

n.scd to illuminate the photodctcctor .so there is no beam
inmeation ernir. An integrating servo system locks the

interferometer to the local o.scillator with an accuracy of

1 X 10 ’ of the interferometer transmission width and

contributes negligible error to the determination of capac-

itance.
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Abstract—The quantum Hall effect is being used to monitor the re-

sistances of the five 1-0 Thomas-type resistors which define the U.S.
legal unit of resistance, the ohm maintained at the National Bureau of

Standards (Ones)* Typically, the total one-standard-deviation ( la) ac-

curacy for the transfer between three different GaAs quantum Hall

devices and the five 1-0 resistors is ±0.05 ppm. Measurements to date

provide the first direct evidence that the value of O^bs is decreasing by
about (0.05 ± 0.02) ppm per year.

measurements imply that the A^bs was (1.341 ± 0.062)

ppm smaller than the realization of the International Sys-

tem ohm (SI Q) at NML in October, 1985 [81, and that

h I is (0.40 ± 0.08) ppm larger than the 25 812.80 12

nominal value. These results will be described in more

detail elsewhere.)

I. Introduction

The quantum Hall resistance Rf^ of a two-dimensional

electron gas is, under certain special conditions,

quantized in units of h I [ 1 ]:

„ Vnii) h 25 812.80
Rh(i )

= —T- = — *= ^

I e i i

( 1 )

where is the Hall voltage across the sample, h the

Planck constant, e the elementary charge, and / is an in-

teger quantum number. Equation (1) is written in absolute

or International System (SI) units. It can be expressed in

as-maintained laboratory units by replacing Rff and 12 by

the quantized Hall resistance and ohm at the National Bu-

reau of Standards ({Rh) nbs 12nbs» respectively),

where 12nbs is the United States legal unit of resistance,

and is defined in terms of the mean resistance of five 1-12

Thomas-type resistors maintained at NBS. One measures

the value of R^ in laboratory units, and then expresses it

in SI units once the ratio (12nbs/^1) has been determined.

This ratio can be obtained in two ways: either from the

calculable capacitor experiment [2], [3], or by combining

the low-field gyromagnetic ratio of the proton, 7^, and

le !

h

via the Josephson effect [4]-[6]. Both approaches

are currently being pursued at the NBS. (The value of

12nbs can, however, be expressed in terms of the SI resis-

tance unit as realized at the National Measurement Lab-

oratory (NML), Australia because one quantum Hall de-

vice and three 1-12 resistors have been used as transfer

standards between the two laboratories [7], [8 ]. Those

Manuscript received June 23, 1986. This work was supported in part by

the United States Office of Naval Research, the Calibr ‘ion Coordination

Group of the Department of Defense, and the Army Research Office.

M. E. Cage, R. F. Dziuba, B. F. Field, and T. E. Kiess are with the

Electricity Division, National Bureau of Standards, Gaithersburg, MD
20899.

C. T. Van Degrift is with the Temperature and Pressure Division, Na-
tional Bureau of Standards, Gaithersburg, MD 20899.

IEEE Log Number 8714038.

II. Experimental Details

Three high-quality quantum Hall effect devices are

being used to monitor 12nbs- Each is a GaAs-Al^Gai _jc As

heterostructure {x = 0.29) grown using molecular beam
epitaxy by A. C. Gossard at AT&T Bell Laboratories, and

then prepared into Hall bar geometries and mounted by

D. C. Tsui at Princeton University. The devices are —4.6

mm long and —0.4 mm wide, and have three sets of Hall

potential probes, with two sets symmetrically displaced

±1.0 mm along the channel from the center set. Two dif-

ferent sets of Hall probe pairs are used for each of the

three devices, the center set, and an off-center set. The

devices designated GaAs (7) and GaAs ( 8 ) have

- 100 000 cm^/(V*s) zero magnetic field mobilities at

4.2 K, while the GaAs (9) device has a mobility of

— 75 000 cm^/ ( V • s )
.

( GaAs ( 9 ) was the device used in

the NML transfer. ) The epitaxially grown film thick-

nesses and doping density profiles of these devices are

optimized for the i = 4 quantum Hall step, where R//(4)

SK 6,453.20 12. The centers of this step occur at —5.6 -

6.0 T for the three devices; the corresponding electron

densities are —5.4 — 5.8 x 10^* cm~^.

A set of wire-wound reference resistors have been con-

structed to have values R^ within a few parts-per-million

of the value of /?^(4). They are hermetically sealed in

silicone fluid-filled containers and placed in specially con-

structed, temperature-regulated air bath enclosures. The

air temperature is controlled to within ±0.002°C of a

nominal temperature of -28°C.

III. Quantum Hall Effect Measurements

Two different measurement systems are used to com-

pare the quantum Hall voltages with the voltage drops

across the wire-wound reference resistors: a manually-

operated potentiometric comparator [9] and an automated

and guarded resistance bridge [10]. Figs. 1 and 2 show

simplified schematic diagrams of these two systems. The

potentiometric system has a ±0 .01

1

-ppm random, or type

U.S. Government work not protected by U.S. Copyright
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1983 1984 1D05 !-,3r.

Time - starting May 1983

Fig. 1. A simplified schematic of the manually operated potentiometric

comparator measurement system, where D is an electronic detector.

Fig. 2. A simplified schematic of the automated quantum Hall resistance

bridge, which uses three electronic detectors.

A, uncertainty after a 1-h measurement period for a device

current of 25.5 ^A; the random uncertainty of the resis-

tance bridge is typically ±0.006 ppm for a comparable

measurement period at 25.5 A.

Both measurement systems have been used to compare
the values of with those of Rr for the two Hall probe

sets on the three GaAs devices for both magnetic field

directions. To be useful as a resistance standard, the Hall

steps must be flat within the experimental resolution. All

twelve quantum Hall steps are flat to within ±0.01 ppm
over a magnetic field range that is ~ 2 percent of the cen-

tral field values when the devices are cooled to — 1.2 K.

Fig. 3 of [9] shows a digital mapping of one of these i =
4 steps for GaAs (7).

IV. Quantum Hall Effect Systematic
Measurement Uncertainties

In addition to the random measurement uncertainties,

there are systematic corrections with associated system-

atic, or type B, uncertainties. One such correction is due
to a measurement system offset error in which the value

of the device under test depends on whether it is measured
in the position or the Rr position of the measurement
circuit. The correction is determined by replacing the

quantum Hall device with a 6,453.20-fi reference resistor

and then using either of the measurement systems to in-

tercompare the resistor pairs. This offset error has been
observed on both of the NBS measurement systems, as
well as on the NML automated potentiometric comparator

Fig. 3. Relative comparisons as a function of time of the resistance of the

i = 4 steps of three different quantum Hall devices with that of a nominal

6,453. 20-Q wire-wound reference resistor ( A/?//? = (V„ - V^) j V^.

The value of this particular resistor is increasing by (0.045 ± 0.003)
ppm per year.

)

system which uses a different detector [7]. The source of

the error is not understood, but it is probably associated

with the electronic detectors. It does not seem to be due

to dc leakage currents because the leakage resistances are

> 10‘^ 0 for both NBS measurement systems. It is also

independent of the detector input current. The position-

dependent measurement offset error is sometimes as large

as (0.025 ± 0.016) ppm for the potentiometric system

and (0.019 ± 0.011) ppm for the resistance bridge. The

resistor interchange procedure to determine this offset

correction is done each day that R^ is measured.

There is an uncertainty in calibrating the gains and lin-

earities of the electronic detector-digital voltmeter pairs.

Both the detector-digital voltmeter pairs used at NBS and

at NML [7] appear to have gains which vary by a few

tenths of a percent over the input voltage range. This non-

linearity is due to a 1-^V dead band of the digital volt-

meters at zero volts. This problem can be avoided by

either using digital voltmeters which have no dead band

or by increasing the output voltages of the detectors. The

voltmeters used in calibrating the detector gains must, of

course, be the same ones that are used in the quantum Hall

resistance measurements. There still remains, however,

the problem of stability; the gains of the detector-digital

voltmeter pairs vary by ~0.
1
percent during a day if the

room temperature is controlled to ~ ± 1°C. This instabil-

ity typically contributes a ±0.003-ppm uncertainty to the

measurements for the potentiometric comparator system,

and a ±0.015-ppm uncertainty for the resistance bridge.

There is also a correction for the temperature depen-

dence [1 1] of for each Hall probe set of every quantum

Hall device for both magnetic field directions. The cor-

rections to the values of R^ for some devices are found to

vary linearly with the minimum values of the voltage drop

along the device, These corrections can be quite sig-

nificant. Reference [11, Figs. 3, 4] demonstrates that these

linear relationships hold over at least four orders of mag-

nitude change in for GaAs (7) and GaAs (8).

Every quantum Hall device is unique; the effects re-

ported in [11] are not always observed, nor are they nec-

essarily the only temperature-dependent effects. For ex-

ample, GaAs (9) has a nonlinear dependence on

similar to that for one Hall probe set of GaAs (7) [11].

This nonlinearity is probably due to the asymmetry of the
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TABLE I

hsMMAii i) \o (68 F6 RfiM Coni iDi-.Nci Li;vf.i,) Uncertainties for ihf.

OcANTUM Uai.i. Resistance Measurements, K„ -*

Sources of Uncertainty Uncertainties ( ppm )

Potentlometrlc Bridge
System System

Random Measurement Uncertainty 0.01

1

0.006

Measurement Offset Error 0.016 0.011

Detector Cains and Linearity 0.003 0,015

Temperature Dependence Corrections 0,002 $ 0.002

(Current Dependence Corrections < 0.001 < 0,001

ROOT-SUM-SQUARE TOTAL ( ppm ) 0.020 0.020

Hall step with respect to K"""; thus the value of in this

case includes the effect of structure on the side of the step.

In another example, the value of /?,/ is too small at higher

temperatures for one Hall probe .set of GaAs(9), but then

becomes consistently too lar^e by —0,13 ppm over the

temperature range 3.4 - 2.5 K before dropping to the

“correct” value at 1.2 K. One could thus infer a temper-

ature-independent (but incorrect) value of/?/y over the 2.5-

3.4-K temperature range. All three GaAs devices have

temperature-dependent effects which are completely re-

peatable over many cool-downs from room temperature.

To date the largest correction to /?„, necessary to extrap-

olate from the 1.2-0-K values, has been (0.026 ± 0.002)

ppm.

No current dependence nor current breakdown phenom-

ena 1 12) were observed for the three GaAs devices for /

< 25.5 //A, so no correction for finite current is required.

Table I summarizes the assigned uncertainties; the total

root sum square (rss) uncertainty for each measurement

system is typically ±0.020 ppm.

V. Quantum Hall Effect Results

Fig. 3 shows comparisons of / = 4 quantum Hall resis-

tances of the three GaAs devices with that of a nominal

6,453.20-fi reference resistor during a 34-month time pe-

riod starting in May 1983. These data are independent of

the Hall device, the Hall probe set, the magnetic field di-

rection, and the measurement system once the appropriate

offset, gain, and temperature-dependent corrections are

made. A weighted linear least squares fit, which takes into

account the total uncertainty of each measurement, shows

that the resistance of this particular reference resistor is

increasing at a rate of (0.045 ± 0.003) ppm per year.

This unusually small and linear drift rate enables us to

continuously monitor the reliability of the two measure-

ment systems.

VI. Step-Downs to the NBS Ohm
To monitor the NBS ohm, the nominal 6,453.20-0 ref-

erence resistors must be calibrated in terms of the set of

MONiroRiNC ThC NBS OHM USING thc ojontum houl errecT

1983 ISe-l 19fl5 I9BS

Fig. 4. Monitoring as a function of time the value of /?/y(4) expressed as

a difference in ppm from a reference value of 6,453.20 Qnbs- (These data

indicate that the U.S. legal ohm, Ombs, is decreasing by ~ (0.05 ±0.02)
ppm per year.

)

TABLE 11

Estimated lo (68-Percent Confidence Level) Uncertainties for the
Step-Downs TO THE U.S. Legal Ohm, R„ -*

Sources of Uncertainty Uncertainties (
ppm

)

(j]{£ Resistance Measurement Uncertainty 0.020

Resistance Scaling Uncertainty 0.044

Self-Heating of Reference Resistors 0.020

ROOr-SUM-SQUARE TOTAL ( ppm
)

0.052

five 1-fl resistors which define Onbs- This is done in two

stages: the first uses a 6,453.20 to 100-fi series/parallel

Hamon network configuration [13] consisting of eight

800-fi resistors plus a series-connected 53.2-12 resistor;

the second uses a 100 to 1-12 Hamon network consisting

of ten 10-12 resistors. Transfers from 6,453.20 to 1 12nbs

are currently estimated to have an uncertainty of ±0.044
ppm [9].

The current used in the step-downs is 1.25 mA for the

6,453.20-12 reference resistors, whereas it is 25.5 /xA in

the quantum Hall effect resistance comparisons. The ref-

erence resistors are maintained in constant-temperature air

baths, which enhance the self-heating effect in the refer-

ence resistors. The self-heating increases the temperature

of the silicone fluid at higher currents. This typically pro-

duces a ( ±0.02 ± 0.02)-ppm correction to the value of

the 6,453.20-12 reference resistors in the step-down pro-

cedure.

Measurements involving the entire sequence (quantum

Hall resistance comparisons with nominal 6,453.20-12 ref-

erence resistors and then step-downs to 12nbs have been

made over a 31 -month interval commencing in August

1983. Fig. 4 shows the results of these measurements to

date. The total la rss uncertainty is typically ±0.052 ppm
for each datum, as indicated in Table II.

The data of Fig. 4 show the first direct evidence that

12nbs is decreasing with time. A weighted linear least

squares fit yields a drift rate of (0.054 ± 0.021 )
ppm per

year, but data must be accumulated over a longer time
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span in order to reduce the uncertainty and to verify that

the drift is indeed linear.
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Abstract—Results from NBS experiments to realize the ohm and the

watt, to determine the proton gyromagnetic ratio by the low field

method, to determine the time dependence of the NBS representation

of the ohm using the quantum Hail effect, and to maintain the NBS
representation of the volt using the Josephson effect, are appropriately

combined to obtain an accurate value of the fine-structure constant and

of the quantized Hall resistance in SI units, and values in SI units of

the Josephson frequency-to-voltage quotient, Planck constant, and el-

ementary charge.

1. Introduction

TO COMPARE critically predictions of quantum elec-

trodynamics (QED) with experimental results often

requires an accurate value of the fine-structure constant a
which is independent of QED. For example, a highly ac-

curate, QED-independent value of o: is necessary for ob-

taining a theoretical value of the electron magnetic mo-
ment anomaly from QED for comparison with the

experimentally determined value of Og [1].

Under the assumption that the quantized Hall resistance

/?H as measured using a quantum Hall effect (QHE) device

is equal to h j e'^ {h is the Planck constant and e is the

elementary charge), there are at present two virtually in-

dependent ways of obtaining a reliable, QED-independent

value of q: from high precision experiments in the field of

electrical metrology [2]. The first is to use the QHE and

a direct realization of the ohm by means of a calculable

capacitor to determine /?h = h/e~ in SI units, that is, in

ohms;

a = ^ioc/2R^^ ( 1)

where hq = ^ir x 10“^ N/A“ exactly, is the permeability

of vacuum and c = 299 972 458 m /s exactly, is the speed

of light in vacuum.

Manuscript received June 10, 1988.
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The second involves the use of the relation

oi^ = 2^QR^yp/{^p/ ^XQ) R^^Ei ( 2 )

where T?* is the infinite mass Rydberg constant, yj is the

proton gyromagnetic ratio (the prime indicates a spheri-

cal, pure H2O proton nuclear magnetic resonance or NMR
sample at 25°C), is the magnetic moment of the

proton in units of the Bohr magneton, R^^ = h / e~ is again

the quantized Hall resistance, and Ej is the Josephson fre-

quency-to-voltage quotient and is assumed equal io2e I h.

Although (1) and (2) both involve /?h, they do so in

very different ways. Equation (1) requires R^ in SI units,

whereas (2) has the important property that it is indepen-

dent of the electrical units used, that is, it holds if 7J, /?h.

and E] are measured in SI units, or if 7J is determined by

the weak or low-field method [3] and it, R^, and Ej are

measured in terms of the EMF of an arbitrary battery and

the resistance of an arbitrary resistor. Because of this

property, method two does not require the direct realiza-

tion of an SI electrical unit. Since the two methods in-

volve radically different experiments but can yield a val-

ues of comparable uncertainty, each can serve as a critical

check on the other.

Equation (1) is also noteworthy. Since juq and c are ex-

act quantities, it implies that if a is known with a certain

fractional uncertainty, /?h will be known in SI units (i.e.,

ohms) with the same fractional uncertainty. This is sig-

nificant because the Comite Consultatif d’Electricite

(CCE) of the Comite International des Poids et Mesures

(CIPM) has decided to recommend that starting on Janu-

ary 1, 1990, practical or laboratory representations of the

ohm be based on the QHE using an adopted value of /?h

in agreement with the SI value. This value is to be se-

lected by the CCE at its September 1988 meeting and is

to be used by all those laboratories which choose to base

their ohm representation on the QHE [4].

Similarly, the CCE has decided to recommend that

starting on January 1 , 1990, all those laboratories that base

U.S. Government work not protected by U.S. Copyright
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their practical or laboratory representation of the volt on

the Josephson effect use a new value of the Josephson fre-

quency-to-voltage quotient Ej = 2e fh 'in agreement with

the SI value. This value, which is to replace the one sug-

gested by the CCE in 1972 and used by most countries,

is also to be selected by the CCE at its September 1988

meeting [4].

II. NBS Measurements

We have been carrying out a number of experiments at

NBS that are now yielding results and bear on the issue

of a reliable value of a, and of /?h ^rid Ej in SI units.

These are:

1) maintenance of the NBS representation of the volt

K^bs using Josephson 1-V arrays [5];

2) determination of the NBS representation of the ohm

^nbs (which is based on the mean resistance of five

Thomas-type wire-wound resistors) in ohms using

the NBS calculable capacitor [6];

3) determination, of the time dependence of the NBS
representation of the ohm ^nbs through comparisons

with the quantized Hall resistance [7];

4) determination of the NBS electrical representation

of the watt ITnbs = ^nbs/^Inbs >tt watts by equating

electrical and mechanical power using a moving-coil

force balance [8];

5) determination of by the low field method,

7p(low), in terms of the NBS representation of the

ampere /I^bs “ ^nbs/Onbs using a specially con-

structed 2.1-m long, single-layer, precision sole-

noid 19].

Two remarks about these determinations are in order.

First, to minimize the contribution of uncertainties asso-

ciated with laboratory electrical standards to the final un-

certainties of the experiments, a great deal of effort is de-

voted to the problem of standards calibration and

monitoring. The goal is to ensure that ^nbs and the ref-

erence resistors used in the 7 p
(low) and f^Nes experi-

ments are well known in terms of and that the Zener

voltage references used in these two experiments are well

known in terms of Ej. Because of the need for close ties

between these artifact standards and the invariant refer-

ence resistance and voltage provided by the quantum Hall

and Josephson effects, and because the QHE and Joseph-

son effect apparatus are located in a building 1 .5 km from

that in which the y'^ (low) and ITnbs apparatus are located,

this aspect of the experiments is not at all trivial. It re-

quires the coordination of a number of different measure-

ment systems and the collaboration and cooperation of

many individuals. We are fortunate at NBS to have all of

these efforts in one group and believe that the complexity

and diversity of these five experiments precludes them
from being undertaken at a single institution other than a

national standards laboratory.

Second, the values of we shall actually use to eval-

uate (1) and (2) are based on the same measurements of

/?H in terms of Onbs- Consequently, the two resulting val-

ues of a are not completely independent and the small

correlation between their uncertainties should be consid-

ered when comparing them or when combining them to

obtain a single “best” value of a. Similarly, in principle

the value of Ej obtained from the determination of

is correlated with both values of o: through ^nbs or"

and in the case of the value of a obtained from (2),

through E,,jbs well. These correlations (and others) are

all taken into account in the calculations of Section III as

appropriate.

III. Data, Calculations, and Results

A. Data

Since July 1, 1972 [10], the NBS representation of the

volt Knbs has been based on the Josephson effect via the

relation

^nbs = ^j-nbs/^j (3a)

with the following exact adopted value for the Josephson

frequency:

t^j-NBs = 483 593.420 GHz. (3b)

Beginning February 10, 1987 [5], Josephson arrays have

been used to implement this definition of E^bs an

inherent one standard deviation uncertainty of 0.0089

ppm, where ppm = part-per-million or 1 part in 10^.

(Throughout, all uncertainties are meant to correspond to

one standard deviation estimates.)

Based on a realization of the ohm using the NBS cal-

culable capacitor having a mean date of May 17, 1988, it

was found that [6]

^Inbs = “ (1.594 ± 0.022) ppm] U. (4)

Since August 1983, Onbs been monitored in terms

of the quantized Hall resistance Eh the quantum Hall

effect. If we write in analogy with (3a)

Ones “
^h/''k-nbs (3)

where the dimensionless quantity t^.nbs is equal to the

numerical value of Eh expressed in Ones* then the result

of the monitoring may be written as [7]

''k-nbs
= 25 812.8

[
1 + ( 1.842 0 ± 0.01 1 6) ppm

-h (0.052 9 ± 0.004 0)

X (/ - 0.778 5) ppm/yr] (6)

where t is measured in years from January 1, 1987 and

the intercept and slope uncertainties are uncorrelated. (The

quantity where the subscript K stands for von

Klitzing, the discoverer of the QHE, is time dependent

because Cnbs is based on the mean resistance of five time-

varying artifact resistance standards. This is in contrast to

Knbs which is based directly on the Josephson effect rather

than on a group of electrochemical cells.)

Measurements of ^Enbs = ^^nbs/Rnbs losing the NBS
moving-coil force balance having a mean date of May 15,
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1988 yielded [8]:

t^NBs = [I - (16.69 ± 1.33) ppm] W. (7)

Measurements of 7p(low) in terms of oc /I^bs =

I^nbs/Onbs 2 mean date of April 3, 1988 gave the

result [9]:

7j(low) = 2.675 133 76(29)

X 10^s“' Tnbs (0.11 ppm). (8)

(Here Tnbs^ the NBS representation of the tesla, is di-

rectly proportional to /Inbs since it is based on a precision

solenoid of known dimensions carrying a current known

in terms of /I^bs-)

B. Calculations

For numerical convenience, here and throughout the re-

mainder of this paper we consider the inverse fine-struc-

ture constant a~' — 137 =
1 /a rather than a. For ease

of comparison, we present results in the form o;"' =

cr°
I [ 1 -I- ( A ± e )

ppm ] which is equivalent to /?h = /?o [ 1

-I- ( A ± e) ppm], where oq ' = 2 R^/ ^iqC = 137.035 959

5 • •
• exactly and Rq = 25 812.8 exactly. Similarly,

we give Ej = 2 ^//z in the form fj = fo [
1

^
' ± e

'

)

ppm] with Eq = 483 594 GHz/V exactly, for ease of

comparison with the value suggested by the CCE in 1972

which numerically is 483 594 x 10^ [1 1].

With the aid of (5), (1) may be written as

a. ' = 2/?h//^o<^ = (2/mo<") 'r-nbsOnbs (9)

where it is assumed that the values for Tk.nbs ^nbs
correspond to the same time t. Using the value of t^.nbs

given by (6) on the mean date of the NBS ohm realization,

and the value of ^nbs given in (4), we obtain from (9)

a"' = ao'[\ + (0.280 ± 0.024) ppm] (10a)

= 137.035 997 9(32) (10b)

/?H = 25 812.807 23(61) (10c)

In a similar fashion, with the aid of (3a) and (5), (2)

may be written as

^ ~
{ (Mp/mb) ''k-nbsU-nbs /2fioRooypi\ow)y^^ (11)

where as usual { } indicates numerical value only. Using

the value of Tk.nbs given by (6) on the mean date of the

NBS 7p(low) measurements, the value of j^j.nbs given in

(3b), 7p(low) as given in (8), the 1986 CODATA rec-

ommended value for Upl (fractional uncertainty =

0.011 ppm) [3], and R^ = 10 973 731.573(4) m"' (frac-

tional uncertainty = 0.0004 ppm) [12], a more up-to-date

and accurate value than that of CODATA, (11) yields

a’’ = ao'[\ + (0.178 ± 0.037) ppm] (12a)

= 137.035 984 0(51) ( 12b)

/?H = 25 812.804 60(95) Q. ( 12c)

This result does not agree as well as one would like with

that obtained from the realization of the ohm as given in

(10); the two differ by (0. 102 ± 0.043 ) ppm or 2.37 com-
bined standard deviations. All relevant calculations and

corrections are being reviewed in an attempt to under-

stand the significance of this difference.

The values of a”' given in (10) and (12) involve the

assumption that ‘s a measure of h j
e~

and thus of q:~‘

((12) also requires the assumption 2e jh — fj). A value

of independent of this assumption (but still requiring

the assumption 2e /h = E^) can be obtained from our data

via the following relation derived by using (1) to elimi-

nate /?H from (2):

(«-')' = (I3a)

which may be written as

q:
' =

{
c(^p//xb) t'j.NBs/4-/?oo^NBs7p(^r)w)

I
. (I3b)

For historical reasons, the value of a”' obtained from

(13b) is often referred to as the “Josephson junction value

of alpha.” Using the result

d^H^s/dt =
(
-0.052 9 ± 0.004 0) /xfi/yr ( 14)

implied by (6) to correct the value of given in (4) to

the mean date of the 7' (low) measurements, (3b) for

»^j-NBS» (8) for 7p(low), the 1986 CODATA value for

lip/ fis, and the above value of Ra>, we find'

= ao '

[
1 + (0. 127 ± 0.056) ppm] ( 15a)

= 137.035 977 0(77) (15b)

/?H = 25 812.803 29(145). (15c)

Equation (15) also differs from (10) by 2.37 combined

standard deviations, as do (12) and (15) with each other.

The reason is that the three values are highly interdepen-

dent; any two of (9), (11), and (13b) determine the third.

(The correlation coefficient of (10) and (12) is 0.040; of

(10) and (15), —0.170 and of (12) and (15), 0.978.)

To obtain fj from the measurement of IFnbs in watts,

we first use the relation IF^bs = f^NBs/ilNBS ^nd (3a), (5),

and (1) to write

“ *^J-NBs/flNBS ^NBS (^^a)

= *^J-NBS^K NBs/^H i^NBS ( 1 6b )

= 2 z'J.nbs'‘k-nbs/mo<^c>: 'IF^bs- (16c)

Using (14) to correct the result for Q^bs given in (4) to

the mean date of the IF^bs measurements, (3b) for z'j.nbsi

and (7) for IF^bs, 've find from (16a)

Ei = £o[ 1 + (7.94 ± 0.67) ppm] ( 17a)

= 483 597.84(32) GHz/V. ( 17b)

'Taking dQf^„^/di from quantized Hall resistance measurements does

not negate the indep)endence of this value of a”' from the assumption

= h/e'. The only assumption required is that is time-independent.
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Alternatively, we may use (16b) with tk.nbs ^om (6) and

from (12c). The result is

E] = Eq[ \ + (7.99 ± 0.67 ) ppm] (18a)

= 483 597.87(32) GHz/V. ( 18b)

If we repeat this calculation using from (15c), we ob-

tain

E] = foil + (8.02 ± 0.67) ppm] (19a)

= 483 597.88(32) GHz/V. (19b)

The differences among these three values of Ej see ((17)-

(19)) are small compared to the uncertainties of the three

values, which are completely dominated by the 1.33-ppm

uncertainty of 1T,sjbs. Hence, the differences among the

values of /?h discussed above are not critical to deriving

a value of Ej from IT^bs-

C. Final Results

To obtain a single best value of (or equivalently,

/?H ) and of fj from the NBS data, and subsequently values

of h and e from these best values, we use the method of

least squares as employed in fundamental constants ad-

justments [3]. Taking a"' and Ej as the adjustable con-

stants or unknowns, the observational equations for the

three measured quantities OnbS’ 7p(Iow), and IT^bs are

“ (2/mo<^) ''k-nbsOnbs

^ ~
{ (Mp/mb) ''k-nbs^j-nbs/2^o^oo7p(1o'^)

}

(20b)

^ ~ 2 j^j.nbs^k-nbs/mo<^^nbs (20c)

which follow from (9), (11), and (16c). Then since /?h
=

/xoCq:~'/2 = hj and E^ = 2e lh~

h = 4//?h£? (21a)

e = 2 //?hG- (21b)

It is apparent from (20) and (6) that = 0) and

dr^-ms/dt (i.e., the intercept and slope of (6)) could be

taken as adjustable constants in addition to a”’ and Ej.

We choose not to for the following reason: because of

their comparative simplicity and the extended period over

which they have been carried out (i.e., about five years),

we believe that at present, our quantized Hall resistance

measurements are inherently more reliable than our other

measurements (i.e., Onbs ^^d 7p(low)), more so perhaps

than is indicated by their a priori assigned uncertainties.

Consequently, we do not believe = 0) or

^^k-nbs/<^^ should be subject to adjustment. Moreover,
because of the structure of (20a)-(20c), taking these two
quantities as adjustable constants yields identical values

for a ' and £j. In addition, the adjusted value of

‘In principle, to calculate properly the uncertainty of h and e. the co-

variance of a '

and £j, which is one of the outputs of the adjustment, must
be taken into account.

= 0) would be only 0.0034 ppm smaller than the input

value from (6) (0.3 standard deviations of the latter); and

the adjusted value of t^r^.NBs/^^ would be only 0.0004

ppm/yr smaller than the input value from (6) (0.1 stan-

dard deviations of the latter).

To solve (20a)-(20c), we use; 1) (6) to calculate

'"k-nbs the mean dates of the OnbS’ 7p(low), and IT^bs

measurements as before, 2) the values given above for

these quantities as well as for i^j.nbS' Mp/a^B’ R^,, and

3) the correlated error least squares approach [13]. This

latter method is employed to take into account the ap-

proximate 0.012-ppm uncertainty in r^-Nss common to all

three equations; some comparatively small systematic un-

certainties associated with resistance measurements com-

mon to the Ry^, OnbS’ 7p(low), and IT^bs experiments; and

for completeness the ().0089-ppm uncertainty in imple-

menting the definition of I^nbs common to (20b) and (20c).

(All of these were also taken into account in the calcula-

tions of the previous section.)

The difference between the values of a"' from ^nbs
and 7p(low) indicated above (see (10) and (12)) is appar-

ent in the least-squares treatment; the statistic “chi

square" (x‘) for the adjustment is 5.60 compared with

its expected value of/ = 1 ( / is the number of degrees of

freedom ); the Birge ratio is /?b = [

X
'// 1

' " = 2.37 com-

pared with its expected value of 1. The probability that

this value of x‘ has occured by chance is about 1.8 per-

cent. The resulting adjusted value of o"' is oq'II +
(0.252 ± 0.020) ppm].

The above value of x" arises entirely from the differ-

ence between the two values of q:~'; B^nbs does not con-

tribute to x^ or to the determination of a"' since q:“'£j

oc
1 / 1T|sjbs (see (20c)) and (20a) and (20b) do not involve

Ej. Thus a one variable (i.e., q:“’) least squares adjust-

ment involving just Onbs ^^d 7p(low) ((20a) and (20b))

yields the same adjusted value for a"' and also has x“ =

5.60 for/ = 1 with Rg = 2.37. If Rq = 2.37 is used as a

multiplicative scale factor for the uncertainties of the one

variable adjustment data so that x' has its expected value

of 1,^ and if the two variable (i.e., and Ej) adjust-

ment is then repeated with these expanded uncertainties

for (20a) and (20b) with the result that x" for this adjust-

ment also has its expected value of 1, we find

= ao'[\ -b (0.252 ± 0.048) ppm] (22a)

= 137.035 994 0(65) (22b)

= 25 812.806 50( 123) Q (22c)

= Eo[l + (7.96 ± 0.67) ppm] (2.1a)

= 483 597.85(32) GHz/V (23b)

= 6.626 070 4(88) x lO”''' J • s (1.33 ppm)

(24)

'The adjusted value of a 'is unchanged but its uncertainty is increased

to 0.048 ppm = 2.37 x 0.020 ppm.
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(o ’ - 137.03000] X 10^

0.596 0.597 0.598 0.599 0.600

I

—,—^—,—.—I—,—,—,—^—I—I—^—.—I—I—^ 1 I i

\
^

Ah

-

25 812 n {(ly

0.800 0.802 0.804 0.806 0.808

{{f^/R^or a’/OoV 11* in®

Fig. 1. Comparison of values of Rh and a"' discussed in the text. (Rq =
25 812.8 n, oo ' = 2Rq/hqC = 137.035 959 5 • • •

.) Starting from the

bottom of the figure, the equation number of the value as given in the

text is: (10). (12). (15), (22), (26). The least squares value, (22). is

shown with and without its uncertainty increa.sed by the scale factor R^
= 2.37; see text. (As a comparison aid, the most accurate value (26)

and its uncertainty are indicated by dashed and full lines, respectively,

as well as by the usual point and error bars.)

Ej 483 590 GHzA/ (GHzA/)

7.50 8.00 8.50 9.00

1 ppm
NPL

• W,

* Ld3St

""""
* W, 'p)

i- i.... . J

7.00 8.00 9.00 10.00

((Ej/483 594 GHzA') - 1] x 10®

Fig. 2. Comparison of values of fj discussed in the text. Starting from the

bottom of the figure, the equation number of the value as given in the

text is: (17)-(19). (23). (27), (28). (As a comparison aid. the most ac-

curate value (28) and its uncertainty are indicated by dashed and full

lines, respectively, as well as by the usual point and error bars.)

e = 1.602 176 70(107) x 10"'^ C (0.67 ppm).

(25)

In Figs. 1 and 2 we graphically compare the principal

values of a“' and Ej obtained throughout this paper from

our data. Also included in Fig. 1 is the highly accurate

but still preliminary QED value of a"' obtained by Ki-

noshita from the electron magnetic moment anomaly

[14]:

a"‘(ae) = ao~'[l + (0.232 1 ± 0.008 0) ppm] (26a)

= 137.035 991 4(11) (26b)

Eh = 25 812.805 99(21). (26c)

If this value of Eh is used to calculate a value of Ej from

(16b), the result is

Ej = Eo[l + (7.97 ± 0.67) ppm] (27a)

= 483 597.85(32) GHz/V. (27b)

This value is also included in Fig. 2 as is the most precise

result reported to date, that obtained by Kibble et al. [15]

at the National Physical Laboratory (NPL), U.K., from

their version of the moving-coil watt realization experi-

ment:

Ej = Eo[1 + (8.070 ± 0.077) ppm] (28a)

= 483 597.903(37) GHz/V. (28b)

It should be borne in mind while examining Figs. 1 and

2, especially Fig. 2, that the NBS values are highly inter-

dependent. Indeed, all the values of Ej except that of NPL
are essentially the same value since the uncertainty of

ILnbs is so overwhelmingly dominant.

IV. Conclusion

We have presented a detailed analysis of the currently

available NBS results from ongoing experiments to real-

ize the ohm, to realize the watt, to determine the proton

gyromagnetic ratio by the low field method, to determine

the time dependence of the NBS representation of the ohm
using the quantum Hall effect, and to maintain the NBS
representation of the volt using Josephson 1-V arrays.

Either of our values for a"' and thus Eh in SI units as

derived from (1) and (2) (see (10) and (12)) is more ac-

curate than any QED-independent value presently avail-

able. This is even true of our least-squares adjusted value

with expanded uncertainty, (22). All three values agree

with the highly accurate QED value of a~' from the elec-

tron magnetic moment anomaly, (26), since the difference

from a”'(a^) for each is less than two combined standard

deviations. However, the two values derived from (1) and

(2) differ from each other by somewhat more than two

combined standard deviations. Every effort will be made

in the near future to understand if this difference is sig-

nificant.

Our values for Ej, /?, and e have rather larger uncer-

tainties than their 1986 CODATA recommended counter-

parts, although they are quite consistent with them. How-
ever, it is expected that when the room-temperature

magnetic field-generating solenoid of the NBS watt real-

ization experiment is replaced by a specially constructed

superconducting solenoid, the uncertainties of the NBS
values will be reduced by between a factor of 15 and 50.

This would make them the most accurate values avail-

able.

S-288



CAGE et al.: NBS DETERMINATION

References

[1] T. Kinoshita, “The anomalous magnetic moment of the electron and

the quantum electrodynamics determination of the fine-structure con-

stant.” IEEE Trans. Insiruin. Meas., vol. lM-36. pp. 201-204, June

1987.

[2] B. N. Taylor, “Impact of quantized Hall resistance on SI electrical

units and fundamental constants,” Metrologia, vol. 21, pp. 37-39,

1985.

[3] E. R. Cohen and B. N. Taylor, “The 1986 adjustment of the funda-

mental physical constants,” Rev. Mod. Phys., vol. 59, no. 4, pp.

1 121-1 148, Oct. 1987.

[4] P. Giacomo, “News from the BIPM,” Metrologia, vol. 24. pp. 45-

51, 1987.

[5] R. L. Steiner and B. F. Field, “Josephson array voltage calibration

system: Operational use and verification,” IEEE Trans, lustrum.

Meas., pp. 296-301, this issue.

[6] J. Q. Shields, R. F. Dziuba, and H. P. Layer, “New realization of

the ohm and farad using the NBS calculable capacitor.” IEEE Trans.

Instrum. Meas., pp. 249-251. this issue.

[7] M. E. Cage, R. F. Dziuba, C. T. Van Degrift, and D. Y. Yu, “De-

termination of the time dependence of fiiMBs using the quantized Hail

resistance.” IEEE Trans, lustrum. Meas., pp. 263-269, this issue.

[8] P. T. Olsen, R. E. Elmquist, W. D. Phillips, E. R. Williams, G. R.

Jones. Jr., and V. E. Bower, “A measurement of the NBS electrical

watt in SI units.” IEEE Trans, lustrum. Meas.. pp. 238-244. this

issue.

[9] E. R. Williams, G. R. Jones, Jr., Ye Sheng, Liu Ruimin, H. Sasaki,

P. T. Olsen, W. D. Phillips, and H. P. Layer, “A low field deter-

mination of the proton gyromagnetic ratio in H^O,” IEEE Trans. In-

strum. Meas., pp. 233-237, this issue.

( lOj B. F. Field, T. F. Finnegan, and J. Toots, “Volt maintenance at NBS
via 2elh: A new definition of the NBS volt,” Metrologia, vol. 9,

pp. 155-166, 1973.

[11] J. Terrien, “News from the Bureau International des Poids et Me-
sures,” Metrologia, vol. 9, pp. 40-43, 1973.

[12] P. Zhao, W. L. Lichten, H. Layer, and J. Bergquist, “New value for

the Rydberg constant from the hydrogen Balmer-/? transition.” Phys.

Rev. Lett., vol. 58. no. 13, pp. 1293-1295, Mar. 1987; Erratum, no.

23, p. 2506, June 1987.

[13] M. G. Natrella, Experimental Statistics, National Bureau Standard,

Handbook 91 USGPO, Washington, DC, 1963, pp. 6-22-6-26.

1 14] T. Kinoshita, “Accuracy of the fine-structure constant,” IEEE Trans.

Instrum. Meas., pp. 172-175, this issue.

[15] B. P. Kibble, 1. A. Robinson, and J. H. Beiliss, “A realization of the

SI watt by the NPL moving-coil balance,” NPL Rep. DES 88, Na-

tional Physical Lab., Teddington, U.K., May 1988, 54 p.

S-289





T-IM/38/2/1/26007

A Low Field Determination of the Proton
Gyromagnetic Ratio in Water

Edwin R. Williams

George R. Jones, Jr.

Sheng Ye

Ruimin Liu

Hitoshi Sasaki

P. Thomas Olsen

William D. Phillips

Howard P. Layer

Reprinted from
IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT

Vol. 38, No. 2, April 1989

T



\



IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT. VOL. 38, NO. 2, APRIL 1989

A Low Field Determination of the Proton

Gyromagnetic Ratio in Water

EDWIN R. WILLIAMS, member, ieee, GEORGE R. JONES, JR., SHENG YE, RUIMIN LIU,

HITOSHI SASAKI, P. THOMAS OLSEN, member, ieee, WILLIAM D. PHILLIPS,

AND HOWARD P. LAYER

Abstract— measure the proton gyromagnetic ratio in H 2O by the

low held method, 7;;(low). The result y^dow) = 2.67 513 376 10* s"'

7nbs (0.11 ppm), leads to a value of the hne structure constant of a“‘

= 137.0 359 840 (0.037 ppm) and a value for the quantized Hall re-

sistance in SI units of = 25 812.80460 0 (0.037 ppm). To achieve

this result, we measured the dimensions of a 2.1-m solenoid with an

accuracy of 0.04 pm, and then measured the NMR frequency of a water

sample in the held of the solenoid.

1. Introduction

A fter completing a measurement of 7^ ( low ) in

1979 [1] we began building an entirely new

apparatus to further improve our measurements and con-

sequently test quantum electrodynamic (QED) theory

more stringently. We now report the first results of this

latest effort.

The low field method of measuring the proton gyro-

magnetic ratio in H2O, 7p(low), involves two experi-

ments. (The prime indicates that a spherical sample of

pure H2O at a temperature of 25°C is used.) First, we
measure the dimensions of a precision single-layer sole-

noid by an inductive technique in which the position of

the current in the wire is located [1], [2]. In the second

part, we measure the proton precession frequency Wp by

standard NMR techniques. 7^ (low) is then obtained from;

7p(low) = where ^ is the coil constant equal to

the magnetic flux density for unit current calculated from

the measured dimensions and I is the current in the sole-

noid. The motivation for improving the accuracy of

7p(low) comes from its important contribution to our

knowledge of the values of the fundamental constants,

particularly the fine structure constant a, since

-I ^ { [^hIlab

I 2^o^»[7;]lab j
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and, therefore, the quantized Hall resistance /?h, since

[^hIlab [2^/^]
Ru =

'/3

LAB
( 2 )

/’'LAB

because of the current interest in adopting a value of

as a representation of the ohm. In these equations /xo is

the permeability of free space, c is the speed of light in

vacuum, ftp / is the magnetic moment of the proton in

units of the Bohr magneton, and /?» is the Rydberg con-

stant for infinite mass. These quantities are known to a

few parts in 10^ or better. Note that the three electrical

constants Rh, 2e /h, and y'p must be measured in the same

laboratory (LAB) units, and that there is a cube root de-

pendence on the measured quantities. Moreover, (1) and

(2) do not depend on any direct measurement of SI elec-

trical units. Therefore, our more accurate value of 7^ will

help test the quantum Hall theory and the ac Josephson

effect theory, as well as help to test QED.
The principal uncertainty in our previous determination

was caused by the measurement of the solenoid diameter.

For this new experiment we constructed a 2.1-m long by

0.295-m diameter solenoid. This longer solenoid allows

us to employ a compensation technique which eliminates

the need for an accurate measurement of the mean sole-

noid diameter.

II. Reducing the Sensitivity to Diameter

The magnetic field of an ideal infinite helical solenoid

has two favorable properties: the field inside is uniform,

and the magnetic field is independent of the diameter, as

it depends only on the number of turns per unit length

(sometimes called the pitch). For solenoids of finite

length, we have developed a compensation technique

which retains these properties of field uniformity and re-

duced sensitivity to coil diameter when measuring the field

at the center of the solenoid. This is accomplished by hav-

ing five current sources, each of which puts current into

segments of the solenoid as shown in Fig. 1. Using a

computer program, we found many useful configurations

and chose the one that gives a field uniform to better than

0.2 ppm within a spherical volume 8 cm in diameter, with

an insensitivity to solenoid diameter similar to that of a

1.5-km long solenoid. In effect, the extra current in the

end windings compensates for the finite length of the

U.S. Government work not protected by U.S. copyright
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Fig. 1. Compensation scheme for obtaining an “infinite” solenoid for

NMR measurements. By using five current sources connected as indi-

cated, a magnetic field is produced that is both uniform to 2 parts in 10®

over a 6-cm diameter sphere and essentially independent of the average

diameter of the solenoid. Leakage between the five current sources must

be kept very low.

solenoid. The solenoid has to be long enough as otherwise

it is difficult to find a useful solution using practical cur-

rent levels. Therefore, we built this longer solenoid for

our present experiment. This single layer solenoid is

wound on a fused silica form, and the grooves in the form

have been hand lapped in order to achieve high uniformity

in the radius and pitch. The wire is gold-plated copper and

was drawn through a die directly onto the silica form to

ensure wire uniformity and roundness. The solenoid pitch

is 1.058 mm/tum and the wire diameter is 0.8 mm. Fig.

2 shows how uniformly it was constructed. With this

solenoid and our compensation technique, we greatly re-

duce the need to measure the diameter. However, sole-

noid radius variations and pitch variations are still the

critical dimensions that must be measured in order to cal-

culate the magnetic flux density.

III. Dimensional Measurements

The magnetic techniques used to measure the solenoid

radius variations and the axial position (pitch) variations

have been described in earlier papers [l]-[3], so we will

just summarize the method here. An ac current with a spe-

cial wave form [2], [3] is injected into the turns being

measured (we measure ten at a time), and a voltage is

induced into five coils wound on another fused silica form

(see Fig. 3). Coils A, A', B, B' have about 600 turns each,

while coil C has 300 turns, and the entire probe system

can be moved along the solenoid axis. Coils A and A’ are

wired in opposition and form a linear differential trans-

former that has a sensitivity to axial displacements of 0.01

^m. As we move the current injector from one set of ten

turns to the next, a laser interferometer measures the dis-

placement of the pick-up coil assembly between succes-

sive null readings. This displacement is a measure of the

distance between the centers of current of the measured

turns. At the same time the other three coils are used to

measure the radius variations. The voltage induced in coil

C is inversely proportional to the radius of the activated

turns, while the voltages B and B’ are directly propor-

tional. The number of turns in coil C is adjusted to cancel

the sum of coils B and B'

.

Therefore, the total small volt-

age difference is very sensitive to radius changes, yet in-
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Fig. 2. Radius variations (top) and axial position variations (bottom) in

micrometers versus wire number (
— 1 mm/tum). The radius variations

are with respiect to the center wires. For the axial variations a uniform

pitch of 1.058 588 mm/tum has been subtracted from the laser interfer-

ometer readings at each wire number.

Fig. 3. System used to measure the dimensions of the solenoid by deter-

mining the axial position and radius variations of the wires. The five

coils A, A' , B, B', and C are attached to a fused silica tube and can be

pushed or pulled along the axis of the solenoid. Coils A and A' locate

the axial position of the injected current, and coils B, B', and C form a

diameter-to-voltage transducer. Mirrors M and M' are part of a laser

interferometer. The fused silica straight edge is used to guide the five-

coil probe and forms part of the vacuum chamber.

sensitive to axial position. This three-coil radius-to^volt-

age transducer has a sensitivity of 0.01 /xm. We calibrate

it by having extra turns at the end of the solenoid that have

50 ^m greater diameter than the main solenoid. A 10-

percent error in this calibration produces a 0.016-ppm un-

certainty in y'p. When measuring both the axial position

and radius variations, it is necessary to measure the effect

of horizontal and vertical displacements of the probe coils

as well as changes in the probe’s horizontal and vertical

angle. The corrections that must be made for each of these

departures from the axis have a quadratic dependence on

the radius variations, so we position the probe at the peak

of these curves and define this to be the center. Correc-

tions are applied for motions off this center, but in all

cases they are less than 0.3 ^m and their uncertainties are

at least ten times less. A bubble level is used to measure

the departure from straightness as the current injector

travels along the solenoid. The laser used was calibrated

on a daily basis against an iodine stabilized laser [4].

Using these magnetic induction techniques we mea-

sured the solenoid radius variations and axial position

variations as a function of turn number. Our technique

measures the average position of ten turns, so the 2100
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Fig. 4. Difference between radius variations (top) and axial position vari-

ations (bottom) from measurements before and after the NMR measure-

ments (should be zero in an ideal case). The error bars represent the

standard deviation achieved in one data set.

turns are measured as 210 positions. A pitch of 1.058 588

mm/tum has been subtracted from the axial measure-

ments, and the result is plotted in Fig. 2. Fig. 4 shows

the difference between one measurement set carried out

on May 2-4, 1988, just after the NMR measurements and

a set carried out on March 27-28, Just before the NMR
measurements. Only the critical region between ±300
turns was measured on the later occasion. The error bars

represent the standard deviation of the four measurements

taken for each wire in the March set. From each of these

measurement sets we calculate a correction to the mag-

netic flux density as shown in Fig. 5. Five such data sets

were taken, three before the NMR measurements and two

after. The standard deviation of these five is 0.019 ppm
(

=

0.009) for the axial variations correction and 0.009

ppm (a„ = 0.004) for the radial variations correction.

From the dimensional measurements we can also calcu-

late the gradient in the magnetic field along the axis. The

dashed curve in Fig. 6 is the gradient in the magnetic field

so calculated. We will compare these gradients to those

measured with NMR.

IV. NMR Results

We have resolved a major systematic error that pre-

vented us from reporting a preliminary result for 7^ at the

CPEM’86 meeting. We discovered and eliminated a time

dependent leakage current that was caused by high volt-

age breakdown when we reversed the current through our

solenoid. This leakage current passed directly between the

solenoid terminals, so that it was difficult to detect even

though it was large 10~^ A).

We measure the NMR using a 3.5-cm diameter water

sample. The 52-kHz frequency is detected by a tuned pick-

up coil having 800 turns wound in sections in a spherical

arrangement. Helmholtz RF drive coils have 5 turns per

section and are perpendicular to the detector coil. Both

detector and drive coils are perpendicular to the solenoid

field. A frequency synthesizer is used to sweep through

the 0.015-Hz wide resonance. A lock-in amplifier detects

both the in-phase and quadrature signals. The sensitivity

of the result to the accuracy of setting the phase is 0.022

ppm/deg, and the phase can be adjusted to ±1.5 deg.

Wire No.(min/tum)

F'g. 5. The correction to the magnetic field due to the radius and axial

position data from one of five such measurement sets. Corrections are in

parts per million of the field and must be summed.

Fig. 6. The 3.5-cm sphere of water is used to measure the gradient of the

magnetic flux density. The NMR data are the points plotted as x’s. They

are a measure of the field averaged over the entire volume. The dashed

sloped curve is the contribution to the gradient caused by the solenoid

imperfections and is calculated from the dimensional measurements of

the solenoid. The other two curves are the gradients calculated taking

account of ail compensation currents and imperfections along the axis of

the solenoid or 1 cm radially displaced from it.

We used this NMR detector to measure the flux density

gradient along the axis, but first we calculated the linear

gradient produced by unbalancing the two 0.05-A current

sources in Fig. 1. The solid curve in Fig. 5 is a sum of

all predicted gradients along the axis while the double

dashed curve is that predicted 1-cm off axis. The 3.5-cm

sample averages the field over its volume, so the gradient

measured via NMR (the jc’s with error bars) agrees with

the calculated gradient.

In testing for systematic effects we found that different

detector coils produced different results. One coil was

loaned to us by Vigoureux of NPL and another by Wey-
and of PTB, and we also used two NBS coils. To measure

the correction for the susceptibility of the detector coil we
designed another coil which was wound directly on the

water sample like the PTB coil, but was small enough to

fit inside the other coils. We then measured the NMR fre-

quency with and without the coil under test. Table 1 shows

that after correcting for the susceptibility of the detector

coil, all coils give similar results. The susceptibility mea-

sured for the NBS no. 1 coil is in agreement with that

measured for the 1979 experiment by another method.

T-235



IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT. VOL. 38. NO. 2. APRIL 1989

TABLE I

Susceptibility Measurements

Coil name Susceptibility

Correction to B
(ppm)

Difference from
NBS No. 2

(ppm)

NMR
difference

(ppm)

NBS No. 2 -0.033 ± 0.045 0 0

NBS No. 1 -0.068 ± 0.072 -0.035 ± 0.08 +0.080 ± 0.08

NPL +0.273 ± 0.05 +0306 ± 0.06 +0322 ± 0.12

PTB -0.472 ±0.1

We used the NBS no. 2 coil for the final data taking

because its spherical shape gives a more uniform filling

factor. We measured the critical l-Q resistor against the

NBS reference group just before and just after the NMR
measurement, and the standard deviation of the measure-

ments was 0.009 ppm. A 1.5-km long cable connecting

the yp and the Josephson voltage standard laboratories was

used each day in between NMR measurements to calibrate

our Zener voltage reference against le/h. One key fea-

ture of this cable is a coaxial guard system that has current

flowing in the guard coaxial shield [5]. This guard re-

duces leakage by between 10-100 times, but even with

the guard current off, the voltage transfer changed by only

0.01 ppm. Fig. 7 is a plot of the daily average of the NMR
frequencies with error bars indicating the standard devia-

tion of the day’s average. The standard deviation of these

daily averages is 0.052 ppm and represents one of the

largest sources of error. We do not use the standard de-

viation of the mean because this is a daily average and we
have not carried out systematic tests to higher accuracy.

Although the long-term day-to-day scatter of the Zener

diode reference does not affect the NMR observations, the

short-term hourly scatter may be a significant contribu-

tion. We would like a better voltage reference. The tem-

perature coefficient of the solenoid, 0.495 ppm/°C mea-

sured by NMR data and 0.496 ppm/®C by dimensional

measurements, is consistent with the nominal value for

the expansion of fused silica.

V. Corrections for Iron

By moving an iron object closer to the solenoid during

the NMR measurements and knowing that its systematic

falls off as the 6th power of the distance, we can correct

for the objects required near the experiment. The largest

such correction ( —0.0018 ppm) is required for the pump
that circulates a fluorocarbon cooling fluid to a shower

that controls the solenoid temperature. The iron in the

ground around the nonmagnetic facility must also be ac-

counted for. Fig. 8 shows a set of coils that were con-

structed to measure both the earth’s iron content and the

solenoid susceptibility. Current from the special wave-

form used in the dimensional measurements is passed

through the inner and outer coils in opposite directions.

Their turns ratio has been chosen such that a very small

voltage is induced in the middle coil, but the two coils

have as large a qet dipole moment as possible. The image
currents produced by this dipole in the earth can be de-

lected as we move the three coil assembly closer or further

Fig. 7. The NMR readings, averaged over each day. The error bars are

the standard deviation of that day’s measurements. The unweighted mean
is 12.97 ± 0.052 ppm (a„ = 0.016 ppm).

Fig. 8. The coil assembly used to determine the susceptibility of the Earth.

Current in the inner and outer coils produces only a small flux in the

center detector coil, which detects flux from currents in the Earth.

Signal vs. distance above ground

Fig. 9. A log-log plot of the voltage induced in the susceptibility detector

coil versus height above the ground. The solid line has a slope of exactly

3 thus showing a cubic dependence on distance.

from the earth. Fig. 9 is a log-log plot of the detected

voltage as a function of distance above the earth just out-

side the room housing the solenoid. The line has the slope

of three predicted by the cubic dependence in the distance

from an infinite permeable sheet. By performing such

measurements from 0.5 to 1.2 m underneath the solenoid

we obtain a correction to y'p of ( —0.12 ± 0.03 ppm) for

the solenoid position which is 2.7 m above the ground.

Our solenoid is manufactured from fused sand, so iron

impurities are possible although the manufacturer prom-

ised they would be small. In the center of the coil assem-

bly used to measure the earth’s susceptibility there is a

sufficiently large flux density, and the hole is large enough

to insert our 29-cm diameter solenoid. We, therefore, cal-

ibrated the assembly with a material of known suscepti-

bility such as ethyl alcohol and measured the change off

voltage induced in the detector coil as we placed a 10-cm

section taken from the end of the solenoid inside the as-
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sembly. We also measured a section of the fused silica

vacuum chamber. Fickett of NBS/Boulder also calibrated

small core sections taken from another section. The mea-

sured susceptibilities all agree with the accepted suscep-

tibility of pure fused silica. The correction calculated

using this value of susceptibility is negligible because the

five current configuration also makes this correction ap-

proach the zero correction of an infinite cylinder.

VI. Results and Conclusions

Table II summarizes most of the corrections that must

be applied to calculate y'p and the corresponding estimates

of uncertainty if appropriate. The dimensional measure-

ments, the NMR measurements, and the various calibra-

tions all contribute about 0.05 ppm each. Thus no one

item is presently limiting the accuracy of the results. Our

value for y'p is

7p(low) = 2.67 513 376 x 10* (0.11 ppm) s”' Tnbs-

In another paf>er [6] we compute the following quantities

that are derived from this work and compare them to other

measurements:

from (1): = 137.0 359 840(51) (0.037 ppm)

from (2): = 25 812.80 460(95) (0.037 ppm).

This value of a agrees with the QED value, the differ-

ence being ( -0.054 ± 0.038 ppm), but differs by some-

what more than two combined standard deviations from

the NBS absolute ohm realization, the difference being

( -0.102 ± 0.043 ppm). In Fig. 10 we have plotted our

value of y'p along with the values that were considered in

the 1986 adjustment of the fundamental physical con-

stants [7]. The agreement with the precise QED value is

satisfying, but the ’-difference between our value and the

NBS ohm value, which also has a relatively small uncer-

tainty, is disconcerting. We plan to continue our mea-

surements to test further for any errors. This result pro-

vides one of the most accurate routes for measuring

SI units and will help ensure that the value adopted for

is near its SI value.

For convenient future reference, we express our value

of y'p in terms of representations of the volt and ohm based

on the following adopted values of the Josephson fre-

quency to voltage quotient and the quantized Hall resis-

tance:

= 25 812.807 n

2e/h s 483 597.9 GHz/V.

These values are those likely to be adopted by the Comite

Consultatif d’ Electricity, CCE, for basing practical rep-

resentations of the volt and ohm on the Josephson and

quantum Hall effects. The result is

7;(low) = 2.67 515 427 X 10* s”' 7“' (0.11 ppm).
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