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ABSTRACT

Fiber-reinforced polymer (FRP) composites, in the form of pultruded laminates or built-up

woven fabrics, are being used widely to strengthen existing concrete and masonry structures. The

success of these materials in performing their intended functions depends, to a large extent, on

how well they are bonded to themselves and to the substrate. There is a need for an efficient and

reliable method to detect and characterize defects at the substrate interface and within multi-ply

systems. Infrared thermography is well suited for this purpose because it is inherently sensitive

to the presence of near-surface defects and can interrogate large areas efficiently. Before infrared

thermography can be developed into a standard methodology, however, an understanding is

needed of the effects of testing parameters and different types of defects. This report focuses on

establishing the potential for quantitative infrared thermography, that is, not only detecting but

also characterizing subsurface flaws. Numerical and experimental methods are used to

investigate the effectiveness of infrared thermography to estimate the width of subsurface flaws

in fiber-reinforced polymer laminates bonded to concrete.

First, a dimensional analysis of a simplified case of one-dimensional heat diffusion in an infinite

half space is performed to establish the parameters that affect the thermal response of the test

object. The results from the dimensional analysis identified the factors that had to be

investigated in the parametric study.

Next, the finite-element method is used to carry out parametric analyses of the thermal response

of simulated defects in fiber-reinforced polymer laminates applied to a concrete substrate. In this

study, a “defect" is an air gap between laminates, at the laminate/substrate interface, or in the

substrate. The aim is to assess the potential for quantitative infrared thermography in not only

detecting a flaw but also being able to describe its physical characteristics. Six parametric studies

are presented, namely: 1 ) relationships between the thermal input, the maximum signal, and the

maximum surface temperature; 2) effect of thermal material properties of FRP composites and

concrete; 3) effects of flaw depth and the number of FRP layers; 4) effect of flaw thickness; 5)

effect of flaw width and estimation of flaw width; and 6) a multi-parameter screening study to

determine relevant factors. From these simulations, procedures are established for selecting the

thermal input and estimating the flaw depth and width.

The third component of the investigation focuses on laboratory studies. Controlled-flaw

experiments are performed to evaluate the potential of infrared thermography testing to

quantitatively assess subsurface flaw in FRP bonded to concrete. First, a qualitative test is

successfully performed to evaluate the potential for detection of each simulated flaw embedded

in the test object. The next two experiments involve quantitative thermography testing of an air

void embedded at the interface between a pultruded FRP laminate and the concrete substrate. A
comparison between the quantitative infrared thermography test and finite-element simulations

of the same test is also performed. Good agreement between experimental thermal response

parameters and those calculated from finite-element models provides assurance of the validity of

parametric studies based on numerical simulations. Controlled-flaw experiments are also

performed to verify the procedure for estimating the width of subsurface flaws. Good agreement

is found between the estimated and actual flaw dimensions. Data smoothing is shown to be

effective in removing “noise" from measured temperature profiles. An experimental screening

experiment is earned out to determine the relevant factors affecting the thermal response of the
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controlled-flaw specimens. The results indicate that the depth of the flaw is the only relevant

factor affecting the time to maximum signal. Finally, an experiment is performed to determine

the degree of repeatability of infrared thermography testing and the assessment of adequate

sampling rate. It is concluded that sampling rates of 1 Hz are adequate for quantitative

evaluation of FRP bonded to concrete.

The results of investigation provide demonstrable evidence of the potential of infrared

thermography to characterize the depth and width of flaws (air voids) embedded in FRP
composites bonded to concrete.

Keywords: Building technology
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Chapter 1

Introduction

1.1 Background

The trend in civil engineering is toward the development of high-performance structures that

incorporate advanced materials. Moreover, the up front application of advanced materials in civil

engineering structures incorporates the use of fiber composites. Fiber-reinforced polymer (FRP)

composites are two-phase engineered materials that combine high performance fibers within a

polymer matrix. These advanced materials are characterized by their high strength, high

stiffness, low density, and durability. Consequently, wide application of advanced composites

may allow engineers to design innovative structures.

Most FRP materials are generally used as thin elements or structural subsystems. In civil

engineering applications, FRP composites are undertaking a major role in the rehabilitation of

existing civil infrastructure. Rehabilitation involves the repair and strengthening of functional or

structural deficiencies of structural components. For this purpose, composite layers or laminates

are primarily bonded to existing reinforced concrete and masonry structures using adhesives such

as epoxy resins. The primary purpose of bonded FRP composites is to enhance the structural

capacity of the rehabilitated structure.

However, the major factor that contributes to the optimum performance of the composite system

is the quality of bond between the FRP and the concrete or masonry substrate. For example, in

beam and wall applications, fabricators must be able to guarantee bond and sufficient

development length and anchorage of the FRP laminates. Yet, standard quality control

procedures to assess the integrity of FRP composite systems still need to be developed for civil

engineering applications. Ultimately, quality control of the final product is a requirement for the

successful implementation of any new material in structural engineering systems.

Furthermore, the final mechanical properties of FRP composites are affected by environmental

aspects such as temperature, moisture, and contaminants. As such, the quality of a FRP
composite is influenced by the manufacturing process and where (factory vs. in situ) the

composite is fabricated. For civil structures, installation and curing of FRP composites occur

typically in the field rather than in a controlled environment. Generally, installation involves

manual application of fabric and resins. Thus, there is potential for high variability of the final

product unless appropriate quality control procedures are used. Composite thickness.
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interlaminar adhesion, and substrate bonding must be carefully monitored. Additional defects

intrinsic to this process are air voids and contaminants, which may accelerate the formation of in-

service delaminations and debonds in the FRP composite.

A variety of techniques exist for installation of external FRP composite systems. The most

common techniques in civil engineering applications are wet lay-up, prepreg, precured shells,

resins infusion, and pultruded sheet. Figure 1.1 illustrates some of the applications of FRP
composites for rehabilitation of civil engineering structures.

Column wrapping using wet lay-up Column wrapping using precured shell

Beam reinforcement using pultruded sheet Wall reinforcement using prepregs

Fig. 1.1 Examples of applications of FRP composites for rehabilitation purposes

Lay-up using fabric, tape, or tow is probably the most used technique (Karbhari et al., 1998). The

installation process is simple: fiber fabric or tow is wrapped or wound around the structural

member; resin is then impregnated using a wet bath. The primary advantages of this technique

are that it provides the maximum flexibility for installation and is economical. Because

installation involves manual application of fabric and resins, variability of the final product is to

be expected. Air voids and contaminants are defects intrinsic to this process.



Prepreg laminates are sheets of resin-preimpregnated fibers. Prepreg lay-up is similar in

installation procedure to wet lay-up. These laminates are also manually placed on the structural

element. Although, generally more expensive than wet lay-up systems, prepreg systems are more

consistent and have fewer defects. Additionally, prepregs need high curing temperatures, which

produce higher glass transition temperature of their matrices. Despite the benefits of using

prepregs, researchers claim that the application of these composites to masonry walls may be

difficult due to the inherent stiffness of the plies (Christensen et al., 1996).

Precured shells are manufactured in a factory and then bonded in the field. The primary

application of these jackets is for retrofitting of columns. The controlled fabrication process

assures the quality of the FRP shell. However, adequate bonding of the shell to itself and to the

concrete structure is critical.

The resin infusion process is a recently developed installation method. Dry fibers are first

applied to the structure (primarily columns) and then followed by infusion of resin using a

vacuum. Resin infusion systems are cured at ambient temperatures. Low glass transition

temperature is a disadvantage. This technique achieves higher uniformity in the composite than

wet lay-up.

Finally, the pultrusion manufacturing method allows fabrication of continuous cross sectional

components (rods, laminates, channels, etc.). Pultruded FRP composites are manufactured at the

factory and externally bonded to the concrete structure in the field. Pultruded composites are

mostly used in beam applications where thin strips are bonded to the tensile faces. Due to the

high quality control at the factory, these FRP systems posses high uniformity and a minimum
amount of defects within the composite but they must still be bonded to the structure in situ.

1.2 Motivation

FRP composites bonded to concrete are, by their nature and installation method, prone to high

variability of thickness and other internal anomalies. Effective quality control methods for these

composite systems must provide quantitative information regarding the thickness and fiber

content of the applied composite and amount, location, and size of defects at any given time

through the life of the structure. In addition, FRP composites are starting to be widely used

without a complete understanding of the structural mechanics and durability properties of these

materials. The inherent danger of erroneous expectations about the capabilities of FRP
composites is an incentive for the development of reliable nondestructive testing techniques.

Nondestructive testing (NDT) methods together with mechanics and durability studies should be

able to predict structural reliability and material integrity and thus allow for prioritization of the

maintenance of civil infrastructure.

Nondestructive testing techniques for FRP composites are widely researched and used in the

aerospace industry for both manufacturing quality control and routine maintenance inspection.

Yet, the quality of the manufacturing process, sizes of the structures, boundary and

environmental conditions, and available budget for inspection of aerospace structures are quite

different from those of civil structures. Thus quality control of composite materials used in civil

engineering applications requires the development of reliable and economical NDT techniques

and standard test methods for this particular application.
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Nondestructive testing techniques can be categorized into two major groups: electromagnetic

methods and mechanical vibration methods. Likewise, electromagnetic methods are subdivided

into nuclear, radar, thermographic, magnetic, and electrical. Mechanical vibration methods

include ultrasonics, acoustic emissions, acousto-ultrasonics, vibration methods, and coin tap

testing.

Nuclear NDT methods such as radiography (X-rays) are of limited use in the inspection of fiber

reinforced polymers. The method has been tried for the determination of structure composition,

density, permeability, thickness, fiber volume ratio, and moisture content, among others. The

method does not detect interlaminar defects such as voids, debonds, and delaminations. The

primary reason why interlaminar defects are not detected is that such flaws are perpendicular to

the X-ray beam making detection nearly impossible. Debonds can not be detected because the

absorption of the adherent is generally very high. The only solution for optimum inspection is the

introduction of radio-opaque penetrants (Bar-Cohen, 1986). However, penetrants require surface

breaking and are highly toxic.

The bases for radar testing are very simple. A beam of electromagnetic energy is transmitted to

the structure. Portions of the energy are transmitted through the structure, and the remaining

energy is reflected back from each boundary (surface, layer, or flaw) encountered (Malhotra et

al., 1991 ). An example of radar methodology is short-pulse radar, which uses microwave energy.

This method is used for the evaluation of delaminations and water content in concrete.

Additionally, thickness, density, fiber orientation, volume ratio, material degradation, and flaws

of FRP composites can be inspected using short-pulse radar. However, radar technology needs

further improvements in antenna resolution for its application to FRP composites bonded to

concrete structures.

Thermographic techniques (infrared thermography, liquid crystal thermography, etc.) consist of

applying heat to the structure and observing the temperature gradients on the surface of the

specimen. Infrared thermography is best suited for detection of anomalies near the surface of the

specimen. Thus, detection of internal anomalies in thin FRP composites bonded to concrete is

possible. In civil applications, current infrared thermography testing of FRP composites is

focused on qualitative assessment of the state of the structure. The reason for the qualitative

nature of the results is the complex relationship between the variables affecting the thermal

response of the bonded assemblies.

Three examples of magnetic testing are magnetic induction, flux-leakage method, and nuclear

magnetic resonance or magnetic resonance imaging (MRI). Both magnetic induction and flux-

leakage testing are only effective for ferrous materials. Thus, testing of FRP composites is not

feasible. Nuclear magnetic resonance is widely used in other fields such as medicine. Only small

specimens can be tested in a lab environment, hence making this method irrelevant for civil

engineering applications.

Eddy-current is the most popular electrical technique for testing FRP composites. Two basic

methods are used to determine the stacking sequence, or direction of the fiber: resistive eddy-

current path and resistive capacitive eddy-current path. In the resistive eddy-current path

technique, electric current passes from one fiber to another at the points of contact. On the other

hand, the resistive capacitive eddy-current path method allows for an interfiber capacitive path in

4



addition to the resistive path. Since the method requires a conductive material, glass fiber

reinforced polymers cannot be tested. This method can determine the stacking sequence in

carbon fiber reinforced polymers (CFRP). Eddy-current testing is also limited to composites with

high fiber-volume ratio. An additional disadvantage is that eddy-current methods are insensitive

to porosity, delaminations, and other nonconductive inclusions in the material.

Ultrasound techniques such as pulse echo, impact echo, impulse response, surface waves, and

plate wave method are widely used in civil engineering inspections. In this technique, a stress

pulse is introduced to the surface using a transmitter. After the introduction of the pulse, a series

of compression waves travel through the depth of the specimen. Waves are reflected to the

surface by cracks or ply interfaces giving quantifiable data about the state of the material.

Currently pulse echo is the most successful ultrasonics methods for testing composite materials

in aerospace applications. Pulse echo techniques can determine the thickness of FRP composites

and their elastic modulus. However, due to the high attenuation of FRP composites, only low

frequencies can be used to test these materials.

Acoustic emission testing records elastic stress waves generated by localized cracking in the

structure. Analysis of the wave propagation gives the location of damage in the structural

member. Although the method is widely used in lab and factory settings, field use is limited.

Acousto-ultrasonic methods are similar to ultrasonic techniques.

Dynamic or vibration methods include techniques such as resonant frequency, pulse velocity,

and lamb-wave methods. The resonant frequency method evaluates the dynamic elastic modulus

of the structure using its fundamental frequency. This technique requires a transducer to be

acoustically coupled to the test object using a liquid couplant. The geometry of the structure or

test object directly affects the resonant frequency. The transducer produces a standing wave in

the test object. The presence of an internal flaw changes the pattern of the standing wave in the

material. Although successful in aerospace structures, this method is limited to laboratory size

specimens. The primary reason for the small specimen size is that small defects have little effect

on the natural frequency of a large structure. Therefore, resonant testing is usually conducted on

individual structural components to detect localized damage.

The coin tap test is widely used for the detection of flaws in FRP such as delaminations and

debonds. This method is simple, inexpensive, and requires minimum instrumentation. However,

the test is a point test method and qualitative in nature. Quantitative techniques are currently

being investigated and developed at the Center for NDE at Iowa State University (CNDE. 1999).

An example of a potential quantitative technique is the Computer-Aided Tap Tester (CATT).

Two optical techniques show potential for testing FRP composites: laser doppler vibrometer and

shearography. The laser doppler vibrometer technique is based on the local-membrane vibration

of the composite laminates at the location of an internal flaw. The vibration is produced by

exciting the FRP composite using piezoelectric actuators. The surface of the test object is then

scanned with a laser. The method is able to detect debonds between the substrate and the FRP
composite. However, the surface of the test object needs to be covered with reflecting tape in

order to produce the required doppler effect.



Shearography is based on the principles of laser interferometry. As such, it requires the

superposition, or in this case the subtraction, of two speckle patterns of the test object under

different strain conditions. This technique employs a single laser beam, which is expanded and

projected onto the surface of the test object. An image of the surface of the test object is taken

with the shearography camera before the loading is applied. This camera incorporates a

bifringent lens that shifts the recorded image. The specimen is then loaded to produce the

needed strain. The strain condition may be produced using various techniques such as vacuum

stressing, thermal stressing, and vibrational excitation. A second image of the loaded specimen is

recorded and subtracted from the before-loading image. The image processing produces a series

of fringes that quantify the amount of strain in the test object. Research has shown that internal

flaws are detectable using shearography (der Hovanesian et al., 1995). The technique also allows

for the estimation of the depth of the anomaly. The primary inconvenience of this technique is

the high cost of the equipment.

The final nondestructive testing technique is infrared thermography. This method is based on the

measurement of the radiation emitted by the object under transient heat flow. This radiation is

related to the fourth power of the surface temperature of the test object. Internal flaws produce

significant changes in the thermal diffusion pattern of the object. These changes affect the

surface temperature above the flaw compared with the temperature above sound material. By
measuring the surface temperature, the presence of a subsurface flaw is revealed.

All of these NDT methods have advantages and disadvantages. The best technique to detect and

characterize a defect depends on critical flaw size, the size of the structure being tested, and the

environment in which the inspection is carried out. Successful implementation of any NDT
method requires the technique to be accurate, cost efficient, and easy to use. The technique

should be able to detect the size, type, and location of expected flaws. In addition, for civil

engineering applications, the ideal inspection technique must allow for in situ and preferably

global testing. Global testing refers to the ability to measure the characteristic of the complete

structural element from a single measurement.

Nondestructive testing of FRP composites presents a variety of difficulties due to material

characteristics such as anisotropy, high electrical resistance, variable ultrasonic attenuation, and

non-magnetic properties. Thus, uncommonly used methods like infrared thermography may be

more suitable for testing FRP composites than most traditional testing methods based on sonic

and electromagnetic wave propagation techniques.

The simplicity and global testing nature of infrared thermography makes it an ideal method for

civil engineering inspections. Infrared thermography has already been used to assess the integrity

of structural systems. Present inspection of bonded FRP composites using infrared thermography

is focused on qualitative rather than quantitative estimates of the state of the structure. Current

inspection data are not being exploited fully because of the lack of knowledge about the

relationship between variables affecting the thermal response of the bonded laminates, lack of

standard data collection protocols, and insufficient understanding of radiometric theory by

thermography inspectors (Connolly, 1991).

In order to allow widespread use of thermography for quantitative assessment of FRP applied to

concrete and masonry structures, a standard test method is needed. To develop such a standard.
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it is necessary to develop a greater understanding of the factors affecting the thermal response of

thin layers of FRP composites bonded to concrete or masonry .

1.3 Research Objectives

Infrared thermography (IR) is an inspection method currently used successfully to locate

subsurface flaws in FRP laminates bonded to concrete (Hawkins et al., 1999). Trial case studies

performed by the FHWA and New York DOT (Alampalli et al., 2001), among others, confirmed

that infrared thermography is a promising NDE method considering testing speed and ability to

detect flaws. Inspections using infrared thermography, however, are primarily focused on

qualitative assessment of the state of the structure. The qualitative nature of the results is due to

the complex relationships between the variables affecting the thermal response of the bonded

laminates. Nevertheless, the need for defect characterization, not just defect detection, demands

research in quantitative infrared thermography. Knowledge of the fundamental parameters

affecting heat transfer and infrared thermography testing is needed to develop the foundation for

quantitative thermographic inspection of civil structures. Therefore, experimental and analytical

studies are needed to determine the capabilities and limitations of IR thermography for

quantitative assessment of FRP bonded to concrete or masonry.

This doctoral report focuses on experimental and analytical studies to establish the scientific

bases for the development of a standard methodology for using infrared thermography in

nondestructive evaluation of concrete and masonry structures strengthened with FRP composites.

1.4 Research Approach

The research project had three phases. The investigation starts with a literature search, which

includes an overview of civil engineering applications of FRP composites, various

nondestructive evaluation methods, and a review of infrared thermography (its theoretical

principles and recent research).

The second phase of the investigation focuses on analytical studies including non-dimensional

analysis and extensive parametric studies involving numerical simulation of infrared

thermography testing. The finite element method is used in the parametric studies.

The final phase of the research project was controlled-flaw laboratory studies, which involved

the fabrication and testing of specimens with simulated flaws in FRP laminates bonded to

concrete substrates.

1.5 Outline of Report

This report is composed of six chapters, including this introductory chapter.

Chapter 2 summarizes the theoretical principles of infrared thermography. Relevant studies are

reviewed and outlined from an extensive literature survey. The literature review focuses on

numerical modeling, using finite-element and finite-difference methods, of infrared

thermography testing.
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Chapters 3 and 4 present analytical studies of thermal evolutions typical of infrared

thermography testing. Chapter 3 develops the dimensional analysis of the simplified heat

transfer problem of a multi-layer semi-infinite space subjected to a heat flux pulse. The results

from the dimensional analysis help to identify the relevant variables for the parametric study of

Chapter 4.

Chapter 4 presents analytical studies of the main parameters affecting thermal evolution in

infrared thermography testing by using finite-element modeling. Both single-parameter and

multi-parameter investigations are carried out. The primary objective of the single-parameter

study is to investigate the effect of each factor on the thermal response during thermography

testing. The following investigations are performed for the single-parameter studies:

• Effect of thermal input;

• Effect of thermal material properties;

• Effect of flaw depth;

• Effect of flaw thickness; and,

• Effect of flaw width.

The multi-parameter study investigates which parameters that characterize subsurface flaws

(depth, thickness, and width) have the greatest effect on the thermal responses.

Chapter 5 focuses on experimental research and validation of theoretical models. This chapter

summarizes procedures involving construction of controlled-flaw test specimens, design and

construction of test apparatus, determination of input heat flux, determination of material

emissivity, and infrared thermography testing. Qualitative and quantitative thermography tests

are described. Results from testing of a subsurface air void are compared with finite-element

simulations to verify the validity of the numerical modeling from Chapter 3. Also, a simple

procedure for flaw width estimation is validated. Next, a screening experiment is carried out to

verify the results from the multi-parameter analytical investigation described in Chapter 3. The

chapter concludes with the results of an investigation involving test repeatability and effect of

sampling rate.

Chapter 6 summarizes the results of the analytical and experimental studies of the report.

Conclusions are drawn and topics for future research are recommended.
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Chapter 2

Literature Review

2.1 Introduction

Infrared thermography is being used successfully for defect detection in fiber-reinforced polymer

(FRP) laminates bonded to concrete. Current inspections using infrared thermography are

focused on qualitative assessment of the presence of flaws. This qualitative nature of the

inspections stems from the complex relationships between the variables affecting the thermal

response of the bonded laminates.

This chapter summarizes the theoretical principles behind infrared thermography nondestructive

testing. Additionally, the state-of-the-art in quantitative infrared thermography is examined

through a literature survey of previous research. The literature review focuses on numerical

simulations of IR thermography. This survey concentrates on applications from the aerospace

and manufacturing industries because of the lack of research on quantitative infrared

thermography inspection of civil structures.

2.2 Theoretical Principles

Infrared thermography, as a tool for flaw detection, is based on the principle that heat transfer in

any material is affected by the presence of flaw's or any other change in material thermal

properties. Figure 2.1 is a schematic of a concrete substrate w'ith several FRP laminates applied

to the surface. There is a flaw' within the FRP layer and this flaw affects the flow of heat into and

out of the FRP-concrete composite. The difference in heat flow' through the flawed and unflawed

regions causes localized energy differences on the surface of the test object, which can be

measured using an infrared detector or radiometer. Through data processing, the measured

infrared radiation is transformed into a surface temperature distribution and recorded in the form

of thermograms (isotherm plots). Thermal anomalies in the thermogram indicate the presence of

subsurface flaw s in the test object.

The relation between surface temperature and emitted radiation is based on the Stefan-

Boltzmann (Eq. 2.1) and Wien displacement (Eq. 2.2) principles (Ede. 1967), as follows
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radiant intensity (W/m-

);

emissivity of the test object (dimensionless quantity);

Stefan-Boltzmann constant (5.67xl0~
8 W/(nr-K4

));

absolute temperature (K);

wavelength of the maximum radiation intensity (pm); and,

Wien displacement constant (2897 pm-K).

Equation 2.1 indicates that the emitted radiation is a nonlinear function of temperature, and

Eq. 2.2 indicates that the wavelength of the peak intensity decreases with increasing temperature.

At near room temperatures, the wavelength is in the infrared region of the electromagnetic

spectrum. The emissivity is a property of the surface and has a value between zero and one. An
emissivity value of one is found in perfect emitters such as a black body.
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Fig. 2. 1 Schematic of the infrared thermography method to detect presence

of a flaw based on surface temperature differences

Infrared thermography is subdivided into two major testing approaches: passive IR

thermography and active IR thermography. The difference between the two approaches is that

an external thermal stimulus is required for active thermography, while in passive thermography

the specimen itself is the source of the thermal stimulus. Passive thermography usually involves

steady state thermal conditions and active thermography generally involves transient heat

transfer conditions. Flaw detection and characterization in civil engineering structures require

active thermography. In addition, defect characterization requires the use of time-resolved IR
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thermography. Using this technique, the surface temperature of the test object is monitored and

analyzed as a function of time, instead of being monitored statically at only one particular point

in time.

Infrared thermography is currently used for defect detection in FRP laminates bonded to concrete

(Hawkins et al., 1999). Inspections using infrared thermography are mostly qualitative in nature

because of the complex relationships among the variables affecting the thermal response of the

bonded laminates. Defect characterization, however, requires quantitative or time-resolved

thermography.

Quantitative characterization of internal anomalies requires the study of the transient heat

transfer phenomenon. Starting with the general case, the thermal evolution in a material is

governed by the theory of diffusion (Lienhard, 1981) as follows:

V • KVT + Q = pc— (2.3)

dt

where,

V
K
V
T
O

P
c

t

divergence operator;

heat conductivitv tensor;

gradient operator;

temperature;

internal heat generation;

density;

specific heat; and,

time.

The term “thermal evolution" refers to the spatial and temporal distribution of temperature

within the test object. If the change in the conductivity tensor is relatively small with respect to

the temperature of the material, Eq. 2.3 simplifies to

k(V 2t)+Q = pc— (2.4)
V y

dt

where,

V' = Laplacian operator.

For example, in the Cartesian coordinate system, the Laplacian is defined as

VY d
2T d

2T d
:T

dx
2

dy
2

dz
2

(2.5)

When heat is applied suddenly to the surface of an object, transient heat flow occurs until

thermal equilibrium is reached. During transient heat flow, the temperature at any point in the

object changes with time. If the object has large dimensions perpendicular to the direction of

uniform heat input and the area of uniform heat input is large compared with the depth, heat

flows parallel to the input, and the problem is reduced to one-dimensional heat flow. One-
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dimensional transient heat flow theory states that the temperature within the object changes in a

nonlinear manner upon a step change in surface temperature, as follows (Lienhard, 1981):

r„=r. + (r,-r_) erf
y

2^fat
( 2 .6 )

where,

Tj - temperature at any depth y in the object;

T^ - applied constant temperature at the surface of the specimen;

Tj = initial temperature of the solid;

erf = the Gaussian error function for ( );

t = time; and,

a = thermal diffusivity of the material.

Thermal diffusivity is defined as

where,

k

P
c

k
a =—

pc

thermal conductivity;

density; and,

specific heat.

(2.7)

Thermal diffusivity affects how fast a material changes temperature under transient conditions.

The nonlinear behavior described in Eq. 2.6 is illustrated in Fig. 2.2. Figure 2.2 shows the

temperature history at various depths of a concrete slab initially at 0 °C after a constant

temperature of 10 °C is applied at the surface.

In summary, during transient heat transfer through an object, surface temperature changes caused

by internal anomalies in the material are time dependent. Surface temperatures depend on the

thermal input, elapsed time, and the type, size, and depth of the defect. The surface temperature

distribution is established by measuring the emitted radiation using an infrared camera. Accurate

measurement of the surface temperature distribution depends on knowing the value of the

emissivity of the surface and on environmental “noise” such as atmospheric attenuation and air

movement.

12



Fig. 2.2 Example of nonlinear behavior of

thermal evolutions

2.3 Literature Review

This section presents a summary of a literature review of research involving infrared

thermography testing. The review indicates that, from an analytical point of view, most

researchers have investigated infrared thermography using numerical simulations. Since infrared

thermography is a versatile testing technique, this section summarizes only investigations of

interest, primarily those involving FRP composites or multi-layer systems.

2.3.1 Closed-Form Versus Numerical Analytical Studies

Looking back at the diffusion principle, Eq. 2.3, solution of the governing equation is simple,

and of closed form, for linear one-dimensional heat flow. Most engineering situations, however,

involve complex geometries and boundary conditions that must be considered in their analysis.

Additionally, when the thermal flow encounters a buried flaw, heat begins to flow in other

directions in addition to the original direction, which was normal to the surface of the object.

Simple closed-form analytical solutions are unattainable once the thermal phenomenon involves

two-dimensional and three-dimensional transient heat transfer. Numerical modeling is the only

analytical method capable of simulating realistic heat transfer problems. Furthermore, numerical

analysis provides approximate solutions to the complex model within a small percentage of the

exact solution. Thus, high accuracy could be easily achieved if the analytical model is properly

defined. In the past, the main disadvantage of numerical simulation, particularly for complex

geometries, has been the large computation time and data storage space required to obtain the

solution. These problems have become trivial, however, due to the advances in both computer

processing power and data storage.
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In the field of nondestructive testing, numerical modeling is used to simulate experimental data,

confirm test results, evaluate potential testing procedures, and aid further developments in the

field. Numerical methods are effective resources for gaining an understanding of test results and

improvement of testing methods. Past research has focused on the evaluation of the various

parameters that influence thermal evolution.

2.3.2 Summary of Investigations

Recent analytical investigations of heat transfer applied to infrared thermography have provided

some general conclusions regarding diagnostic capabilities of this NDT method. The parameters

investigated include material properties, attributes of anomalies, thermal stimulation, observation

time, and testing mode. Brief descriptions of conclusions from parametric studies using

numerical methods are discussed in this section.

2.3.2a Material Properties

Since active thermography is based on transient thermal evolution, the thermal response depends

on the elapsed time and on the material properties of the materials tested. Thermal conductivity

and diffusivity are the primary material properties that affect thermal response of an object.

Based on the thermal properties and the time dependency of thermal evolution, deeper anomalies

in a material are detected later (Cielo et al., 1987) and with decreased contrast (Allport et al.,

1988)

(2.8)

(2.9)

where,

t = detection time;

z - depth of the anomaly; and,

dc - detection contrast.

a

Based on this dependency of defect depth and detection time, time-resolved infrared

thermography is required for quantitative measurement of anomalies in the object. Detection

contrast is defined by Allport et al. (1988) as

dc =
T, ~ T„

T„

( 2 . 10 )

where,

Td = surface temperature above the defect; and,

Tb = surface temperature in the background.
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Thermal conductivity and diffusivity are the primary material properties linked to thermal

diffusion and thus, to the thermal response of a particular material. These two material

properties are particularly important for the detection of internal flaws using infrared

thermography. For example, Vavilov et al. (1993) reported that a 10 % increase in thermal

conductivity of the sound material tends to enhance the temperature contrast, and thus,

detectability, by 10 %. Increases of thermal diffusivity by 10 %, however, may amplify the

contrast only 5 %. Hence, thermal conductivity is the main property affecting temperature

contrast between sound and flawed areas. Furthermore, considering the material properties of the

flaw itself, thermal conductivity again proves to be far more important than diffusivity for defect

detection.

Thermal diffusivity is the primary material property affecting detection time. Materials with

high thermal diffusivity are difficult to inspect using infrared thermography due to the fast

thermal response of the material. Looking at a particular engineering application, Connolly

(1991) reported that low thermal diffusivity coatings bonded to high thermal conductivity

substrate produce high defect detectability. On the other hand, defect detectability on specimens

with high thermal diffusivity coatings and low diffusivity substrate was significantly lower. The

primary reason for the low detectability was that the fast thermal response experienced at the

surface of the specimen was difficult to capture.

Considering the temporal effects on thermography, Vavilov et al. (1993) stated that observation

time is short for materials with high diffusivity because of their fast thermal response. In

agreement with Connolly ( 1991 ) they noted that high diffusivity materials are difficult to inspect

using infrared thermography. CFRP composites are materials with a medium value of

diffusivity. Thus, capturing thermal evolutions of CFRP with infrared equipment may be a

complex task.

Three-dimensional heat diffusion effects through the material tend to produce rounding or

blurring effects on the thermograms of the anomaly. The amount of roundness depends on the

material composition of the test object. Rounding effects observed in the temperature field of

delaminated composites were investigated by Varis (1995). The rounding of the edges of the

defect was primarily caused by the difference in thermal conductivities of the anisotropic

material. In this particular case, the composite material tested included both glass and graphite

fibers. The highest temperature differences were observed at the glass fiber location. The

numerical simulation indicated that the temperature signal in the carbon fiber area was too small

to be detected experimentally with the chosen infrared equipment. This indicates the need for

specific test procedures for particular applications and materials.

Varis et al. ( 1995) also concluded that the effect of anisotropy was minimal when the defect was

located at the interface of deeper layers.

2.3.2b Defect Characteristics

Defect characterization involves several parameters: type, size, shape, depth, and thickness of the

defect.
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Type of Defect

In IR thermography testing of FRP composites, the most typical anomalies investigated are

delaminations, debonds, and inclusions parallel to the surface of the specimen. These types of

flaws are easily detected using infrared thermography provided optimum testing conditions (i.e.

thermal input, observation time, etc.) are used. Partially conductive anomalies such as resin

rich/poor areas block only a portion of the heat flux through the material. This behavior

produces a low thermal contrast making it difficult to detect the anomaly.

Cracks perpendicular to the surface of the sample are difficult to detect and nontraditional

methods are required to detect them. Some of these techniques include the use of innovative

heating techniques such as electric current and moving line heating (Satonaka et al., 1995).

Post-processing of temperature data, such as the calculation of the Laplacian of the temperature

distribution, also allows for the detection of cracks (Cramer et al., 1992). Results show that it is

possible to detect surface cracks and short and shallow cracks provided their depth is at least half

the thickness of the sheet. However, cracks should have large thermal contrast resistance in

order to be detected.

Size of Defect

Vavilov et al. (1993) point out the importance of size on detection. This dependence involves

both diameter and thickness of the flaw.

The flaw has to be larger in diameter than its depth under the surface in order to be detectable

(Rantala et al., 1991). Additionally, a decrease of flaw size produces a rounder image as well as a

decrease in thermal contrast.

For defect size characterization, it is necessary to determine the relationship between the actual

defect size and the estimated defect size observed in the thermograms. Results based on

numerical simulations, such as finite element analysis, tend to overestimate the size compared

with experimental results. One of the reasons for the overestimation is the ideal testing

conditions used in the numerical model. An additional source of size inaccuracies may arise

from the selected signal measuring technique. Simple signal measuring techniques, such as the

use of a temperature signal threshold above noise levels, lack precision. This technique also

depends highly on noise and time (Vavilov, 2000). Another simple method is the full-width at

half-maximum (FWHM) technique, which consists of determining where the signal is half the

maximum value. The FWHM method provides size predictions with estimation errors on the

order of 15%, and it tends to underestimate the true size of the defect. The method is, however,

simple enough for practical use. Introducing methods that are more complex may solve the lack

of accuracy. For example, a successful method is the computation of the Laplacian or second

derivatives of the temperature profile. The technique involves the determination of where the

inflection point (d'77dv = 0) of the temperature profile occurs (Vavilov, 2000).

Connolly et al. (1990) presented analytical and experimental techniques to examine carbon-

carbon composite materials. For their application, the size of the estimated flaw was larger than
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the actual flaw size. Thus, as further research, the authors stated that it is necessary to determine

the relationship between the actual and the estimated defect size.

Depth of Defect

Detection of delaminations decreases as depth increases. Increasing the depth of the flaw also

increases the time for maximum thermal signal and maximum thermal contrast. Additionally,

partially conductive anomalies located deep in the material may be difficult to detect and

quantify (Allport et al., 1988).

The depth of the flaw affects the rounding behavior of the surface temperature above the defect

due to diffusivity. Deeper flaws develop more rounded or diffused edges than flaws located near

the surface. For optimum detection, testing of CFRP should be restricted to objects containing

flaws between 1.5 mm and 2 mm deep (Vavilov, 1993).

Vavilov (2000) also investigated the effect of multiple and overlapped flaws on temperature data.

For the case of multiple flaws, he observed that average surface temperatures were higher than

for cases with a single flaw. The problem of overlapped flaws was more complex, since near-the-

surface flaws may eclipse deeper anomalies. This situation tended to produce an increase in the

surface temperature signal, which could be misinterpreted as a single flaw having higher thermal

resistance.

Thickness of Defect

The final factor for characterization of internal defects involves the thickness of the flaw or, in

general, the thermal resistance of the flaw. The thermal resistance is directly proportional to the

thickness of the flaw (Ozi^ik, 1985)

k

where,

R = thermal resistance;

Az = thickness; and,

k = thermal conductivity of the flaw.

Increasing the thermal resistance of the flaw improves the thermal signal at the surface of the

specimen.

2.3.2c Thermal Input

Active infrared thermography involves the application of an external thermal impulse to the

object under test. As such, the type, amplitude, and duration of the thermal stimulus affect the

detection of subsurface flaws.

Several types of thermal stimuli have been used for active thermography. Traditional methods

include uniform heating, moving line heating, and spot heating. Uniform heating usually

involves heating the surface of the specimen with high power lamps, but it is difficult to obtain
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substantially uniform heating. Line heating typically involves moving a thermal line source

along the surface of the specimen. Moving gas flame and laser sources are commonly used for

this procedure. Spot heating is the least productive mode of heating; thus, it is seldom used.

From the simulation perspective, moving line heating is the most complex method since it

involves transverse diffusion effects in the material. Nonetheless, the effect of transverse

diffusion on the line heating method allows for the detection of cracks perpendicular to the

surface, which are undetectable with traditional static heat sources.

The Joule-effect-heating technique (Satonaka et al., 1995) is among the nontraditional methods

that may be used to detect perpendicular-to-the-surface defects. The procedure consists of

clamping the specimen with electrodes and applying an electric current, which flows parallel to

the tested surface. Within the flawed specimen, the electrical flow creates a distinctive

distribution of electric current density. By the Joule effect, this current density is converted into

heat, thus, producing transient thermal effects. Currents of 2000 A to 3000 A applied for a few

milliseconds are sufficient to detect open-to-the-surface cracks. This technique is only

applicable to materials able to conduct electricity.

Most researchers agree that thermal pulses with high intensity and short duration produce the

highest temperature gradients and thus, better flaw detection (Lulay et al., 1994). Generally,

pulse duration must be as short as possible in order to attain the highest thermal signal. For

example, Vavilov et al. ( 1993) concluded that carbon composites benefited from heat intervals of

less than 0.5 s. Also, defects close to the heated surface require shorter heating pulses. A
potential practical problem is that short pulses may not be capable of delivering enough heat to

raise the temperature of the surface sufficiently (Connolly, 1991). The greater the quantity of

heat supplied, the greater the temperature signal.

2.3.2d Optimum Observation Time

The optimum observation time is defined as the moment of maximum thermal signal or contrast.

At this instant, the image of the buried flaw emerges well defined and the edges are as sharp as

possible. As the time increases beyond the optimum the image becomes increasingly rounded

due to the diffusion effect (Rantala et al., 1991). Additionally, increasing the depth of the flaw

lengthens the time to maximum contrast.

The optimum observation time depends highly on the material properties of the test object. As

previously stated, thermal diffusivity has a major effect on observation time. Hence, due to their

fast thermal response, high diffusivity materials are difficult to inspect using infrared

thermography. Most FRP composites used in civil infrastructure have low to medium diffusivity

values; thus, they are good candidates for this testing technique.

2.3.2e Testing Mode

There are two methods of observation for active infrared thermography: reflection (one-sided)

and transmission (two-sided). Figure 2.3 illustrates the configurations for one-sided and two-

sided testing. Each method has its advantages and disadvantages. For example, observation by
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reflection provides greater resolution but the thickness of the tested layer must be small. Thick

objects are tested better by transmission, but this method does not provide depth information and

has low resolution. Two-sided IR thermography is inappropriate for quantitative nondestructive

evaluation of FRP composites bonded to concrete or masonry substrates.

Flaw

\
I

Specimen

o
Heating

lamp

IR Camera

Heating

lamp

IR Camera

Specimen

One-Sided Testing Two-Sided Testing

Fig. 2.3 Schematic of one-sided and two-sided testing modes

The thermographic configuration is also relevant to the observation time. In general, reflection

thermography is more time dependent than transmission thermography (Vavilov et al., 1993).

2.3.2f Additional Considerations

Additional considerations involve ambient conditions during in situ inspection. The accuracy of

thermography measurements depends highly on environmental conditions such as solar

radiation, cloud cover, ambient temperature, wind speed, and surface moisture. For example,

over long distances (meters) absorption of the IR signal by the atmosphere must be taken into

account (Maldague, 1993).

Most of the uncertainty in simulation solutions arises from the simplification of the testing

conditions. To better simulate in situ testing conditions, most numerical algorithms allow for the

incorporation of convection heat losses and, with some software packages, ambient noise into the

model. The incorporation of ambient conditions in the numerical model notably increases the

amount of calculation time and computer memory required for the simulation. Hence, one must

assess and balance the benefits of accurate modeling with the amount of computation time and

data storage available.
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2.3.3 Simulation Outputs Versus Experimental Data

Cowell and Burleigh (1990) assessed the potential detection of defects in carbon composites. The
researchers used computer simulations and experimental trials to determine the types, sizes, and

depths of detectable defects. Two-sided active infrared thermography using uniform heating over

the surface of the specimen was selected. Comparison of numerical and experimental data

showed consistent disagreement among the results.

Cowell clarified that the disagreements between experimental and theoretical results were due to

assumptions made in the modeling process. For example, uniform heating was assumed over the

entire top surface of the laminate. Uniform heating is hardly achieved in real testing. As an

additional source of error, the material properties of the composite were not measured for

comparison with those of the numerical simulation. Hard to predict convective losses could have

caused additional differences.

Other researchers have successfully compared results from experimental and theoretical studies.

Hamzah et al. (1996), for example, investigated the potential size estimation of back-drilled

holes in bakelite plates. The agreement between experimental and numerical results confirmed

the potential of infrared thermography as a quantitative NDT method.

2.4 Summary

Infrared thermography is still an immature nondestructive inspection method. Inspection

hardware and techniques are rapidly evolving without complete understanding of the parameters

affecting the thermal responses of test objects.

This literature review provided a summary of recent investigations in the field of quantitative

infrared thermography. Most investigations focused on evaluation of various parameters

involved in heat transfer phenomena. The parametric studies were performed on problems

representing different engineering applications, which illustrate the versatility of infrared

thermography. All the reviewed investigations, however, have focused on the aerospace and

manufacturing industries. The lack of studies involving civil engineering applications and

materials indicates that further research is required to establish the effect of relevant parameters

on the thermal response. The resulting knowledge will provided the bases for standards for

quantitative testing of FRP composites bonded to concrete structures using infrared

thermography.
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Chapter 3

Dimensional Analysis

3.1 Introduction

This chapter focuses on preliminary analytical studies of the heat diffusion problem involved in

thermography testing. The objective of the analytical study summarized in this chapter was the

determination of relevant parameters that describe transient heat transfer in a solid. This was

done through dimensional analysis of a simplified model.

3.2 Dimensional Analysis

In general, dimensional analysis is used to isolate the relevant parameters that need to be

examined for a specific physical phenomenon. The results from the dimensional analysis

summarized in this chapter will help identify the variables that need to be investigated in

subsequent parametric studies.

k, a, d0

Fig. 3.1 Semi-infinite half-space studied on dimensional analysis
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For simplicity, a homogeneous semi-infinite half-space was investigated (Fig. 3.1). The top

surface of the model was heated with a uniform heat flux q. The semi-infinite half-space had a

thermal conductivity k, thermal diffusivity a.,
and initial temperature 0o . One-dimensional

transient heat transfer in the z-direction was assumed.

The equation that governs the heat transfer problem is the following partial differential equation,

which represents a one-dimensional, linear, and purely diffusive phenomenon:

= (3.1)

dz
2 a dt

where

6 - temperature;

z = depth;

t = time; and,

a = thermal diffusivity of the material.

Initially, the test object is at a temperature 6a , thus the initial conditions of the problem are:

at t - 0; e = e
o
;6-e

<i

=0 (3.2)

The top surface is heated with a uniform heat flux, thus the boundary conditions are the

following:

at z - 0

;

(3.3)

at z = 00
; 6 - 6

0 ; 6 - 0
o
= 0 (3.4)

Observation of the governing equation and its initial and boundary conditions indicates that the

dependent variable is the change in temperature 6(z,t)-0o . As previously mentioned, one of the

fundamental principles of infrared thermography inspection is the change in surface temperature.

The change in temperature is a function of the spatial and temporal parameters, the thermal

diffusivity, the thermal conductivity, and the prescribed heat flux:

e -e
0 =/(-,?, a.k, q) (3.5)

thus, there are 5 parameters that influence the temperature behavior (N=5). The five parameters

on the right hand side of Eq. 3.5 are the independent arguments. The change in surface

temperature 0-9o is the dependent variable. Thus, equation 3.5 describes the relationship

between N+l physical parameters that characterizes the heat transfer problem.

Next, the system of units is selected. The Length-Mass-Time-Temperature (L-M-T-O) system is

used for this particular analysis. Each independent parameter could be expressed as a product of

the units involved in its definition, for example
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[/)] = L“M bT c0d (3.6)

where the exponents are dimensionless numbers that follow from the quantity definition.

Following the L-M-T-0 system, the five independent quantities expressed in Eq. 3.5 could be

expressed as follows:

[-] = l
im°t°0° (3.7)

[/] = L
oM oT'0° (3.8)

[a] = L:M°T~'0 o (3.9)

[A] = L'M'T

'

J0‘ (3.10)

[4] = l°m't--
!0o (3.11)

Observation of the dimensions of the independent variables indicate that four of the variables, -,

t, q , and k, have independent dimensions, while a has dependent dimensions. The thermal

diffusivity a has dependent dimensions because it can be expressed as a function of z and t

M = [T[T <
3 - l2 >

Thus, there is a subset of A-4 dimensionally independent physical quantities. Observation of the

independent and dependent physical quantities indicate that there should be yV-A+l=2

dimensionless numbers. The following step involves defining the two invariants.

For the purpose of constructing the two required dimensionless variables, the following linear

transformations of the 6 physical quantities were performed:

(3.13)

t = T t (3.14)

a - A a (3.15)

11 (3.16)

II
to

(3.17)

e -e„ = oe (3.18)
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where ~
, t\ a, k\ q\ and 0 are dimensionless counterparts of the physical quantities z, U k,

q , and 0-6o of dimensions Z, T, A, K, and 0. Substituting the linear transformations into the

governing diffusion equation, Eq. 3.1 transforms into:

'z 2W
\
AT

j dt

= a
az*

2

(3.19)

Additionally, the initial and boundary conditions, Eqs. 3.2, 3.3, and 3.4, transform into the

following:

at t = 0; e -6 = 06 = 0

at z = 0 ;
-

1 KQV .
90*

k —r =q
\ ZQ j dz

(3.20)

(3.21)

at z — 00 6 — 6„ = (9# = 0 (3.22)

In order for the transformed set to satisfy the same equation as those in the original diffusion

problem, the following should be true:

' Z 2 '

k
at,

= 1
(3.23)

and

' K0
= l

(3.24)

Equivalently, using the linear transformation, two dimensionless parameters, n and K\ are

obtained.

k(0 - 0o ) _ k 6"

zq Z q

n
i =9==A=

=

{foT
yJoa y/at

(3.25)

(3.26)

where,

Fo = Fourier number.
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The dimensionless parameter n indicates that the temperature 6 can be solved in terms of the

depth, the input thermal flux, and the thermal conductivity of the solid. The dimensionless

parameter nj relates the distance and the diffusion length «Ja~t . The diffusion length is the

distance over which the effects of a sudden, localized change in temperature can be felt after a

time t. For cases in which z » yfat the thermal effect is imperceptible.

3.3 Summary

The dimensional analysis demonstrates that in the case of a solid semi-infinite half-space solid

the physical quantities that influence the thermal evolution are z, f, k, a,
and q. In the case of a

solid containing a subsurface flaw or inclusion, additional physical quantities, such as the

thermal resistance of the' flaw, should be taken into consideration. The results from the

dimensional analysis helped identify the variables that needed to be investigated in the

parametric study presented in Chapter 4.
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Chapter 4

Parametric Studies

4.1 Introduction

The complexity of transient heat transfer through a finite heterogeneous object remains a key

obstacle to the effective use of quantitative infrared thermography for flaw detection. The

greatest contributor to the complexity is the dependency of thermal evolutions on space as well

as time. Furthermore, the time dependency is nonlinear. From a theoretical perspective,

solutions to heat transfer problems could be attained by direct solution of the governing thermal

diffusion equation or by using numerical methods. Most heat transfer problems, however, can

only be solved using numerical analysis. In addition to being the only analytical method to

provide results, numerical modeling provides the most effective method for theoretical analysis

of non-trivial heat transfer problems.

The flexibility of numerical analysis allows the engineer to simulate different testing scenarios

such as, passive versus active thermography, steady state versus transient heat transfer, or linear

versus nonlinear modeling (due to material properties). Because of its diverse simulation

capability, computer modeling is a cost efficient alternative to experimental testing. Furthermore,

in some engineering fields, the impressive performance of properly verified numerical modeling

has caused the replacement of otherwise expensive and time consuming experimental testing

with computer simulation. Computer simulation tends to reduce the overall cost of engineering

research and design projects. In the field of nondestructive testing, numerical modeling is used to

predict experimental results, conduct parametric studies, evaluate potential testing procedures,

and aid further developments in the field.

The second component of the author's research program involved numerical modeling of

infrared thermography testing of FRP layers bonded to concrete substrates. The study focused

on the evaluation of the various parameters that influence thermal evolution (the spatial and

temporal variations of surface temperature). Understanding how these diverse parameters affect

heat transfer is the key to successful implementation of testing procedures, inversion algorithms,

and ultimately, standard test methods. It was hoped that observation and evaluation of surface

temperature variations as a function of time could be used to indicate the size, shape, orientation,

and depth of internal anomalies.
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4.2 Single-Factor Parametric Study

The finite element method (FEM) was the chosen analytical tool for this phase of the project.

The first parametric study involved evaluation of single parameters that affect the thermal

response.

The objectives of the single-factor parametric study were the following:

• Optimize heating time and intensity for maximum thermal signal;

• Determine the effects of material properties on the resulting thermal signal;

• Investigate the effect of flaw depth;

• Examine the effect of type of flaw (delamination versus debond);

• Study the effect of defect thickness on flaw detection and characterization; and

• Determine minimum detectable flaw size.

All analytical simulations were performed using ANSYS 5.6'.

4.3 Parametric Study No. 1: Effect of Thermal Input

The first parametric study involved the evaluation of the effect of the amplitude (heat flux) and

duration of the input thermal pulse. The input heat pulse was modeled as a rectangle or “hat”

function of amplitude q and duration r, as illustrated on Fig. 4. 1

.

The parametric study was designed to address several issues:

Heat Flux

A

q

*— Time

Fig. 4.1 Square thermal impulse

T
4

• Understand the effects of pulse duration and heat flux amplitude on the thermal response;

and.

Certain commercial equipment, instruments, or materials are identified in this report in order to specify the

experimental procedure adequately. Such identification is not intended to imply recommendation or endorsement by

the National Institute of Standards and Technology, nor it is intended to imply that the products are necessarily the

best available for the purpose.
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• Determine the optimal combination of input heat flux and pulse duration for FRP composites

applied to concrete substrates.

The investigation was focused on estimating the optimal thermal energy for experimental

configurations relevant to civil engineering applications. The study involved eighteen different

simulations with pulse durations ranging from 0.05 s to 3 s, and applied heat flux ranging from

5000 W/m 2
to 100 000 W/m 2

.

For the purpose of comparison, two-dimensional (2-D) and three-dimensional (3-D) models were

used. Models that included free convection cooling of the surface were also compared with

models that did not include such cooling.

4.3.1 2-D Models

The first set of simulations involved two-dimensional models. The simulation object consisted of

a 100 mm long by 20 mm thick concrete slab covered with two layers of carbon FRP. Each layer

of CFRP was 0.5 mm thick. The bonded FRP contained a flaw delamination at the interface with

the concrete substrate. The debond had a length of 25 mm and a thickness of 0.2 mm, which

corresponds to a thermal contact resistance of 8.33 x 10 ' nr-K/W.

The thermal contact resistance of the flaw can be estimated using equation 4.1 (Ozi§ik, 1985)

R = (4.1)

ky

where,

R = contact resistance.

Ay - thickness of the flaw, and

ky = thermal conductivity of air in the y-direction.

As a note, in this model the x-direction corresponds to the length of the specimen and the y-

direction corresponds to the thickness. Since plane two-dimensional modeling was used, the slab

is of infinite size in the z-direction.

The interface flaw was located at the center of the model. The model to be analyzed was

simplified by using plane symmetry. Thus, only a half section was modeled (Fig. 4.2). The

model was constructed using rectangular blocks with dimensions in meters shown (Fig. 4.3).

The material properties of the model were those of concrete for the substrate, air for the defect,

and CFRP for the bonded composite. The CFRP layer in direct contact with the concrete had the

fibers running in the x-direction, while the outer CFRP layer had the fibers running in the z-

direction. The material properties are presented in Table 4.1. The material properties were

gathered from Maldague (1993) and MatWeb (a material information resource in the World

Wide Web).
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dT/dx=0

a) Test object b) Numerical model

Fig. 4.2 Two-dimensional simulation test object

Block #7 Block #8 0.5 mm

Block #5 Block #6 0.5 mm

Block #3 Block #4 0.2 mm

Block #1 Block #2
19.8 mm

12.5 mm 37.5 mm

50.0 mm

Block #1 x, = 0.0000 x2 = 0.0125

yi
= 0.0000 y: = 0.0198

Block #2 X| = 0.0125 x2 = 0.0500

yi
= 0.0000 y: = 0.0198

Block #3 X, = 0.0000 x2 = 0.0125

yi
= 0.0198 y2 = 0.0200

Block #4 Xj = 0.0125 X2 = 0.0500

yi
= 0.0198 y: = 0.0200

Block #5 X, = 0.0000 x2 = 0.0125

yi
= 0.0200 y: = 0.0205

Block #6 Xi = 0.0125 x2 = 0.0500

yi
= 0.0200 1

J

II 0.0205

Block #7 X, = 0.0000 x2 = 0.0125

yi = 0.0205 y: = 0.0210

Block #8 Xj = 0.0125 x2 = 0.0500

yi = 0.0205 y: = 0.0210

Fig. 4.3 Two-dimensional geometry of blocks used to generate finite-element mesh
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Table 4.1 Material properties

Material 1

Concrete

Material 2

CFRP (outer layer)

Material 3

CFRP (inner layer)

Material 4

p (kg/m
3

)
2400 1600 1600 1.2

C (J/kg-K) 800 1200 1200 700

kx (W/m-K) 1.5 7 0.8 0.024

kY (W/m-K) 1.5 0.8 0.8 0.024

k- (W/m-K) 1.5 0.8 7 0.024

The model was meshed using 2-D thermal solid elements. Four-noded quadrilateral elements

were used. In particular, PLANE55 elements were selected from the ANSYS library. The test

object was meshed using “mapped meshing" instead of “free meshing". Free meshing is simpler

and faster, but, the mesh may contain some triangular elements in addition to quadrilaterals. In

addition, element size is not as consistent as in mapped meshing. Mapped meshing allows the

user to control directly the element size and type in the model. For this particular parametric

study, the global element length in the x-direction was set to 1 mm. Mesh refinement, however,

was applied to the thin composite layers and at the flaw location. The thickness of each

composite ply was subdivided into four elements, while the thickness of the flaw and adjacent

concrete was subdivided into two elements (Fig. 4.4). The rest of the concrete specimen was

meshed using a graded mesh with finer mesh (in the y-direction) at the top and coarser mesh at

the bottom of the specimen. Specifically, the average element size for the concrete was

0.00275 m with a “spacing ratio" of 10. The spacing ratio is the ratio of the dimension of the

largest element to the dimension of the smallest element.

AN

Fig. 4.4 Close up of two-dimensional meshing at the

location of the flaw
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4.3.2 3-D Model

The second set of simulations involved three-dimensional models for comparison with the results

obtained with 2-D models. The simulation object consisted of a 100 mm long by 100 mm wide

by 20 mm thick concrete slab. The slab was covered with two layers of carbon FRP. Each layer

of CFRP was 0.5 mm thick. The specimen contained a flaw (debond) at the interface of the

CFRP and the concrete substrate. The debond had an area of 25 mm x 25 mm and a thickness of

0.2 mm.

The delamination was located at the center of the model. The modeling of the test object was

simplified by using planes of symmetry so that only one quarter of the model was simulated.

The test object was created using 16 individual blocks. The individual blocks were “glued"

together using boolean operations. Although this procedure may seem time-consuming and

redundant, it facilitated the mapped meshing procedure.

Similar to the 2-D model, the material properties of the 3-D model were those of concrete for the

substrate, air for the defect, and CFRP for the bonded composite. The CFRP layer in contact with

the concrete had the fibers running in the x-direction, while the external CFRP had the fibers

running in the z-direction.

Fig. 4.5 Three-dimensional meshing of simulation object

The model was meshed using 3-D thermal solid elements. In particular, eight-noded quadrilateral

SOLID70 elements were used. The general element size was set to 1.5 mm; however, mesh

refinement was used for the thin composite layers and for the flaw. The thickness of each

composite ply was subdivided into four elements, and the thickness of the flaw and adjacent

concrete was subdivided into two elements (Fig. 4.5). The bulk of the concrete slab was meshed

using a graded mesh with a finer grid at the top and a coarser grid at the bottom of the specimen.

Specifically, the average element size for the concrete was 0.00275 m with a spacing ratio of 10

in the y-direction.
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4.3.3 Thermal Loading and Boundary Conditions

The analysis was defined as a transient heat transfer problem. A rectangular pulse of intensity q

and duration r(Fig. 4.6) was applied to the top surface of the test object (Fig. 4.7). Adiabatic

conditions (dT/dx - 0, dT/dy - 0, and dT/dz = 0) were assumed for the other surfaces. Adiabatic

conditions on these surfaces implied no heat flux across those planes. These assumptions were

realistic for the physical conditions during such an actual test. The initial temperature for all the

cases was set to 23 °C. Eighteen different analyses were performed with pulse durations varying

from 0.05 s to 3 s, and heat flux varying from 5000 W/m2
to 100 000 W/m".

Heat flux, q (kW/m2
)

Fig. 4.6 Applied thermal pulse

For simplicity, uniform heating and no cooling losses were assumed for the eighteen analyses.

One trial simulation, however, was performed to determine the effect of free convection cooling

on the test object. Free convection cooling occurs naturally on any surface that is in contact with

a fluid and is subject to a change in temperature. The trial simulation used the two-dimensional

model with a thermal input of 100 000 W/m" for 0.5 s. To provide for the free convection effect,

surface elements (SURE151) with a heat transfer coefficient of 2.0 W/(m"-°C) and ambient

temperature of 23 °C were added to the two-dimensional model. In ANSYS. SURF151 elements

are thermal surface-effect elements, which are used to apply multiple loads to the surfaces of

solid elements. For this particular model, the surface elements chosen were 2-noded (no

thickness) elements. The heat transfer coefficient was applied to the surface elements and the

ambient temperature was applied to an added node.
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Transient Heat Transfer m CFRP Bonded to Concrete - CD

Fig. 4.7 Application of thermal load

The heat transfer coefficient h is defined as the following

where,

Nu
k

L

h
k Nu

L

Nusselt number;

thermal conductivity of the fluid; and,

length of the solid surface.

(4.2)

The Nusselt number is estimated using the expression for a horizontal wall with uniform heat

flux applied to the top surface (Ozi§ik, 1985)

Nu = 0.13(Gr Pr)'
/J

fox Gr Pr < 2x10s
<4 -3 >

where,

Nu = Nusselt number,

Gr - Grashof number, and

Pr = Prandtl number.

The Nusselt number is a dimensionless value that represents the ratio of heat transfer by

convection to that by conduction across a characteristic length

where,

h

L
k

Nu
hL

k

heat transfer coefficient;

length of the solid surface; and,

thermal conductivity of the fluid.

(4.4)
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Similarly, the Grashof number represents the ratio of the buoyancy force to the viscous force

acting on a fluid. Its value is defined as

Cr _
gP(T„-T_)ti

(4.5,

V~

where,

g = acceleration due of gravity;

P = l/Tf,Tf =(T«,+Tw)/2;

Too = ambient temperature;

Tw - temperature reached by the wall;

L - length of the solid surface, and,

v = kinematic viscosity of air.

The Prandtl number is also a dimensionless parameter that represents the ratio of molecular

diffusivity of momentum to molecular diffusivity due to heat. Values for Pr are usually

tabulated for materials at specific temperatures (Ozi§ik, 1985).

For this trial problem. Too and Tu were specified as 296 K and 298 K, respectively. The Grashof

number was computed as 9.67 x I0\ The Prandtl number was 0.712. The average heat transfer

coefficient was computed by combining equations 4.2 and 4.3, as expressed in equation 4.6

It = 0.13 ^{Gr Prf
3

(4.6)

To investigate the effect of thermal cooling, the results of the analysis were presented in terms of

thermal signal and thermal contrast. Thermal signal is defined as

AT = T
deject

— T
hackgr

(4.7

)

where,

Tdefect
- surface temperature above the internal flaw and

Tbackgr = surface temperature in the background where no internal flaw is present.

The thermal contrast C is defined as

where.

C =
AT

ATbackgr
(4.8)

AT = thermal signal; and

ATbackgr - surface temperature increase in the background or the difference between the

background temperature and the initial temperature of the object.

The results indicated that free convection cooling produced a temperature difference of only

0.12 °C in the thermal signal, and 0.03 in the thermal contrast, with respect to the results of the

same model without cooling. The small difference in results did not justify the high increment in
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computation time for the more complex model. Therefore, free convection cooling was not

considered in these parametric studies.

The thermal loading for the different analyses is indicated in Table 4.2. The information is

tabulated in groups to better compare the results. Cases 1 through 4 had the same heat flux with

varying pulse duration. On the other hand, cases 4 through 18 were grouped by a specific pulse

duration with varying heat flux. Cases 1 through 4 included 2-D and 3-D analyses, while the rest

of the cases involved only 2-D analyses.

Table 4.2 Description of thermal input for different analyses

Case No. Pulse duration, r(s) Heat flux, q (W/m
2
)

1 1 100 000

2 0.5 100 000

3 0.1 100 000

4 0.05 100 000

4 0.1 100 000

5 0.1 50 000

6 0.1 10 000

1 1 100 000

9 1 50 000

8 1 25 000

7 1 10 000

10 1 5000

1

1

2 25 000

12 2 20 000

13 2 10 000

14 2 5000

18 3 20 000

15 3 15 000

16 3 10 000

17 3 5000

The simulations involved transient analyses. ANSYS uses a time integration procedure to

estimate the solution at discrete points in time (integration time steps, ITS). Selection of the

appropriate time step is important to provide both accurate and stable results. For example, if the

time step is too small, unstable oscillations may occur and result in thermal behavior that is

physically incorrect. Large time steps, however, may not capture the temperature gradients

adequately. To avoid problems with the integration time stepping, ANSYS suggests specifying a

conservative initial time step and allow automatic time stepping to take place. In its automatic

time stepping routine, ANSYS increases the time step as needed while checking for stability and

convergence of the results at each time step.
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For comparisons, all simulations used the same time step pattern (automatic stepping with same

initial, maximum, and minimum time steps). The initial time step was estimated using the initial

time step criterion (ANSYS Heat Transfer Manual, 2000), which is a function of the element size

in the direction of the flow and the thermal diffusivity of the material

ITS = —^— (4 -9)

4 a

where,

ITS = recommended initial time step;

Ay = element size in the y-direction; and,

a = diffusivity of the material.

The Biot and Fourier numbers provide a rough estimate of the initial time step. The Biot number,

Bi, expresses the ratio of convective and conductive thermal resistance (ANSYS Heat Transfer

Manual, 2000)

where,

h

Ay

k

Bi =
hAy

k

heat transfer coefficient for convection losses;

mean element length in the direction of heat flow; and,

thermal conductivitv of solid.j

(4.10)

Likewise, the Fourier number, Fo , or dimensionless time, quantifies the relative rates of heat

conduction and heat storage in the material (ANSYS Heat Transfer Manual, 2000)

where.

r kAt
F° =

(
V,

p C (A y)

k = thermal conductivity;

At = time step;

P = density of the material;

c = specific heat of the material; and.

Ay = mean element length in the direction of the heat flow.

As previously mentioned, convection cooling was not considered. Thus, the Biot number was

zero. For the case Bi< 1, a reasonable time step ,_L, was estimated using the expression (ANSYS
Heat Transfer Manual, 2000)

where.

At = (p

Pc(Ay )

2

k

(p = scaling factor with values ranging from 0.1 < cp< 0.5.

(4.12)
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Time steps are more or less conservative depending on the value of (p that is chosen.

Based on the properties of the composite layers and cp— 0.25, the estimated initial time step was

0.009 s. ANSYS requires that the minimum time step must be smaller than the initial time step.

The selected minimum time step was 0.008 s. The maximum time step selected for the

simulations was greater that the time step suggested by equation 4.12. The selected maximum
time step for the simulations was 0.5 s. Automatic time stepping was carried out during the

analysis. The simulation results were recorded at every time step.

4.3.4 Results

The simulations illustrated the dynamic thermal behavior of the test object due to the thermal

impulse. Additionally, the 3-D model revealed the two-dimensional thermogram of the surface

temperature. Surface temperature values were gathered at each node over the entire period of

simulation.

Figure 4.8 shows the temperature distribution of the three-dimensional model for case number 1.

The temperature values are in °C.

ANSYS 5.6.2
DEC 11 2000
15:01:42
NODAL SOLUTION
STEE—1
SUE =23
TIME=6
TEMP (AVG)

PowerGraphi cs
EFACET=1
AVRES=Mat
SMN =23

IB
i i

CZ1
(=
EZ3

Fig. 4.8 Temperature distribution at 6 seconds (

q

= 100 000 W/m2

, T- 0.5 s)

As mentioned, two basic measurements are used to detect flaws: thermal signal and thermal

contrast. Both the thermal signal and the thermal contrast were calculated for the entire duration

of the test.
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Fig. 4.9 Thermal signal for case 1 {q = 100 000 W/m2

, T= 1 s)

Fig. 4.10 Thermal contrast for case 1 (q = 100 000 W/m , T- 1 s)

Cases 1 through 4 were analyzed using both two-dimensional and three-dimensional models. The

results demonstrated that the value of the maximum signal differed slightly for the two models.

Thermal contrast, however, differed to a greater degree. For example, for case number 1, the

maximum thermal signal for the 2-D model was 24.4 °C and was reached at 5.24 s after the

beginning of the simulation. Maximum thermal contrast occurred later than the maximum
thermal signal. The maximum thermal contrast was observed 1 1 s after the start of the
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simulation, and had a value of 1.83. The three-dimensional model provided similar results. For

example, the maximum thermal signal of 23.8 °C was reached at 4.64 s after the beginning of the

simulation. The maximum contrast occurred at 1 1.59 s and had a value of 1.67. Plots illustrating

the development of thermal signal and thermal contrast behaviors are presented in Fig. 4.9 and

4.10.

The results indicated that the thermal signal for the three-dimensional model decayed slightly

faster than for the two-dimensional model. This difference, however, occurred mostly after the

maximum signal had been reached. Because three-dimensional models are more

computationally intensive than two-dimensional models, the small difference in signal results

justified the use of the simpler 2-D model for subsequent simulations.

Table 4.3 Results of simulations 1 through 18 ( 2-D models)

Case r(s) q (W/m
2

)
Energy (q*x)

(J/m
2

)

T (°C1
Maximum Signal Maximum Contrast

ts (s) ATmax (°C) tc (s) ATmcix^'ATbaekgr

1 1 100 000 100 000 1 14.25 5.24 24.41 11.24 1.83

2 0.5 100 000 50 000 84.85 5.17 12.24 10.67 1.83

4 0.1 100 000 10 000 50.18 5.23 2.46 10.73 1.83

3 0.05 100 000 5000 41.39 4.75 1.22 10.75 1.83

4 0.1 100 000 10 000 50.18 5.23 2.46 10.73 1.83

5 0.1 50 000 5000 36.59 5.23 1.23 10.73 1.83

6 0.1 10 000 1000 25.72 5.00 0.25 10.70 1.83

1 1 100 000 100 000 114.25 5.24 24.41 11.24 1.83

9 1 50 000 50 000 68.63 5.24 12.20 11.24 1.83

8 1 25 000 25 000 45.81 5.24 6.10 11.24 1.83

7 1 10 000 10 000 32.13 5.24 2.44 11.24 1.83

10 1 5000 5000 27.56 5.24 1 22 11.24 1.83

1

1

2 25 000 50 000 58.54 5.7 12.14 11.70 1.83

12 2 20 000 40 000 51.43 5.7 9.71 11.70 1.83

13 0 10 000 20 000 37.21 5.7 4.86 11.70 1.83

14 2 5000 10 000 30.11 5.7 2.43 11.70 1.83

18 3 20 000 60 000 60.83 6.41 14.49 11.91 1.83

15 3 15 000 45 000 51.37 6.41 10.86 11.91 1.83

16 10 000 30 000 41.91 6.41 7.24 11.91 1.83

17 3 5000 15 000 32.46 6.41 3.62 1 1.91 1.83

The results for cases 1 through 18 are presented in Table 4.3. Table 4.3 provides data regarding

the pulse duration ( r), the input heat flux (q), input energy per unit area (product of q and r).
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maximum surface temperature (Tinax), time and value of the maximum thermal signal, and time

and value of maximum thermal contrast. The results are for two-dimensional models.

Fig. 4.1 1 Thermal signal for simulations with increasing

pulse duration for q - 10 000 W/m“

Fig. 4.12 Thermal signal for simulations with different heat flux input

and same pulse duration T- 3 s

A first look at the results indicated that for a given input thermal flux, the magnitude and time for

maximum thermal signal increase with pulse duration (Fig. 4.1 1).
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Comparison of the results for equal pulse duration shows that the time for maximum signal does

not depend on the heat flux but depends on the heating period. As long as the pulse duration

remained constant, the time for maximum signal did not change with added energy (Fig. 4.12).

As expected, for a given pulse duration the maximum signal increases with increasing input heat

flux (Fig. 4.12).

Fig. 4.13 Time for maximum signal as a function of pulse duration

2.0

1.8

1.6
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Fig. 4.14 Thermal contrast for cases 7, 8, and 9 with pulse

duration of 1 s.

The time for maximum signal was found to increase in a nonlinear manner with increasing pulse

duration, r, as illustrated in Fig. 4.13. The variation in time for maximum signal, however, is

only 1 .4 s for heat pulse durations varying from 0.1 s to 3 s.

pulse duration = 1 s

/X-.

X

X:

k-XrX-

Thermal contrast. q=10 000 W/m2

Thermal contrast, q=25 000 W/m2

Thermal contrast. q=50 000 W/m2
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An additional observation is that the magnitude of the contrast is independent of the heat flux

(Fig. 4.14). This behavior arises because of the normalized nature of the contrast variable and the

fact that conduction is a linear problem. Thus, contrast is a function of the test object (e.g.,

material properties, flaw depth, thickness, etc.). This behavior may play an important role in

solving the “inverse” problem, that is, determining flaw characteristics from measured thermal

responses.

Pulse duration, r(s)

Fig. 4. 15 Time for maximum contrast as a function of pulse duration

Fis. 4.16 Maximum signal as a function of thermal flux

The time for maximum contrast increases with the pulse duration. The rate of increase, however,

decreases with longer heating periods as shown in Fig. 4.15. For a variation in pulse duration of

0.1 s to 3 s the time for maximum contrast only varied from 10.7 s to 1 1.9 s.
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Table 4.4 Increase in maximum thermal signal as a function of heat flux for different pulse

durations

Pulse duration, t (s)
Rate of increase, 6

(°C/(W/m
2
))

Equation

0.1 0.000025 ATmax = 0.00002 q

1.0 0.000244 ATmax = 0.0002 q

2.0 0.000482 ATmax
~ 0.0005 q

3.0 0.000724 ATmax - 0.0007 q

Further comparisons indicated that for a given pulse duration, the maximum thermal signal

increases linearly with heat flux, that is, ATmax - 6-q (Fig. 4.16). As an example, for a heating

period of 2 seconds, the maximum thermal signal increases at a rate of 0.0005 °C/(W/m"). The

rate at which AT increases with q , increases with the pulse duration as indicated in Table 4.4.

Fig. 4.17 Variation of the slope, 6

\

as a function of pulse duration

Figure 4.17 shows the variation of the slopes in Fig. 4.16 as a function of pulse duration. It is

seen that the slopes are a linear function of pulse duration.

The straight-line relationship is 0- 0.00024- r. Thus, the value of the maximum thermal signal is
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^ = 0.00024 T q (4.13)

This equation can be rewritten to express the input heat flux required to produce a desired

maximum thermal signal as a function of the pulse duration

q
AT

0.00024 t

(4.14)

Fig. 4.18 Heat flux versus pulse duration for different maximum thermal signal

Equation 4.14 represents a family of curves corresponding to combinations of q and rto produce

a given ATmax . Figure 4.18 shows these curves when plotted using log scales.

Examination of Eq. 4.13 shows that there is an elegantly simple relationship between the

maximum thermal signal and the thermal input. The product T-q is the area beneath the heating

pulse and represents the input energy per unit area, that is,

E( J / in
2

) = q(W / nr )-T( s

)

(4.15)

Thus, the maximum signal is a linear function of the input energy

ATmax = 0.00024

E

(4.16)
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Fig. 4.19 Maximum signal versus energy

Figure 4.19 is a plot of the maximum signal versus energy values given in Table 4.3. The linear

relationship is confirmed. This provides a powerful tool for selecting the thermal input to

achieve a desired signal. Infinite combinations of input flux and pulse duration will result in the

same maximum signal (Fig. 4.18). The only differences will be the time when the maximum
signal is obtained and the maximum surface temperature that is attained.

The maximum surface temperature reached during thermographic testing is an important

consideration for the successful application of this technique to FRP composites. The reason for

the need to estimate the maximum temperature is the low glass transition temperature of these

materials. When the temperature of the resin of the composite increases above the glass

transition temperature, T
g ,

the mechanical properties of the matrix are degraded. Glass transition

temperatures for CFRP used in civil engineering applications are on the order of 53 °C

(Christensen et al., 1996).

Further analysis of the results in Table 4.3 indicated that, for a given pulse duration, the

maximum surface temperature increases linearly with the heat flux. Thus, the maximum surface

temperature is described by

T,mu = 23 + r(r) CJ
(4.17)

where,

y{ t) - slope of the line for a given pulse duration.
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Fig. 4.20 Maximum surface temperature as a function of heat flux for

different pulse durations

The linear behavior is illustrated in Fis. 4.20.

Table 4.5 Maximum surface temperature as a function of input heat flux

for different pulse durations

Pulse duration, T(s)
Rate of increase, y

(°C/(W/m
2
))

Equation

Trnax =yq + 23

0.1 0.0003 Tinax = 0.00027 q + 23

1.0 0.0009 Tmax = 0.00091 <7 + 23

ori 0.0014 Tmax = 0.00142 q + 23

3.0 0.0019 Tmax = 0.00 1 89 <7 + 23
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2.0

Fig. 4.21 y as a function of pulse duration

Fig. 4.22 Maximum surface temperature versus input energy

Table 4.5 lists the slopes (y) of the lines in Fig. 4.20, and it is seen that the slopes increase with

pulse duration. Figure 4.21 shows the values of y as a function of pulse duration. It is clear that
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the relationship between y and r is not linear. A quadratic function provided a good fit to the

points in Fig. 4.21.

The maximum surface temperature attained for a given pulse duration was found to be a linear

function of input energy. This is illustrated in Fig. 4.22.

Thus, the relationship between Tmax and £ is

Tmm =S(r)E + 23 (4.18)

where.

Sir) = slope of the line for a given pulse duration.

Table 4.6 Maximum surface temperature as a function of input energy

for different pulse durations

Pulse duration, r(s)
Rate of increase, S

(°C/(J/m
2
))

Equation

Tmax = SE + 23

0.1 0.0003 T,na, = 0.0027 E+ 23

1.0 0.0009 77^ = 0.00091 £ + 23

o<N 0.0014 Tmax = 0.0007 1 £ + 23

3.0 0.0019 T)nax = 0.00063 £ + 23

Table 4.6 shows the value of S for different pulse durations and these are plotted in Fig. 4.23.

These results show that the value of Sis a highly nonlinear function of pulse duration. For short

duration pulses, S is large and surface temperature is more sensitive to the input energy than for

longer duration pulses.

An approximate functional relationship for # r) was established as follows:

1

.

Assume that the relationship for y T) is a quadratic function (see Fig. 4.2 1

)

y(r) = a + b r + ct
2 (4.19)

2. Substitute into Eq. 4. 1

7

=
(
a + bT + cr)q + 23

3. Use the definition E= x-q

(4.20)
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(4.21)T = Emax
f
a

]—\

- b + cr
U )

c[ + 23

4. Therefore,

<5(r) = — + b + c t
T

Fig. 4.23 Values of <5 as a function of pulse duration

A least-squares fit of Eq. 4.22 to the points in Fig. 4.23 resulted in the following

constants a, b, and c:

a = 0.793 (0.040)

b = 0.192 (0.005)

c - -0.076 (0.017)

where the numbers in parentheses are the standard errors of the coefficients.

(4.22)

values for the
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Fig. 4.24 Estimation of the maximum surface temperature as a function

of the input energy for different pulse durations

Fig. 4.25 Illustration of thermal diffusion at time of maximum
temperature for case 4 ( r= 0. 1 s, q - 100,000 W/m 2

)
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Fig. 4.26 Illustration of thermal diffusion at time of maximum
temperature for case 14 ( r= 2 , q = 5,000 W/m")

Figure 4.23 shows that the function given by Eq. 4.22 provides a good fit to the results. It is now

possible to estimate the relationships between Tmax and E for any value of x from 0.1 s to 3 s.

Examples are show in Fig. 4.24.

Figures 4.22 or 4.24 show that for a given input energy the maximum surface temperature

increases with decreasing pulse duration. This behavior is explained as follows. For equal input

energy, a short pulse duration requires a large input heat flux, q. Since it takes time for the input

energy to diffuse into the object, the higher the input flux the higher will be the surface

temperature rise. This effect is illustrated in Figs. 4.25 and 4.26, which show temperature

distributions at the time of maximum surface temperature for E values of 10 000 J/m" and pulse

durations of 0.1 s and 2 s, respectively. For the short pulse, the maximum surface temperature is

50.2 °C, and for the longer pulse it is 30.1 °C.

The results of this parametric study have provided valuable insight into the interaction between

thermal input and a given defect. The key to successful flaw detection using infrared

thermography is to have a sufficiently large surface temperature gradient. For a given flaw

geometry. Fig. 4.19 shows that the maximum surface temperature difference (signal) is a linear

function of the input energy (expressed in J/m"). Thus, a maximum value of input energy can be

established for a given minimum signal. The selection of the pulse duration to produce the

minimum input energy is governed by the maximum surface temperature that can be tolerated.

For example, suppose we desire a thermal signal of ATmax - 10 °C. According to Fig. 4.19, the

required input energy is about 40 kJ/m" . Suppose it is desired to limit the surface temperature to

50 °C. Assuming that the initial temperature is 23 °C, Fig. 4.24 shows that the pulse duration

should not be less than 2 s. The required input heat flux will be lower for a longer pulse

duration. For a pulse duration of 2 s the required input flux is 20 kW/m", and for a 3 s duration it
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is 13.3 kW/rn
2

. Of course, these relationships are applicable to the specific object that was used

in these simulations. One of the objectives of subsequent simulations is to examine how these

relationships are affected by changes in the test object.

4.3.5 Summary

The first parametric study addressed several issues regarding the effect of thermal input. The

focus of the initial investigation was to

• understand diffusion behavior due to different heating and heat flux inputs,

• find appropriate thermal inputs for typical FRP composites bonded to concrete.

The test object presented a debond at the FRP/concrete interface and 2-D models were used to

reduce computational efforts. Several conclusions were reached after analyzing the results due

to varying thermal stimuli:

• For a given heating time (pulse duration), time for maximum signal is independent of the

applied heat flux.

• Time for maximum signal increases nonlinearly with increasing pulse duration. The rate at

which the time for maximum signal increases, rises with pulse duration.

• The time for maximum contrast increases with increasing pulse duration; however, the rate of

increase decreases with r.

• The magnitude of the thermal signal increases linearly with input energy (product of input

heat flux and pulse length).

• The thermal contrast is independent of heat flux and pulse duration.

• For a given pulse duration, maximum surface temperature increases linearly with heat flux.

The rate of increase rises with pulse duration, since more energy is applied to the specimen.

• For a given pulse duration, maximum surface temperature increases linearly with input

energy. The rate of increase, however, decreases non-linearly with longer heating periods.

These results have led to a simple approach for selecting the thermal input so as to obtain a

desired thermal signal while limiting the surface temperature due to heating. The next series of

studies will examine the effects of thermal properties and geometry on the thermal response.

4.4 Parametric Study No. 2: Effect of Thermal Material Properties

Because it is expected that the thermal properties of installed FRP laminates may differ from

nominal values, it is important to understand how thermal response is affected by thermal
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properties. Hence, the second parametric study involved the evaluation of the effect of thermal

material properties of FRP and concrete on the thermal response. The study had two objectives:

• Gain an understanding of thermal diffusion behavior due to different values of thermal

conductivity and specific heat; and,

• Establish if accurate determination of material thermal properties is required for quantitative

IR thermography of FRP laminates applied to concrete.

The parametric study focused on the analysis of the transient heat transfer behavior of CFRP
bonded to concrete. Five different sets of analyses were performed involving a total of 28 finite

element simulations. The first two sets of analyses involved changing thermal properties in the

CFRP laminates. The next two sets of analyses corresponded to simulations in which the

material properties of the concrete substrate varied. The final set of simulations involved

different combinations of thermal conductivity and specific heat of FRP and concrete.

4.4.1 Geometry of Model

The geometry of the models was the same as in parametric study #1. The model consisted of a

10 cm long by 2 cm high concrete substrate covered with two layers of carbon FRP (Fig. 4.2).

Each layer of CFRP was 0.5 mm thick. The bonded FRP contained a flaw (debond) at the

interface with the concrete substrate. The debond had a length of 2.5 cm and a thickness of 0.1

mm, which corresponded to a thermal contact resistance of 4.17 x 10 irr-K/W. As before, the

interface flaw was located at the center of the analytical model. Plane two-dimensional

modeling was used.

4.4.2 Material Properties

The variables in this parametric study were the thermal properties of the different constituents of

the test object. The CFRP layer in direct contact with the concrete had the fibers running in the

x-direction, while the external CFRP layer had the fibers running in the z-direction. Two
material properties were varied: thermal conductivity and specific heat.

Table 4.7 Material properties of concrete and CFRP for “control” case.

Case Material p(kg/m3
) c (J/(kg.°C))

kparallel to fiber

(W/(m-°C))

kperpendicular to fiber

(W/(m-°C))

19
Concrete 2400 800 1.5 1.5

CFRP 1600 1200 7.0 0.8
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Table 4.8 Material properties to investigate effects of thermal conductivity and

soecific heat of CFRP.

Case Material p (kg/m
3
) c (J/(kg-°C))

kparallel

(W/(m-°C))

kperpendicular

(W/(m*°C))
% change

20 CFRP 1600 1200 8.8 1.0 25

21 CFRP 1600 1200 10.5 1.2 50

n CFRP 1600 1200 12.25 1.4 75

23 CFRP 1600 1200 14.0 1.6 100

24 CFRP 1600 1200 15.75 1.8 125

25 CFRP 1600 1200 17.5 2.0 150

26 CFRP 1600 1200 21 2.4 200

27 CFRP 1600 1020 7 0.8 -15

28 CFRP 1600 1080 7 0.8 -10

29 CFRP 1600 1140 7 0.8 -5

Table 4.9 Material properties to investigate effects of thermal conductivity and

specific heat of concrete.

Case Material p(kg/m 3
) c (J/(kg*°C)) k (W/(nv°C)) % change

30 Concrete 2400 800 1.4 -5

31 Concrete 2400 800 1.6 10

32 Concrete 2400 800 1.8 20

33 Concrete 2400 880 1.5 10

34 Concrete 2400 960 1.5 20

35 Concrete 2400 1040 1.5 30

In general, the density and mechanical properties of most materials are well documented and

provided by most manufacturers. The thermal properties of FRP composites, however, are

usually not reported by the manufacturers. Thus, it is vital to determine how changes in thermal

properties would affect the thermal diffusion behavior. The material properties are presented in

Tables 4.7, 4.8, and 4.9. Case 19 incorporated the material properties of a “control" test object

used for comparison purposes. Table 4.8 summarizes the material properties for the simulations

in which the thermal conductivity (cases 19 through 26) and the specific heat (cases 19. 27, 28,

and 29) of FRP were varied. It is important to note that thermal conductivity was varied in the

direction parallel to the fiber as well as perpendicular to the fiber. Likewise, Table 4.9
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summarizes the material properties for the models in which the thermal conductivity (cases 19,

30, 31, and 32) and the specific heat (cases 19, 33, 34, 35) of the concrete substrate were varied.

The range of values for the thermal properties of CFRP and concrete were selected from

available literature (ASHRAE Handbook; Maldague, 1993) and electronic databases (MatWeb
Materials Property Database).

Table 4.10 Material properties for simulations 36 through 43

Combination Case
kpRF (W/(m*°C )

)

kconcrete

(W/(m-°C))

CFRP

(J/(kg-°C))

Cconcrete

(J/(kg-°C))parallel perpendicular

low kFRP-low kconc 36 7 0.8 1.425 1200 800

low kpRp-high 37 7 0.8 1.8 1200 800

high kfRp-low 38 15.75 1.8 1.425 1200 800

high fcf/?p-high 39 15.75 1.8 1.8 1200 800

lOW CFRP-low Cconc 40 7 0.8 1.5 1020 800

low c/rflp-high 41 7 0.8 1.5 1020 1040

high Cf7?p-low 42 7 0.8 1.5 1200 800

high Cf-ftp-high 43 7 0.8 1.5 1200 1040

Eight additional analyses were performed to explore the interaction of the material properties of

FRP and concrete. The combinations of properties were based on a full factorial design with 3

factors and 2 levels per factor. Thus eight combinations of properties were used as shown in

Table 4.10.

4.4.3 Thermal Loading, Boundary Conditions, and Time Stepping

The analysis was defined as a transient heat transfer problem. A square pulse of intensity

20,000 W/m“ was applied at the top surface of the model. The duration of the pulse flux was 2 s.

Adiabatic conditions (dT/dx - 0 and dT/dy = 0) were assumed for the additional surfaces. The

initial temperature of the model and the ambient temperature was set to 23 °C.

The same time stepping was used for all the simulations. The initial time step was 0.009

seconds. The automatic time stepping capability of ANSYS was used with minimum and

maximum time steps of 0.008 s and 0. 1 s, respectively. A sensitivity analysis was performed to

determine an appropriate maximum time step for this particular study. The first set of analyses

(those involving changing thermal conductivity of the CFRP) were performed using three

different maximum time steps, 0.009 s, 0.1 s, and 0.5 s. The maximum time step of 0.5 s was

found to be too large to fully capture the thermal evolutions of these particular sets of

simulations. Maximum time steps of 0.009 s and 0.1 s successfully captured the thermal

behavior of the models. A maximum time of step of 0.1 s was selected as a balance between

computational economy and accuracy.

The simulation output (nodal temperatures) was recorded at every time step.
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4.4.4 Results

4.4.4a Effect of Thermal Conductivity of FRP

The finite element simulations illustrated the thermal behavior of the test object due to different

material properties of the FRP composite laminates and the concrete substrate.

As previously mentioned, the first set of analyses examined the effects of changing the thermal

conductivity of the CFRP, which was increased up to three times that in the “control” test object.

The results indicated that changes in the thermal conductivity of the composite layers produce

nonlinear changes in the thermal response of the test object. The parameters used to characterize

the thermal response are:

• The maximum surface temperature, Tmux ,

• The maximum difference in surface temperature, or the signal, ATmax,

• The time when the maximum signal occurs, ts ,

• The maximum contrast, ATmax/ATixlc^r, and

• The time for maximum contrast, tc .

Table 4.1 1 Results for simulations involving changes in the thermal conductivity of CFRP.

Case
kperpendicular to fiber T (°C\

Maximum Signal Maximum Contrast

(W/(m*K))
-* max \ 'W

ts (s) ATmax (°C) tc (s) ATInax/ATbackgr

19 0.8 51.6 5.75 9.92 11.25 1.86

20 1.0 49.9 5.24 10.09 10.14 1.84

21 1.2 48.7 4.94 10.18 9.34 1.82

22 1.4 47.8 4.64 10.24 8.74 1.79

23 1.6 47.2 4.36 10.27 8.24 1.76

24 1.8 46.7 4.23 10.28 7.83 1.73

25 2.0 46.3 4.13 10.27 7.43 1.70

26 2.4 45.6 3.83 10.24 6.83 1 .65

A summary of the results for the first set of analyses is presented in Table 4. 1 1

.
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k FRP (W/(mK))

Fig. 4.27 Effect of thermal conductivity of CFRP on

maximum surface temperature.

The results in Table 4.11 illustrate some interesting points regarding the effects of thermal

conductivity of the FRP composite on the thermal evolutions. For example, as shown in

Fig. 4.27, the maximum surface temperature decreases nonlinearly with increasing thermal

conductivity of the FRP layers. As would be expected, the input thermal energy is transferred to

the interior of the test object at a faster rate as the thermal conductivity increases and maximum
surface temperature decreases.

In these analyses, the thermal conductivity of the FRP was increased by a factor of 3 but the

maximum temperature decreased only 6 °C. Thus because of the limited thickness of the FRP;

the maximum surface temperature does appear to be very sensitive to the conductivity of the

FRP laminate for the case of a debond below two layers of FRP.
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Fig. 4.28 Effect of thermal conductivity of CFRP on surface

temperature above the flaw.

Time (s)

Fig. 4.29 Effect of the thermal conductivity of CFRP on the surface

temperature of the background.

Figures 4.28 and 4.29 show the surface temperatures as a function of time for a point over the

center of the flaw and a point in the background, respectively. The difference in the way the

surface temperature rises and decays is due in part to the change in thermal properties; but, is

also related to the specific geometry of the test object (e.g., depth of flaw, number and thickness

of CFRP layers, etc.), which did not change.

59



Fig. 4.30 Thermal signal for problems 19 through 26

(A:frp = 0.8 W/(m-K) to 2.4 W/(m*K))

Fig. 4.3 1 Maximum thermal signal as a function of thermal

conductivity of FRP

Figure 4.30 shows the thermal signal as a function of time for cases 19 through 26 and Fig. 4.31

shows the maximum signal as a function of the thermal conductivity of the FRP. It is seen that

the maximum thermal signal varies nonlinearly with increasing thermal conductivity. The

maximum thermal signal increases with increasing thermal conductivity until the thermal

conductivity reaches 125 % of the initial value. Further increases in thermal conductivity of the

FRP resulted in a slight decrease in the maximum thermal signal. It is noted that the maximum
change in ATmax was 0.35 °C, which represents an increase in signal of only 3.6 %. Thus, for the
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test object used in these analyses, the thermal signal is not very sensitive to the thermal

conductivity of the FRP laminates.

k frp (W/(m*K))

Fis. 4.32 Time for maximum signal as a function of the thermal

conductivity of FRP

Figure 4.32 shows the time for maximum signal versus the thermal conductivity of the FRP. The

time for maximum signal decreases nonlinearly with increasing thermal conductivity due to the

increasing diffusivitv of the FRP. The thermal front travels faster through the material, thus

increasing the speed of cooling of the surface.

This behavior indicates that as the thermal conductivity of the FRP increases there will be less

time from when the heat source is removed and when the maximum signal occurs. For a three-

fold increase in thermal conductivity the time for maximum signal decreases from about 6 s to

about 4 s. This decrease, however, would not have a detrimental effect on the ability to detect

the debond.
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Fig. 4.33 Thermal contrast for problems 19 through 26

(kFRP = 0.8 W/(m-K) to 2.4 W/(m-K))
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Fig. 4.34 Maximum thermal contrast as a function of thermal conductivity of FRP

Figure 4.33 shows the evolution of thermal contrast as a function of thermal conductivity of the

FRP, and Fig. 4.34 show the variation of the maximum thermal contrast. The maximum thermal

contrast decreased with increasing thermal conductivity of the FRP. Unlike the thermal signal,

however, the thermal contrast decreased linearly with increasing thermal conductivity. The

decrease in thermal contrast was on the order of 0.14 per W/m-K increase in thermal

conductivity. Based on the “control”, this represented a 1.5 % decrease in contrast per 25 %
increase in thermal conductivity.
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6.5

Fig. 4.35 Time to maximum contrast as a function of the thermal conductivity of FRP.

Figure 4.35 shows the time to maximum contrast as function of thermal conductivity of the FRP.

Similarly to the time for maximum signal, the time for maximum contrast also decreased

nonlinearly with increasing conductivity of the FRP. The time for maximum contrast decreased

by 4.3 s with a three-fold increase in the thermal conductivity of FRP. Thus it appears that

thermal contrast is affected by thermal conductivity more than the thermal signal.

4.4.4b Effect of Specific Heat of FRP

The next set of analyses (cases 19 and 27 through 29) investigated the effect of the specific heat

of FRP on the thermal responses. As a reminder, the specific heat of a material is a measure of

the amount of energy required to raise the temperature of a unit mass of the material by 1 K. The

units are J/(kg-K).

Table 4.12 Results for simulations involving changes in the specific heat of FRP.

Case CFflp(J/(kg*K)) Tmax (°C)
Maximum Signal Maximum Contrast

ts (S) ATmax (°C) tc (s) ATniax/ATback*

27 1020 55.1 5.05 12.03 9.75 2.04

28 1080 53.8 5.25 11.25 10.25 1.95

29 1 140 52.6 5.55 10.55 10.75 1.91

19 1200 51.6 5.75 9.92 1 1.25 1.86
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c FRP (J/(kg’K))

Fig. 4.36 Maximum surface temperature as a function of the specific heat of FRP

Table 4.12 summarizes the results as the specific heat of the FRP was decreased from

1200 J/kg-K to 1020 J/kg-K. Figure 4.36 shows that the maximum surface temperature decreased

linearly with increasing specific heat. For this particular test object, the maximum surface

temperature decreased at a rate of 0.019 K/(J/(kg*K)).

The behavior shown in Fig. 4.36 is not surprising. A material with higher specific heat requires a

higher energy input to raise its temperature. Since the energy input was the same for all

analyses, higher specific heat values of the FRP layers produced lower surface temperatures.

14.0

12.0

10.0

P 8.0

J 6-0

4.0

2.0

0.0
0.0 5.0 10.0 15.0 20.0

Time (s)

Fig. 4.37 Thermal signal for problems 19 and 27 through 29

(Cf7?p=1020 J/(kg-K) through 1200 J/(kg-K))
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Fig. 4.38 Maximum thermal signal as a function of the specific heat of FRP.

Figure 4.37 shows the evolution of the thermal signal for the different values of specific heat and

Fig. 4.38 shows the variation of the time for maximum signal. Both the maximum signal and the

time for maximum signal varied linearly with specific heat. Figure 4.38 shows that the

maximum signal decreased linearly with increasing specific heat at a rate of 0.012 K/(J/(kg-K)).

A comparison of Figs. 4.31 and 4.38 shows that, on a relative basis, changes in the specific heat

of the FRP affected the maximum thermal signal more than the changes in the thermal

conductivity. For example, while a change of 125 % in kFRP produced only about a 4 % change

in the maximum signal, a change of 15 % in the specific heat produced a change of 21 %.

c frp (J/(kg*K))

Fig. 4.39 Time for maximum signal as a function of the

specific heat of CFRP.

Figure 4.39 shows that the time for maximum signal increased linearly with increasing specific

heat. The increase, however, was small; for an increase in specific heat from 1020 J/(kg-K) to

1200 J/(kg-K), the time of maximum signal increased only 0.7 s.
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Fig. 4.40 Surface temperature above the defect

Time (s)

Fig. 4.41 Surface temperature in the background

Figures 4.40 and 4.41 show the evolution of surface temperature above the flaw and in the

background respectively An interesting observation was that the changes in the thermal signal

(Fig. 4.38) were driven primarily by changes in the surface temperature above the flaw. Surface

temperatures above the defect were affected by the specific heat of the FRP (Fig. 4.40), whereas

the background temperature was not affected (Fig. 4.41).
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2.5

Fig. 4.42 Thermal contrast for problems 19 and 27 through 29

(Q^/^1020 J/(kg-K) through 1200 J/(kg-K))

c FRP (J/(kg*K))

Fig. 4.43 Maximum thermal contrast as a function of the specific

heat of FRP.
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CFRP (J/(kg-K))

Fig. 4.44 Time for maximum thermal contrast as a

function of the specific heat of CFRP

Figure 4.42 shows the evolution of the thermal contrast for the different specific heats of the

FRP. The thermal contrast was affected in a way similar to the thermal signal. Figure 4.43

shows that the maximum thermal contrast decreased linearly with increasing specific heat, and

Fig. 4.44 shows that the time of the maximum thermal contrast increased linearly with specific

heat. For an increase of specific heat from 1020 J/(kg-K) to 1200 J/(kg*K), the time for

maximum contrast increased by about 1 .5 s.

The increase in time required for maximum signal and maximum contrast is the effect of the

decreased diffusivity with increasing specific heat. As a reminder, thermal diffusivity is

inversely proportional to the specific heat. Thus, the higher the value of the specific heat of the

material, the lower the diffusivity and the slower the thermal evolutions.

In summary, changing the specific heat of the FRP layers from 1020 J/(kg-K) to 1200 J/(kg-K)

reduced the maximum thermal signal and maximum contrast. The reductions, however, are not

likely to have a significant impact on the ability to detect the presence of the debond.

4.4.4c Effects of the Thermal Conductivity of the Concrete

The next set of analyses (cases 19 and 30 through 32) involved changing the thermal

conductivity of the concrete substrate. As shown in Table 4.9, the thermal conductivity was

decreased by 5 % and increased up to 20 % from the value for the concrete in the “control” test

object. Table 4.13 summarizes the results obtained in this set of simulations.
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Table 4.13 Results for simulations involving changes in the thermal conductivity of concrete.

Case kcone (W/lTVk.) Tmax (°C)
Maximum Signal Maximum Contrast

ts (s) ATmax (°C) tc (s) ATmax/AT

b

ackg

30 1.4 51.6 5.75 9.82 11.25 1.80

19 1.5 51.6 5.75 9.92 11.25 1.86

31 1.6 51.6 5.75 10.12 11.25 1.96

32 1.8 51.6 5.75 10.29 11.25 2.07

The maximum surface temperature above the flaw was not affected by the change in thermal

conductivity of the substrate. This is because the flaw acts as an insulator, and only changes in

the material above the flaw and/or in the flaw itself would affect the surface temperature above

the Haw.

12.0

10.0

Time (s)

20.0

Fig. 4.45 Thermal signal for cases 19 and 30 through 32

(kco„c=l.43 W/(m-K) through 1.8 W/(m-K))

An increase in the thermal conductivity of the concrete, however, produced a decrease in the

background surface temperature. Again, higher thermal conductivity means that there is less

resistance to heat flow through the material. Thus, the thermal front travels faster and energy is

transmitted to the interior of the object. As shown in Fig. 4.45 and Table 4.13, the decrease in

the background surface temperature increased the maximum thermal signal.

The maximum thermal signal increased linearly with the thermal conductivity of the concrete

according to the following equation:

AT = 1.27k +8.02 (4.25)
max cone

where.
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ATmax - maximum thermal signal and

kconc = thermal conductivity of the concrete substrate.

Increases in the maximum thermal signal were on the order of 0.2 °C for a 10 % increase in the

thermal conductivity of the substrate. The time for maximum thermal signal, however, remained

constant at 5.75 s.

2.5

Time (s)

Fig. 4.46 Thermal contrast for cases 19 and 30 through 32

(hone = 1-43 W/(m-K) through 1.8 W/(m-K))

As shown in Fig. 4.46 and Table 4.13, the thermal contrast also increased with increasing

thermal conductivity of the substrate. The increase in maximum thermal contrast was also a

linear function of the thermal conductivity as expressed by the equation:

Cma,=0.705kme +0.799 (4.26)

The maximum thermal contrast increased about 0.1 per 10 % increase in thermal conductivity.

The time for maximum contrast remained constant at tc
— 1 1.2 s.

4AAd Effects of the Specific Heat of Concrete

The next set of analyses involved the effects of the specific heat of the concrete substrate on the

thermal responses. As shown in Table 4.14, the specific heat of the concrete was varied from

800 J/(kg-K) to 1040 J/(kg-K).

Similar to the case of changes in the thermal conductivity of concrete, the temperature above the

flaw were not affected by changes in the specific heat of the substrate. Background surface

temperatures, however, decreased with increasing specific heat. Physically, this behavior may be

explained by the fact that a material with higher specific heat requires a larger amount of thermal

energy to raise its temperature by the same amount. Since the input energy was maintained
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constant in these simulations, lower temperatures were attained in the concrete and, hence, in the

FRP.

Table 4.14 Results for simulations involving changes in the soecific heat of concrete.

Case Cconc (W/m-K) Tmax (°C)
Maximum Signal Maximum Contrast

ts (s) ATmax (°C) tc (s) ATmax/ATbacks

19 800 51.6 5.75 9.92 11.25 1.86

33 880 51.6 5.75 10.12 11.25 1.96

34 960 5 1 .6 5.75 10.30 11.25 2.07

35 1040 51.6 5.65 10.46 1 1.25 2.17

C cone (J/(kg.K))

Fig. 4.47 Maximum signal as a function of the specific heat of concrete

As shown in Fig. 4.47, the reduction in background surface temperature produced an increase in

the thermal signal as a function of specific heat. From the results shown in Table 4.14, it was

found that the maximum thermal signal increased linearly with specific heat according to the

equation:

ATm^=0.002ccmc +8.15 (4.27)

where,

ATinax = maximum signal and

cCOnc = specific heat of the concrete substrate.

The average increase in thermal signal was 0.2 °C per 10 % increase in specific heat. The time

for maximum signal remained constant at 5.75 s.

The maximum thermal contrast also increased linearly with increasing specific heat according to

the following equation:
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cmax
= 0.0013ccone

+ 0.834 (4.28)

where,

Cconc = specific heat of concrete.

The thermal contrast increased by 0.1 for a 10 % increase in the specific heat of the concrete

substrate.

4.4.4e Combined Effects of Changes in FRP and Concrete Properties

The final set of analyses involved different combinations of thermal conductivity and specific

heat for FRP and concrete. These combinations are shown in Table 4.10 for simulations 36 to

43. The results, which are shown in Table 4.15, provide further insight into the thermal response

of the test object due to simultaneous variations in the thermal properties of the FRP and

concrete.

Table 4.15 Results for Cases 36 through 43 in which the thermal properties of FRP and concrete

were varied simultaneously

Combination Case Tma*<°C)
Signal Contrast

ATmax (°C) ts (s) AT,naxlATbackg tc (s)

low kFRp-\o\N kconc 36 51.6 9.82 5.75 1.80 11.25

low kFRp-high kconc 37 51.6 10.29 5.75 2.06 11.25

high kFRP-low kconc 38 46.7 10.16 4.23 1.68 7.83

high /;Ftfp-high kconc 39 46.7 10.68 4.24 1.92 7.84

low CFRP-low Cconc 40 55.0 12.03 5.05 2.04 9.75

low Cppp-high Cconc 41 55.0 12.64 4.95 2.37 9.75

high cFtfp-low Cconc 42 51.6 9.92 5.75 1.86 11.25

high eppp-high cconc 43 51.6 10.46 5.75 2.16 11.25

The expected maximum signal and maximum contrast, due to the various combinations, were

also estimated using the principle of superposition of the effects of k and c. This method resulted

in estimations of the responses of test object that were within a 1 % of the simulations. For

example, case 38 involved modifying the material properties of the “control” test object (case

19) in the two directions by increasing A:FRP (as in case 24) and reducing kconc (as in case 30). The

estimation was obtained using the signal results from problem 19 as a reference. The maximum
signal difference ATj between the results of problem 24 and 19 was computed (see Table 4.1 1).

The same procedure was applied to cases 30 and 10 (see Table 4.13) and AT2 was obtained as

0.1 °C. Addition of these differences to the maximum thermal signal of 9.92 °C for case 19

resulted in an estimation of the maximum thermal signal of 10.18 °C for case 38.

AT. = AT
case 19

+ AT, + AT, = 9.92 + 0.36 + 0.19 = 10. 18 (4.29)
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The maximum signal from the finite element simulation for problem 38 is 10.16 °C. Thus, for

this particular example, the error between the estimation and the FEM output was only 0.02 °C.

Using the same approach, the maximum error occurred in the estimation of the A

T

inax of case 39,

in which the error was 0.04 °C. The same procedure could be used in the estimation of the

thermal contrast, with similar results. Thus it is concluded that there is no interaction effect due

to thermal conductivity and specific heat.

4.4.5 Summary
%/

Four different sets of analyses were performed to investigate the effect of material thermal

properties on the thermal response of the flawed test object. The focus of the parametric study

was two-fold:

• Gain an understanding of thermal diffusion behavior for different values of thermal

conductivity and specific heat; and

• Establish if accurate determination of the material thermal properties of the structural

components is required for quantitative IR thermography testing of FRP laminates applied to

concrete.

The test object included a debond between the FRP composite and the concrete substrate. The

thermal conductivity and specific heat of the composite and the concrete were varied to

investigate the effect of these material properties on the thermal response. The models were

subject to a square-wave thermal pulse of 2 s duration. The conclusions for this parametric study

are as follows:

• The maximum surface temperature decreases nonlinearly with increasing kpRp (Fig. 4.27),

and linearly with increasing cFrp (Fig. 4.36). The thermal properties of the concrete substrate

do not affect the maximum surface temperature above the flaw (Tables 4.13 and 4.14).

• The maximum thermal signal varies nonlinearly with increasing thermal conductivity of the

FRP (Fig. 4.37). The maximum signal reaches a peak value and decreases with further

increase in kfRp.

• The maximum thermal signal decreases linearly with increasing cFrp (Fig. 4.38).

• The maximum thermal signal increases linearly with increasing kconcrete (Eq. 4.25) or cconcrete

(Eq. 4.27).

• The maximum thermal contrast decays linearly with increasing kFRP (Eq. 4.34) or cFrp

(Eq. 4.43).

• The maximum thermal contrast increases linearly with increasing kconcrete (Eq. 4.26) or

Cconcrete (Eq. 4.28).

• The time for maximum thermal signal is affected only by the thermal properties of the FRP
layers. The time for maximum thermal signal decreases nonlinearly with increasing thermal
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conductivity of the FRP (Fig. 4.32). The time for maximum thermal signal increases linearly

with increasing cFrp (Fig. 4.39).

• The time for maximum thermal contrast is only affected by the thermal properties of the FRP
composite. The time for maximum thermal contrast decreases nonlinearly with increasing

kfRP (Fig. 4.35) and increases linearly with increasing cfrp (Fig. 4.44).

• The effects of simultaneous changes in thermal conductivity and specific heat can be

predicted by superposition of the effects resulting from the changes of each property. There

is no interaction effect.

• The greatest change in maximum thermal signal was observed by changing the specific heat

of the FRP. For the range of crrp investigated, this change was on the order of 2 °C. Most of

the variations in maximum thermal signal due to changes in kFRP , kconcrete , and cconcrete were

smaller than 0.6 °C.

In summary, while variations in the thermal properties of the FRP and concrete resulted in

systematic variations in thermal response, none of the response parameters (maximum surface

temperature, thermal signal, and contrast) were very sensitive to these variations. Thus, it would

appear that the success of infrared thermography testing will not depend strongly on the specific

values of the thermal properties of the FRP or concrete substrate.

The next series of studies will examine the effects of the depth of the flaw.

4.5 Parametric Study No. 3: Effect of the Depth of the Flaw

In the use of FRP layers to strengthen concrete or masonry structures, defects may arise between

the FRP layers (delaminations) or at the FRP/concrete interface (debonds). In addition, failure

planes may occur in the concrete if the shear stresses needed to transfer load to the FRP, exceed

the capacity of the concrete (spalls). Thus, it is desirable to investigate how the location of a

flaw affects the thermal response and to establish whether it may be feasible to determine the

depth of the flaw from the characteristics of the thermal evolution. The third parametric study

had the following objectives:

• Understand the effects of the depth of debonds on the thermal response;

• Understand the effects of the depth of delaminations on the thermal response;

• Understand the effects of the depth of concrete spalls on the thermal response; and,

• Investigate the feasibility of estimating flaw depth from the measured thermal response.

Seven different sets of analyses were performed which included 2 1 finite element models.
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4.5.1 Geometry of Model

The basic geometry of the test object corresponded to that used in parametric studies No. 1 and

No. 2, that is, a 100 mm long by 20 mm thick concrete slab covered with carbon FRP. Each ply

of CFRP was 0.5 mm thick. The test object contained an internal flaw (air void) 25 mm long and

0.1 mm thick. The thermal contact resistance corresponded to 4.17x10 ' m'/W. Plane two-

dimensional modeling was used; thus, the test object is infinite in the z-direction. The internal

flaw was located at the center of the model. The simulation was simplified using plane

symmetry about the center of the specimen.

The test object was meshed using 2-D quadrilateral thermal solid elements containing 4 nodes.

The model was meshed using mapped meshing with global element size of 0.5 mm. Similarly to

the previous parametric studies, mesh refinement was applied in the thickness direction. The

mesh refinement consisted of thin elements at the FRP layers, the defect, and at the concrete

interface with the FRP. The element size was increased towards the bottom of the slab away

from the heated surface. Thus, the meshing used in the current parametric study was the same as

in parametric study No. 2.

For flaws located near the surface, the mesh configuration used in the previous parametric study

showed some thermal gradient irregularities at the elements surrounding the edge of the flaw. To
justify the use of the chosen mesh, a sensitivity analysis was performed to determine the

accuracy of the results. The global element size was decreased to 0.25 mm, and this reduced the

heat flux irregularities. The computational time, however, increased drastically and the

differences in surface temperature changed only by 0.02 °C. The small difference in surface

temperature results justified the use of the larger mesh size, regardless of the irregularities at the

discontinuity.

Table 4. 16 Geometry for simulations involving debond depth

Case Number of plies Depth of debond

44 1 0.5 mm
45 9 1 .0 mm
46 3 1 .5 mm
47 5 2.5 mm
48 6 3.0 mm
49 7 3.5 mm

The internal flaw (air void) was located at different depths and interfaces within the test object.

The first set of simulations involved investigation of the effect of depth of debonds at the

FRP/concrete interface and the number of FRP plies was increased from 1 to 7 as indicated in

Table 4.16.
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Table 4.17 Geometry for simulations involving delamination depth

Case Number of plies Location of flaw Depth of delamination

47 5 Between 5
th
and concrete 2.5 mm

50 5 Between 4
th
and 5

th
layer 2.0 mm

51 5 Between 3
rd
and 4

th
layer 1.5 mm

52 5 Between 2
nd

and 3
ld

layer 1.0 mm
53 5 Between 1

st

and 2
nd

layer 0.5 mm

The second set of simulations involved investigation of the effect of delaminations between FRP
layers. All the models in this set contained 5 layers of FRP. The depth of the flaw varied from

0.5 mm (delamination at top interface) to 2.5 mm (debond between FRP and concrete). Table

4.17 summarizes the geometrical characteristics.

z

1.0 mm
2.0 mm

2 plies of FRP-

Case 55

5 plies of FRP

—

3 plies ot 1 RP—

^

i

2 > mm
E

i - '

1.5 mm
2.0 mm \ ' 2.0 mm >

k

i

Concrete spall Concrete spall

Case 56 Case 57

Fig. 4.48 Geometry of models for third set of simulations involving flaw in concrete with

different numbers of FRP layers
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Fig. 4.49 Geometry of models for fourth set of simulations involving varying flaw depths in

concrete with 2 layers of FRP

The third and fourth sets of simulations involved flaws or spalls in the concrete substrate. The

third set of simulations examined the effect of the number of FRP plies on the thermal response.

As shown in Fig. 4.48, the concrete spall was located 2 mm below the FRP/concrete interface

and the number of FRP plies was varied from 1 to 5. The fourth set of simulations focused on

the effect of concrete cover, and the number of FRP plies was kept constant at 2. As shown in

Fig. 4.49, the depth of the flaw was increased from 0.0 mm (debond) to 2.0 mm from the

FRP/concrete interface.
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Table 4.18 Geometry for simulations involving 5 layers of FRP

Case Number of plies Type of flaw & location Depth of flaw

53 5 Delamination between 1

st

and 2
nd

ply 0.5 mm
52 5 Delamination between 2

nd
and 3

rd
ply 1.0 mm

51 5 Delamination between 3
rd
and 4

th
ply 1.5 mm

50 5 Delamination between 4
th
and 5

th
ply 2.0 mm

47 5 Debond at interface 2.5 mm
57 5 Concrete spall 2 mm below interface 4.5 mm

Table 4.19 Geometry for simulations involving 3 layers of FRP

Case Number of plies Type of flaw & location Depth of flaw

62 3 Delamination between 1

st

and 2
nd

ply 0.5 mm
63 3 Delamination between 2

nd
and 3

rd
ply 1 .0 mm

46 3 Debond at interface 1 .5 mm
64 3 Concrete spall at 1 mm below interface 2.5 mm
65 3 Concrete spall at 2 mm below interface 3.5 mm

Table 4.20 Geometry for simulations involving 2 layers of FRP

Case Number of plies Type of flaw & location Depth of flaw

61 9 Delamination between 1

st

and 2
nd

ply 0.5 mm
45 2 Debond at interface 1.0 mm
58 2 Concrete spall at 0.5 mm below interface 1.5 mm
59 2 Concrete spall at 1 .0 mm below interface 2.0 mm
60 2 Concrete spall at 1.5 mm below interface 2.5 mm
55 2 Concrete spall at 2.0 mm below interface 3.0 mm

The next three sets of simulations focused on the response due to flaws at any depth in three

different FRP/concrete structures. As shown in Tables 4.18, 4.19, and 4.20, each set of

simulations contained 5, 3, or 2 FRP plies. For each set, the depth of the flaw was varied to

simulate delaminations, debonds, and concrete spalls. The purpose of these simulations was to

examine whether there was a simple relationship for the thermal response due to a variation in

the depth of any kind of flaw for a given test object

78



4.5.2

Material Properties

The material properties of the model were those of carbon FRP (CFRP) for the bonded

composite, concrete for the substrate, and air for the defect (see Table 4.1). The CFRP layer in

direct contact with the concrete had the fibers running in the x-direction. The direction of the

fiber alternated between z- and x-direction for additional layers of FRP.

4.5.3 Thermal Loading and Boundary Conditions

Again, the analysis was defined as a transient heat transfer problem. A square pulse of intensity

20.000 W/m" and duration 2 seconds was applied at the top surface of the model. Adiabatic

conditions (dT/dx - 0 and dT/dy = 0) were assumed for the remaining surfaces. The initial

temperature of the test object was 23 °C.

The same time stepping was prescribed for all the problems of this parametric study. The initial

time step was 0.009 s. The analysis was performed using ANSYS' automatic stepping with the

maximum and minimum time steps set to 0.1 s and 0.008 s, respectively. The nodal

temperatures were recorded at every time step.

4.5.4 Results

4.5.4a Debonds

The first set of simulations involved the study of debonds at the FRP/concrete interface. The

number of plies was increased from
1
ply to 7 plies. Each ply of FRP had a thickness of 0.5 mm.

Table 4.21 summarizes the results for this set of simulations.

Table 4.21 Results for simulations involving debonds (first set in parametric study #3)

Case Depth, d (mm) T,nax (°C)
Maximum Signal Maximum Contrast

ts (s) ATmax (°C) tc (S) ATmax! AT

b

acko

44 0.5 64.6 2.44 20.85 3.94 2.02

45 1.0 51.7 4.45 8.16 8.05 1.23

46 1.5 49.1 7.35 4.41 12.05 0.84

47 2.5 48.6 14.65 1.86 22.55 0.48

48 3.0 48.6 19.55 1.36 29.53 0.40

49 3.5 48.6 23.93 0.97 35.55 0.32
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Depth, d (mm)

Fig. 4.50 Effect of debond depth on the maximum surface temperature

The results in Table 4.21 reveal some interesting relationships regarding the effect of debond

depth on the thermal response. For example, as shown in Fig. 4.50, the maximum surface

temperature decreases nonlinearly with flaw depth. For a depth of 2.5 mm or more, the

maximum surface temperature is not affected by the depth of the debond of the size used in the

models.

The relationship between maximum surface temperature and flaw depth can be approximated

using Eq. 4.30:

T (4.30)
max

1 + erf( d

)

where.

erf(d) = error function for the depth of the flaw; and,

= asymptotic temperature reached when the flaw is deep in the material.

As a reminder, the error function for the depth of the flaw is

erf (d) = — je ' dt
n o

(4.31)

The best fit value of is found to be close to the theoretical surface temperature for a semi-

infinite solid heated with a heat flux impulse (Carslaw et al., 1959)

o

(4.32)

where.

q = magnitude of the input heat flux;
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k = thermal conductivity of FRP;

a - thermal diffusivity of FRP;

r = pulse duration; and,

T(> = initial temperature of the test object.

For this particular set of simulations the computed value of was 48.8 °C.

w
O

25.0

20.0

15.0

^ 10 . 0

Case 44. debond under 1 layer of FRP

Case 45. debond under 2 layers of FRP

Case 46. debond under 3 layers of FRP

Case 47, debond under 5 layers of FRP

5.0 # 4

.0 -4k
* •

0.0 5.0 10.0 15.0 20.0

— » i •
|

25.0 30.0

Time (s)

Fig. 4.5 1 Thermal signal as a function of debond depth

The results for the maximum thermal signal ATtnax also showed a nonlinear relationship with flaw

depth. Figure 4.5 1 illustrates the signal versus time behavior for the first set of simulations. It is

seen that debonds located near the surface result in maximum thermal signal (ATmax) and short

time for maximum signal (f v ), while deep debonds result in low A

T

mox and long ts .

The variation of the maximum thermal signal with debond depth can be represented by the

following power function:

= 7.64d

-

U7 (4.33)

Depth (mm)

Fig. 4.52 Maximum thermal signal as a function of debond depth
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Figure 4.52 illustrates the FEM output and curve fit for the maximum signal. Figure 4.52 shows

that the maximum thermal signal drops off quickly with increasing depth. It may be difficult to

discern the presence of debonds 25 mm wide with more than 3 mm of FRP.

Depth (mm)

Fig. 4.53 Time for maximum signal as a function of debond depth

As shown in Fig. 4.53, the time for maximum signal increased with increasing depth of the

debond and the variation could be approximated by the following quadratic function:

t
s
= L08d 2 + 2.97

d

+ 0.54 (4.34)

An increase in depth from 1 mm to 3 mm resulted in a four-fold increase in time of maximum
signal. This strong dependence between ts and the depth of the debond indicates that the time for

maximum signal may be a good indicator of relative flaw depth.

The maximum contrast also decreased nonlinearly with the depth of the debond. Again, the

simulation output could be fitted by a power function, as follows:

C =1.14d
-0.95 (4.35)

while the time for maximum contrast could be fitted with a quadratic equation, as follows:

t
c
= 1.18d

2 + 5.89d + 0.76 (4.36)

The time for maximum contrast also depended strongly on debond depth and varied from 3.94 s

for the test object with only one layer of FRP to 35.55 s for the test object with 7 layers of fiber

composite.

4.5.4b Delaminations

The next set of simulations focused on the effect of the depth of delaminations. All the

simulations involved a test object containing 5 plies of FRP. The depth of the delamination was

varied from 0.5 mm to 2.5 mm. Table 4.22 summarizes the results for this set of simulations.
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Table 4.22 Results for simulations involving delaminations (second set in study #3)

Case Depth, d (mm) T,nax (°C)
Maximum Signal Maximum Contrast

ts (s) ATmax (°C) tc (s) ATmax/ ATbacks

47 2.5 48.6 14.65 1.86 22.55 0.48

50 2.0 48.6 11.55 2.60 18.85 0.59

51 1.5 49.1 7.90 3.86 13.75 0.70

52 1.0 51.8 4.64 6.95 9.24 0.91

53 0.5 64.9 2.53 18.35 3.93 1.41

The thermal response was similar to that produced by debonds. For example, the maximum
temperature varied with depth in the same way as described for debonds. Thus, the maximum
temperature can be estimated using Eqs. 4.30, 4.3 1, and 4.32. The maximum thermal signal as a

function of depth could be described by following power function:

JT = 6.89cT
1J2 (4.37)

max

Depth (mm)

Fig. 4.54 Maximum thermal signal as a function of delamination depth

Figure 4.54 illustrates the FEM results and curve fit for the maximum signal resulting from

delaminations at various depths.
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Fig. 4.55 Time for maximum signal as a function of delamination depth

Comparing the results in Table 4.21 and 4.22, it is seen that the time for maximum signal was

slightly longer for delaminations than for debonds located at the same depth. The difference,

however, was only on the order of 0.5 s. Figure 4.55 shows the time for maximum signal as a

function of delamination depth. The time for maximum signal was a quadratic function of depth

as follows:

t
s
=0.69d

2
+4.19d + 0.10 (4.38)

The difference in contrast varied from 1.41 to 0.48 for delaminations at depth between 0.5 and

2.5 mm, respectively. The maximum thermal contrast was also a power function of depth. The

best fitting function was

Cmax =0.92d~°'
56 (4.39)

The maximum signal and maximum contrast values were lower than those values found for

debonds at the same depth. The behavior can be explained by the fact that the background

temperatures are higher for the delamination cases than for debonds. As a reminder, the thermal

conductivity and diffusivity of concrete are higher than those of FRP. As a result, the

background temperature of the simulations with debonds decreases at a higher rate than the

background temperature of the delaminated test object.

The times for maximum signal and maximum contrast were longer for delaminations than for

debonds located at the same depth. Some of these differences were on the order of 1 s to 1.5 s.

The time for maximum contrast, although it is a quadratic function of depth, could be

approximated as a linear function of depth without introducing a significant error; the linear

function is as follows:

t
c
= 9.37d -0.39 (4.40)

84



0.00 1.00 2.00 3.00

Depth (mm)

Fig. 4.56 Time for maximum contrast as a function of

delamination depth

Figure 4.56 shows the FEM output and fitted linear function for the time for maximum contrast

due to variations in delamination depth.

4.5.4c Concrete Spalls

The next set of simulations involved the study of concrete spalls. The study was divided into

two different sets of models. First, the investigation focused on the case where the spall is

located at 2 mm from the concrete/FRP interface, and the number of plies of FRP was increased

from 1 to 5. For the second set of simulations, there were two FRP plies and the depth of the

Haw in the concrete was varied. In presenting results, these simulations are called “set No. 3"

and “set No. 4”, respectively.

Tables 4.23 and 4.24 summarize the results for these two sets of simulations.

Table 4.23 Results for simulations involving concrete spalls with 1 to 5 plies of FRP
(third set of simulations in parametric study #3)

Case Depth, d (mm) Tmax (°C)
Maximum Signal Maximum Contrast

ts (s) ATmax (°C) tc (s) ATmax/ ATbackg

54 2.5 46.2 11.76 0 OO 19.06 0.62

55 3.0 48.0 15.90 1.66 24.95 0.53

56 3.5 48.5 19.85 \
oo 29.55 0.42

57 4.5 48.6 30.50 0.72 43.15 0.29
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Table 4.24 Results for simulations involving concrete spalls with 2 plies of FRP
(fourth set of simulations in parametric study #3)

Case Depth, d (mm) Tmax (°C)
Maximum Signal Maximum Contrast

ts (s) srmax (°C) tc (s) ATmax/ ATbacks

45 1.0 51.7 4.45 8.16 8.05 1.23

58 1.5 48.8 7.05 4.56 12.05 0.91

59 2.0 48.2 9.52 3.06 16.05 0.74

60 2.5 48.1 12.65 2.20 20.35 0.62

55 3.0 48.0 15.90 1.66 24.95 0.53

The first observation is that the maximum surface temperature increases with increasing flaw

depth for set No. 3, while it decreases for set No. 4. For both cases, the behavior is easily

explained in terms of the thermal properties of the materials. For the previous sets of simulations

(debonds and delaminations), the maximum surface temperature was highly related to the depth

of the flaw. For the cases involving concrete spalls, however, the depth of the defect has a lesser

effect on the maximum surface temperatures. The reason is that the flaw is too deep in the test

object to affect the thermal response at early times during the test. The thickness of the FRP and

concrete cover has an important role on the development of maximum surface temperature. For

example, the maximum surface temperature for set No. 3 increases as the thickness of FRP
increases. The reason for this is that FRP has lower k and a than concrete, thus there is a lower

rate of diffusion. With increasing number of plies, the heat tends to concentrate at the upper

layers of the FRP instead of being diffused through the concrete. The opposite is true for set

No. 4. As concrete cover over the spall increases, the thermal energy diffuses through the test

object more readily and the maximum surface temperature decreases with flaw depth.

Fig. 4.57 Maximum surface temperature as a function of spall depth for set

No. 3 (variable number of plies)
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Fig. 4.58 Maximum surface temperature as a function of spall

depth for No. 4 ( 2 plies)

As indicated in Tables 4.23 and 4.24, the maximum surface temperatures only varied by 2.4 °C

for set No. 3 and 3.7 °C for set No. 4. Figure 4.57 shows the finite element output and the best-

fit curve expressed for the set No. 3. Figure 4.58 illustrates the finite element output for the

second set of concrete spall simulations (set No. 4).

The results for the maximum signal and maximum contrast displayed nonlinear behavior similar

to that for debonds and delaminations. The change in magnitude, however, was smaller than for

the previous type of flaws. For example, the change in maximum thermal signal for set No. 3

was only 1.5 °C for an increase in depth of 2 mm (from 2.5 mm to 4.5 mm). The change in

maximum contrast was 0.33 for this case. The change in maximum signal and maximum
contrast was slightly higher for the second set of concrete spalls problems. For this case, the

decrease in maximum thermal signal and contrast was 6.5 °C and 0.70, respectively, for an

increase in depth of 2 mm (from 1 mm to 3 mm).

The decrease of the maximum thermal signal and contrast could be described by power

functions. For the first set of concrete spalls (set No. 3) the thermal signal and thermal contrast

decreased as

AT = 12.51 d~
,S6

C = 1.95 dc J —1.24

(4.56)

(4.57)

87



Fig. 4.59 Maximum signal as a function of spall depth for

set No. 3 (variable number of plies)

Fig. 4.60 Maximum contrast as a function of spall depth for

set No. 3 (variable number of plies)

Figures 4.59 and 4.60 show the maximum signal and maximum contrast, respectively, as a

function of the spall depth for set No. 3.
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Fig. 4.61 Maximum signal as a function of spall depth for set

of No. 4 (2 plies)
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Fig. 4.62 Maximum contrast as a function of spall depth for

set No. 4 (2 plies)

As shown in Figs. 4.61 and 4.62. the maximum signal and maximum contrast for the second set

of concrete spalls (set No. 4) followed the following functions of depth:

ATmax =8.16d
-1.43

C = 1.23 d~°
76

(4.58)

(4.59)
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Fig. 4.63 Time for maximum signal for set No. 3 (spall at 2 mm
with varying number of FRP layers)
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Fig. 4.64 Time for maximum contrast for problem set No. 3 (spall at

2 mm with varying number of FRP layers

As shown in Figs. 4.63 and 4.64, the time for maximum signal and maximum contrast for

problem set No. 3 could be fitted by the following quadratic functions:

t
s
= 1.129d 2 + 1.41 Id + 1.272 (4.60)

t
c
= 1.178 d2 +3.646 d + 2.807 (4.61)
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Fig. 4.65 Time for maximum signal for set No. 4 (2 layers of FRP and

varying spall depth)

Fig. 4.66 Time to maximum contrast for set No. 4 (2 layers of FRP
and varying spall depth)

As shown in Fiss. 4.65 and 4.66, the time for maximum sisnal and maximum contrast could also

be fitted using quadratic functions as follows:

Summarizing, this phase of the analysis provided some understanding of the effect of flaw depth

on the thermal response:

• The maximum surface temperature is the same for delaminations and debonds located at the

same depth (Tables 4.21 and 4.22).
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• The maximum surface temperature decreases nonlinearly with increasing flaw depth. The

variation of maximum surface temperature with flaw depth can be described using the error

function (Figs. 4.50, 4.57, and 4.58).

• Debonds and delaminations located at the same depth result in approximately equivalent

values of maximum signal (Figs. 4.52 and 4.54).

• Concrete spalls result in higher maximum thermal signals and contrasts than delaminations

and debonds located at the same depth (Tables 4.21 through 4.24).

• The time for maximum signal increases with the depth of the flaw. The time for detection

increases nonlinearly for debonds and delaminations and approximately linearly for concrete

spalls (Figs. 4.53, 4.55, 4.63, and 4.65).

• Debonds are detected sooner than delaminations located at the same depth. For test objects

with flaws at the same depth, the time for maximum contrast and signal increases with the

number of FRP plies. The reason is that FRP has lower diffusivity than concrete. Hence, the

higher the thickness of FRP the slower the rate of diffusion. For the investigated flaw size,

however, the increase in time is less than one second (Tables 4.21 and 4.22).

• For the case of concrete spalls located at the same depth, the more layers of FRP the lower

the maximum surface temperatures and the higher the maximum thermal signal (Tables 4.23

and 4.24).

4.5.4d Estimation of Depth

The FEM results reveal that the thermal response is a function of both the thickness of the FRP
layer and the depth of the flaw. For the purpose of depth estimation, a simple procedure was

developed based on the maximum thermal signal and contrast as a function of flaw depth.

Three sets of simulations were completed involving three different test objects with flaws at

varying depths. Sets No. 5, No .6, and No .7 involved test objects with 5, 3. and 2 plies of FRP,

respectively. For each set, the depth of the flaw was varied to include delaminations, debonds,

and concrete spalls at different depths.

The results revealed thermal responses that followed the trends of power functions. Thus the

basic form of the thermal response (ATmax or maximum contrast and corresponding times) is

Thermal response - yd£ (4.62)

where,

d - depth of the flaw;

y = coefficient; and

8 = exponent.
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The best fitting power functions for simulation sets No. 5, No. 6, and No. 7 are presented in

Table 4.25.

Table 4.25 Summary of relationships between thermal responses and flaw depth for

simulations sets No. 5, 6, and 7.

No. of plies
Thickness of FRP,

dFRP
ATmax (°C) r̂max ts (s) tct (S)

5 2.5 mm
6.89

d 1A6

0.90

d°
71

5.15d 1,5
8.72d

,0s

3 1 .5 mm
7.34

dU0
1.03

d°.6
?

5.03d 106
8.58d

0%

2 1 .0 mm
7.77

d
U7

1.16

d°
68

4.82d‘
m

8.42d
095

The equations displayed in Table 4.25 indicate that the coefficients decrease with increasing

number of FRP plies. The exponents, however, show increasing trends with increasing number

of FRP plies.

Based on these results, an estimation procedure was developed. The steps are as follow:

• Estimate the depth of the FRP layer (in mm).

• Based on the thickness of the FRP, estimate the coefficient and exponents for the maximum
signal, contrast, time for maximum signal, and time for maximum contrast.

For the maximum thermal signal the coefficient and exponent are:

y = 7 76d~° 13 (4.63)

e
signal

= ~0-0648dFRP - 1.3004 (4.64)

For the maximum thermal contrast, the coefficient and exponent are:

rc„m„
= 1-1613 d?R?

5 (4.65)

£cm,

= -0.0537

d

FRP -0.615 (4.66)

For the time for maximum signal, the coefficient and exponent are:

y„= 4.8489
d™97 (4-67)

ea = 0.0816d FRF +0.943 (4.68)

For the time for maximum thermal contrast, the coefficient and exponent are:
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Ytc =8.4324d°F°p
7 (4.69)

£
tc
= 0.867

d

FRP +0.852 (4.70)

where, dPRp is the thickness of the FRP layer.

• The coefficients and exponents determined in the previous step provide the exponential

equations for the thermal signal, contrast, time for maximum signal, and time for maximum
contrast for flaws at any depth. These flaws include delaminations, debonds, and concrete

spalls. Therefore,

AT — y d £si
L max / signal

gnal (4.71)

C =y d
l

max i contrast
(4.72)

= Yts d
l (4.73)

where,

d

AT,

ts

tc

max

= r,c d
‘

depth of the flaw;

maximum thermal signal;

time to maximum signal; and,

time to maximum contrast.

(4.74)

• Inversion of Eqs. 4.7 1 through 4.74 allow the estimation of the depth of the flaw based on the

thermal response of the test object.

d — exp
ln (^Tmax)-ln (ysignal )

^signal

(4.75)

d = exp
ln(c,„J-in(yComA (4.76)

d - exp
ln{t.)-ln{y

ts ) (4.77)

d - exp
ln(t

c
)-ln{y

lc )

tc

(4.78)

It is important to note that these equations are appropriate for the test object under study.
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Fig. 4.67 Time for maximum signal as a function of flaw depth for test

objects with 5, 3, and 2 layers of FRP

The flaw depth can also be estimated graphically. Figure 4.67 shows of the time for maximum
signal as a function of flaw depth for test objects with 5, 3, and 2 plies of FRP. Based on the

measured time to maximum signal, the flaw depth can be estimated. This procedure is simpler

than the analytical approach and it provides an adequate estimate of the flaw depth.

Fig. 4.68 Example of estimation of flaw depth

As illustrated in Fig. 4.68, for example, for a 10 s time for maximum signal, the estimated flaw

depth is 1.8 mm for the case of a 5-ply test object, while it is 2.0 mm for a test object containing

2 layers of FRP. For this case, the estimation of flaw depth varies only by 0.2 mm. This value is

less than the thickness of an FRP layer. For a long detection period, lets say 15 s for maximum
signal, the estimated flaw depth is 2.5 mm for test objects containing 5 layers of FRP and 2.9
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mm for test objects containing 2 layers of FRP. The estimation of the flaw depth varied slightly

by only 0.4 mm, again, less than the thickness of an FRP layer.

4.5.5 Summary

The third parametric study focused on the effect of flaw depth on the thermal response. The

parametric study had the following objectives:

• Understand the effect of delamination, debonds, and concrete spalls on the thermal response;

and,

• Investigate the feasibility of estimating flaw depth from the measured thermal response.

Five sets of analyses, including 21 FEM simulations, were performed to evaluate the effect of

flaw depth on the thermal response of the test object. Two different parameters were varied: the

depth of the flaw and the number of FRP plies. These changes made possible the study of

delaminations, debonds, and concrete spalls located at varying depths.

Several conclusions were reached from the results:

• The maximum surface temperature decreases nonlinearly with increasing depth. The

relationships can be described using error functions.

• The maximum surface temperature is the same for debonds and delaminations located at the

same depth.

• Debonds develop higher thermal signal and contrast than delaminations located at the same

depth.

• Concrete spalls develop higher thermal signal and contrast than delaminations and debonds

located at the same depth.

• For flaws at the same depth, the thermal signal decreases with increasing thickness of FRP.

• The time for maximum signal and maximum contrast increases with the depth of the flaw.

The time for detection increases nonlinearly for debonds and delaminations and near-linearly

for concrete spalls.

• Debonds are detected sooner than delaminations located at the same depth. For test objects

with flaws at the same depth, the time for maximum contrast and signal increases with the

number of FRP plies. For the case of concrete spalls located at the same depth, the more

layers of FRP the lower the maximum surface temperatures and the higher the maximum
thermal signal.

• Concrete spalls take a couple of seconds less to be detected compared with debonds.
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The investigation has led to a simple procedure to estimate depth based on measured time to

maximum signal.

The next series of studies involve the investigation of the effect of the thickness (resistance) of

the internal flaw.

4.6 Parametric Study No. 4: Effect of the Thickness of the Flaw

The thermal resistance of subsurface flaws is an additional parameter that affects the thermal

response of the test object and thus the response parameters at its surface. The thermal resistance

of the flaw is directly proportional to the thickness of the air void. Thus, it is helpful to

investigate the effect of the thickness of internal flaws on the thermal response.

The fourth parametric study had the following objectives:

• Understand the effects of flaw thickness on the thermal response; and

• Establish the minimum thickness of a detectable flaw.

Three different sets of analyses were performed, which included a total of 15 simulations.

4.6.1 Geometry of Model

The test object consisted of a 100 mm long by 20 mm thick concrete slab with 3 layers of FRP
bonded to its surface. Each 0.5 mm thick layer of FRP was oriented at 90° with respect to the

adjacent ply. A 25 mm long internal flaw was located at the center of the test object. The

thickness of the flaw' was varied from 0.4 mm to 1 pm. The depth of the flaw w'as varied as well

to include delamination, debond, and concrete spall. The delamination w'as located at a depth of

0.5 mm, the debond at 1.5 mm and the concrete spall at 2.5 mm.

As in previous simulations, plane tw'o-dimensional modeling was used. The meshing w'as

similar to that of parametric study No. 2.

The simulations w^ere divided into 3 sets. The first set involved the study of the effect of

thickness of delaminations on the thermal response. The second set involved the study of the

effect of thickness of debonds. The third set involved the study of the effect of the thickness of

concrete spalls.
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Table 4.26 Geometry for simulation set involving delaminations

Case
Flaw depth

(mm)
Flaw thickness

(mm)
Thermal resistance

(m2oC/W)
66 0.5 0.4 16.67 x 10“ 3

67 0.5 0.2 8.33 x 1(T
3

68 0.5 0.1 4.17 x 10“ 3

69 0.5 0.05 2.08 x 10
-3

70 0.5 0.025 1.04 x 1(T
3

71 0.5 0.001 0.04 x 10
3

For the first set of simulations, the thickness of the air void was varied from 0.4 mm to 1 |um,

which represent a range of thermal resistance of 1.7 x 10 “ m“-°CAV to 4.0 x 10~ 5
m~*°C/W, as

indicated in Table 4.26.

Table 4.27 Geometry for simulation set involving debonds

Case
Flaw depth

(mm)
Flaw thickness

(mm)
Thermal resistance

(m2
*°C/W)

72 1.5 0.4 16.67 x 10~ 3

73 1.5 0.2 8.33 x 10~ 3

74 1.5 0.1 4.17 x 10" 3

75 1.5 0.05 2.08 x 10
3

76 1.5 0.001 0.04 x 10' 3

The second set of simulations involved debonds between the FRP and the concrete. Again, the

thickness of the air void varied between 0.4 mm and 1 mm. Five models were analyzed as

indicated in Table 4.27.

Table 4.28 Geometry for simulation set involving concrete spalls

Case
Flaw depth

(mm)
Flaw thickness

(mm)
Thermal resistance

(m2oC/W)
77 2.5 0.4 16.67 x 10“ 3

78 2.5 0.2 8.33 x 10~ 3

79 2.5 0.1 4.17 x 10“ 3

80 2.5 0.05 2.08 x 10~ 3

The final set of simulations focused on concrete spalls located at a depth of 1.0 mm below the

FRP/concrete interface. Due to the depth of the flaw, detection of thinner air voids was not

expected. Thus, the thickness of the spalls was varied from 0.4 mm to 0.05 mm. Four models

were analyzed as indicated in Table 4.28.

Figure 4.69 summarizes the geometry of the three different sets of simulations.
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Fig. 4.69 Summary of models used to study effect of flaw thickness

4.6.2 Material Properties

The material properties of the model were those of concrete for the substrate, carbon FRP for the

bonded composite, and air for the flaws (Table 4.7). As in previous parametric studies, the

CFRP layer in direct contact with the substrate had fibers running in the x-direction. Each
o

subsequent layer had its fiber direction rotated 90 .

4.6.3 Thermal Loading and Boundary Conditions

As in previous simulations, the analysis was defined as a transient heat transfer problem. A
square pulse of intensity 20 000 W/nr with duration 2 s was applied to the top surface of the

model. Adiabatic conditions (dT/dx = 0 and dT/dz = 0) were applied to the remaining free

surfaces and at the axis of symmetry. The initial temperature of the model was 23 °C.

As in previous models, the simulations were performed using ANSYS automatic time stepping

feature. The maximum and minimum time steps were 0.1 s and 0.008 s, respectively. The initial

time step was 0.009 s. The FEM output was recorded at every time step.
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4.6.4 Results

4.6.4a Delaminations

Table 4.29 summarizes the results of the first set of simulations, which focused on the study of

0.5 mm deep delaminations of different thickness.

Table 4.29 Results for simulations involving delaminations

Case
Thickness Rfiaw Tmax Maximum Signal Maximum Contrast

(mm) (m2oC/W) (°C) ts (s) ATmax (°C) tc (s) ATmaxlATbackg
66 0.4 1 6.67 x 1CT

3

88.6 2.73 44.4 6.63 4.71

67 0.2 8.33 x 10~3 71.2 2.73 27.2 5.73 2.68

68 0.1 4.17 x 10'3 64.9 2.53 18.5 4.43 1.54

69 0.05 2.08 x 10
3

59.7 2.34 12.2 3.44 0.86

70 0.025 1.04 x 10'3 55.5 2.24 7.4 2.84 0.46

71 0.001 0.04 x 10
3

48.8 2.08 0.3 2.35 0.02

Table 4.29 indicates the thickness of the air void and its equivalent thermal resistance, Rfiaw.

Although the primary source of flaws in FRP composites bonded to concrete is air (e.g. bubbles

entrapped in the epoxy matrix or cracks in the concrete), the results of the study can be

generalized to any material by using the equivalent thermal resistance of the air void modeled in

the study. Thermal resistance allows the representation of flaws of any thickness and any

material, not just air voids. Thermal resistance of a flaw is defined as (Ozi§ik, 1985)

where

(4.79)

Az = thickness of the flaw; and

kfiaw = thermal conductivity of the flaw material.

The results summarized in Table 4.29 indicate some interesting aspects of the effect of flaw

thickness or thermal resistance on the thermal response. The data reveal that the thermal

response varies nonlinearly due to changes in the thermal resistance of the flaw. In general,

thermal responses increase with increasing flaw thickness.

The maximum surface temperature, Tmax , increases nonlinearly with increasing thermal

resistance, and the relationship could be represented as a power function:

T = 47.2 + 266 R0.5

flaw
(4.80)

where

Rfiaw - thermal resistance of the flaw.
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Fig. 4.70 Thermal signal for simulations involving delaminations of

different thickness (Cases 66 through 7 1

)

The results for the thermal signal as a function of time are presented in Fig. 4.70. Qualitatively,

the results show that while the magnitude of the signal varies significantly with increasing

resistance, changes in the time for maximum signal are negligible.

The maximum thermal signal as a function of thermal resistance could also be represented using

a power function as follows:

ATmax =6061§“ <4 -8l >

Fig. 4.71 Maximum thermal signal as a function of thermal

resistance of the delamination

The FEM output and power fit function are presented in Fig. 4.7 1

.
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The time for maximum signal also increases nonlinearly with increasing thermal resistance of the

flaw. As previously mentioned, changes in ts are negligible since ts only increases by a fraction

of a second for changes in thermal resistance from 16.67 x 10 m"-°C/W to

0.04 x 10 m"-°C/W. Once the thickness of the flaw becomes significant (i.e., thicker than

0.2 mm) the time for maximum signal does not vary for the case of a delamination in the upper

layer of FRP. The increase in time for maximum signal can be represented as a power function:

ts =2-0 + 7.9R%„

R (m
:
°C/W)

flaw

Fig. 4.72 Time for maximum signal as a function of flaw

thermal resistance

(4.82)

It is important to note that equation 4.82 represents the increase in ts for flaw thickness up to

0.02 mm. The case of a flaw thickness of 0.4 mm (case 66) is not considered since ts becomes

asymptotic for large values of Rfiaw . Figure 4.72 presents the FEM output and the power fit of

the time for maximum signal for cases 67 through 7 1

.

The thermal contrast versus time curves for simulations 67 through 71 are presented in Fig. 4.73.

The results show that the magnitude and the time to maximum contrast are both affected by the

thermal resistance of the flaw.
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Fig. 4.73 Thermal contrast for simulations involving delaminations of

different thickness (Cases 66 through 7 1

)

Figure 4.73 reveals that the maximum thermal contrast increases with increasing thermal

resistance of the flaw. The increase in maximum thermal contrast as a function of the thermal

resistance of the flaw can be represented with the following equation:

C. = U3F** (4.83)

5.0

R (m
2
°C/W)

flaw

Fig. 4.74 Maximum contrast as a function of thermal resistance

of delamination (Cases 66 through 7 1

)
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Figure 4.74 shows the maximum thermal contrast versus thermal resistance for the first set of

simulations.

The time for maximum contrast, tc, is more sensitive to changes in thermal resistance than the

time for maximum signal. For example, the time for maximum contrast increases by 4.3 s for

Rfiaw ranging from 0.04 x 10
3 m“-°C/W to 16.67 x 1 0 m2

-°C/W. The increase in tc is nonlinear

and could be represented using the following power function:

t
c
=2+368R^ (4.84)

R (m
2
°C/W)

flaw

Fig. 4.75 Time for maximum contrast as a function of thermal resistance

of delamination (Cases 66 through 7 1

)

Figure 4.75 illustrates the output from the FEM simulations and the power fit for tc versus Rfiaw.

Comparison of Eqs. 4.82 and 4.84 indicates than changes in the time for maximum contrast as a

function of flaw resistance are more pronounced than for the time to maximum signal.

4.6.4b Debonds

Table 4.30 summarizes the results of the second set of simulations, which focused on the study

of debonds of different thickness.
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Table 4.30 Results for simulations involving debonds

Case
Thickness

(mm)

Rfiaw

(m2oCAV)
T„lax (°C)

Maximum Signal Maximum Contrast

ts (s) ATmax (°C) tc (s) ATmaxlATbackg

72 0.4 16.67 x 10'3 49.7 9.55 8.17 18.25 1.95

73 0.2 8.33 x 10' 3
49.3 8.55 6.10 14.32 1.31

74 0.1 4.17 x 10' 3
49.1 7.35 4.41 12.05 0.84

75 0.05 2.08 x 10’ 3
48.9 6.45 2.91 9.85 0.49

76 0.001 0.04 x I0"
3

48.5 4.85 0.09 6.85 0.01

48.4

0.0 10° 5.0 10‘3 1.0 10
2

1.5 10
2

2.0 10'2

R (

m

2
°CAV)

flaw

Fig. 4.76 Maximum surface temperature as a function of

thermal resistance of debond (Cases 72 through 76)

The results show that similarly to delaminations, thermal responses vary nonlinearly with

increasing thermal resistance. For example, Fig. 4.76 shows that the maximum surface

temperature increases nonlinearly with increasing Rj]aw . The change in maximum surface

temperature, however, is only 1.2 °C for an increase from 0.04x10 ' mf-°C/W to

16.67 x 10 m"°C/W in thermal resistance of the flaw.
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Fig. 4.77 Thermal signal for simulations involving debonds of different thickness

(Cases 72 through 76)

The simulations suggest that the effect of Rflaw on the thermal signal is lower for the deeper

debond than the shallower delamination. The thermal signal as a function of time is presented in

Fig. 4.77.

R (m
2
°C/W)

flaw

Fig. 4.78 Maximum signal as a function of thermal resistance

of debonds (Cases 72 through 76)
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Fig. 4.79 Time for maximum signal as a function of thermal resistance

of debonds (Cases 72 through 76)

The effect of thermal resistance of debonds on the maximum thermal signal follows similar

trends to the case of delaminations. As shown in Fig. 4.78, the maximum signal increases

nonlinearly with increasing Rjjaw - The overall change in ATmcLX is about of 8.1 °C for increases of

Rfiaw from 0.04 x 10 ' m2oC/W to 16.67 x 10 ' nr-
cC/W. The results in Fig. 4.78 could be

expressed as the following power function:

^=60.9^1 (4.85)

As shown in Fig. 4.79, the time for maximum signal also increases nonlinearly with increasing

flaw thermal resistance. Comparing Fig. 4.79 with Fig. 4.72 shows that the influence of Rfiau -,

however, is higher on the time to detect debonds than the time to detect delaminations. For

example, an increase in Rfjau - from 0.04 x 10
1

nr-°CAV to 16.67 x 10 ' m"-°CAV increases ts

by 4.7 s. The following power function could be used to represent the variation shown in Fig.

4*79:

ts =4.4+2R9R%w
(4.86)
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Fig. 4.80 Thermal contrast for simulations involving debonds of different

thickness (Cases 72 through 76)

Comparison of Tables 4.27 and 4.26 indicates that variations in the thermal contrast are less

pronounced for debonds than for delaminations. Figure 4.80 illustrates the thermal contrast as a

function of time for the second set of simulations involving the effect of Rfiaw .

R (m
2
°C/W)

flaw

Fig. 4.81 Thermal contrast as a function of thermal resistance

of debonds (Cases 72 through 76)

108



20.0

R (m
2
°CAV)

flaw

Fig. 4.82 Time for maximum contrast as a function of thermal resistance

of debond (Cases 72 through 76)

The thermal contrast varies from 0.10 to 1.95 for values of thermal resistance from

0.04 x 10
1 m 2

-°C/W to 16.67 x 10
3
m"-°C/W. The effect of flaw thermal resistance on the

maximum contrast is illustrated in Figure 4.81. The maximum contrast as a function of Rfiaw

could be expressed as the following power function:

C = 26.4R
0.63

flaw
(4.87)

As expected, based on conclusions from parametric study No. 3, the time for maximum contrast

was longer for debonds than for delaminations. The time for maximum contrast also increases

nonlinearly with increasing Rfiaw The increase in time varies from 6.85 s to 18.25 s for debonds

with thermal resistance ranging from 0.04 x 10“ 3
m~ °C/W to 16.67 x 10

3 m 2
*°C/W. The FEM

output is presented in Figure 4.82.

Analysis of the FEM output suggests that the time for maximum contrast could be represented by

the following power function:

r
c
=6.4+121.8R°

fl

6

aw (
4 -88 )

4.6.4c Concrete Spalls

The third set of simulations concentrated on the study of 2.5 mm deep concrete spalls and the

effect that their thickness have on the thermal response. This set of studies involved test objects

with flaw thickness between 0.4 mm and 0.05 mm. Thinner flaws were not considered since

they were not expected to be detected. Results of the simulations are presented in Table 4.3 1

.
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Table 4.31 Results for simulations involving concrete spalls

Case
Thickness

(mm)
Rfiaw

(m2 oC/W)
Tmax (°C)

Maximum Signal Maximum Contrast

ts 00 ATmax (°C) tc (s) 47maxJATbackg

77 0.4 16.67 x 10
3

48.5 16.5 3.89 29.3 1.26

78 0.2 8.33 x 10
-3

48.5 14.8 2.98 24.3 0.88

79 0.1 4.17 x 10" 3
48.5 12.9 2.14 19.8 0.57

80 0.05 2.08 x 10" !

48.5 11.3 1.39 16.4 0.34

Observation of the simulation output indicates that variations in flaw thermal resistance have less

effect for concrete spalls than for delaminations or debonds.

The maximum surface temperature varies insignificantly with increasing thermal resistance of

concrete spalls.

The thermal signal as a function of time is presented in Fig. 4.83. Changes in the maximum
signal as a function of thermal resistance of the 2.5 mm deep spall are quite small. For instance,

the maximum signal increases only by 2.5 °C with increases in Rfiaw from 2.08 x 10 m“-°C/W

to 16.67 x 10- m"-°C/W. The variation in maximum signal is, again, nonlinear and could be

represented as the following power function:

ATmm = 26.2 (4.89)

Fig. 4.83 Thermal signal for simulations involving concrete spalls of

different thickness (Cases 77 through 80)

The FEM output and its power function fit are presented in Fig. 4.84.
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Fig. 4.84 Maximum thermal signal as a function of thermal resistance

of spalls (Cases 77 through 80)

The time for maximum signal varies more significantly with R
fi(W for concrete spalls than for

delaminations and debonds. An increase of 5.2 s occurred for R
tiaw ranging from

2.08 x 10 ' m 2
-°C/W to 16.67 x 10 ' nr-°CAV. Similarly to debonds and delaminations, the

variation in ts for concrete spalls varies as a power function. The equation that could be used to

represent the time for maximum signal is

t
s
=35.0Rc

t

(4.90)

R (m
2
°CA\

)

flaw

Fis. 4.85 Time for maximum sisnal as a function of thermal resistance

of spalls (Cases 77 through 80)

Equation 4.90 and the results data are presented in Figure 4.85.
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Fig. 4.86 Thermal contrast for simulations involving concrete spalls of

different thickness (Cases 77 through 80)

The thermal contrast as a function of time is presented in Fig. 4.86, and it shows that the

maximum contrast increases with increasing Rflaw . The values of maximum contrast are

presented in Table 4.28. The variation in maximum contrast could be expressed as a power

function of the flaw thermal resistance:

C = 14.4RV4 (4.91)max flaw

Fig. 4.87 Maximum thermal contrast as a function of thermal©
resistance of spalls (Cases 77 through 80)

Figure 4.87 shows the variation of the maximum thermal contrast with Rfiaw along with the best-

fit power function.
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Fig. 4.88 Time for maximum contrast as a function of thermal resistance

of spalls (Cases 77 through 80)

Figure 4.88 illustrates that the time for maximum contrast tc increases with increasing flaw

thermal resistance. Further analysis indicated that the change of time for maximum contrast is

greater for concrete spalls than for delaminations or debonds. For example, for the case of

concrete spalls, tc increased by 12.9 s for an increase in R,iaw from 2.08 x 10 m~-°C/W to

16.67 x 10 irr- C/W. Similar increases in R
fiaw of delaminations only produced increases in tc

of only 3.2 s. Similar to other kind of flaws, the increase in time for maximum signal for

concrete spalls could also be expressed as a power function. The power function that fits the

FEM results is

t
c = 924R°fm .

(4.92)

Figure 4.88 shows the time for maximum contrast as a function of Rjjau along with the best-fit

power function.

4.6.4d Minimum Detectable Flaw Thickness

The minimum flaw thickness required for detection was also estimated for three different values

of maximum signal: ATmax equal to 0.1 °C, 5.0 °C. and 10.0 °C. The case of a maximum signal

of 0. 1 °C corresponds to the thermal sensitivity expected from most IR detectors. The second

and third cases were considered to compensate for the fact that the results of the FEM analysis

are ideal since perfect contact was considered at the layer interface. The minimum thermal

resistance of detectable flaws was computed using Eqs. 4.81. 4.85, and 4.89. The results from

the calculations are presented in Table 4.32. Figure 4.89 presents the results of the minimum
thickness of detectable flaws as a function of their depth. Note that a log scale is used for the

flaw thickness axis.
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Table 4.32 Minimum thermal resistance and thickness for detectable flaw (air void)

ATniax

(°C)

Delamination

(d = 0.5 mm)
Debond

(d = 1.5 mm)
Spall

(d = 2.5 mm)

Rflaw

(m2
-°C/W)

Az

(mm)

Rflaw

(m2oC/W)
Az

(mm)

Rflaw

(m2oC/W)
Az

(mm)

0.1 1.23 x 10‘6 2.95 x 10'5 2.08 x 1 O'
6

4.99 x 1

0‘5
5.53 x 10‘6 1.33 x 10‘J

5.0 5.55 x 10'4 1.33 x 10‘ 2
6.09 x 10‘3 1.46 x 10' 1

2.73 x 10' 2
6.55 x 10' 1

10.0 1.64 x I O'
3

3.94 x 10' 2
2.50 x 10~ 2

6.00 x 10"' 1.23 x 10' 1

2.95 x 10°

10
1

10'5

0.0 1.0 2.0 3.0 4.0 5.0

Depth (mm)

Fig. 4.89 Minimum thickness of detectable flaw as a

function of flaw depth (mm)

The results presented in Figure 4.89 indicate that as the resolution of the signal increases (smaller

ATmax), the minimum thickness for detectable flaws decreases. Exponential functions could be

used to express the minimum thickness of detectable flaw. For the case of a thermal resolution

of 0.1 °C {ATmax - 0-1 °C) the minimum thickness of detectable flaw could be expressed as

Aznl„ = (l.88xl(r
5
)e

0 75 ‘lfm <4 -93)

where

Azmin = minimum thickness of detectable flaws; and,

dfiaw = depth of the flaw.
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For the case of a thermal resolution of 5.0 °C the following exponential function could be used to

estimate the minimum thickness of detectable air voids:

= {5.83x1 (T
3

)
e
L9Sd>~ (4.94)

Finally, for the case of a maximum thermal signal of 10.0
CC the following exponential function

calculates the minimum thickness of detectable air voids:

zk,„„ = (.1.62xW
2
)e
U6d*" (4-95)

The results indicate that the minimum thickness of detectable flaws depends on the depth of the

flaw and the maximum signal required to overcome noise in the measurement process.

Moreover, very thin and “zero volume flaws may be undetectable using infrared thermography.

4.6.5 Summary

Summarizing, this section of the analysis provided an understanding of the effect of flaw

thickness or thermal resistance on the thermal response:

• The influence of flaw thermal resistance on the maximum surface temperature is significant

in the case of delaminations but is very small for debonds and concrete spalls.

• The maximum surface temperature increases nonlinearly with increasing thermal resistance

of the flaw. The variation of maximum surface temperature could be expressed as a power

function of flaw thermal resistance.

• Flaws with higher thermal resistance produce higher thermal signal.

• Changes in maximum signal due to flaw thickness are more pronounced for flaws located

closer to the surface.

• The time for maximum signal increases with increasing flaw thermal resistance.

• Variation in ts with thermal resistance is greater for deeper flaws.

• An increase in flaw thermal resistance increases thermal contrast.

• Increases in maximum contrast are greater for delaminations close to the surface than for

deeper flaws.

• Time for maximum contrast also increases nonlinearly with increasing flaw thermal

resistance.

• The effect of flaw thermal resistance on the time for maximum contrast is greater for deep

rather than shallow flaws.
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• The effect of flaw thermal resistance on the different thermal parameters (Tniax, ATmax, ts ,

contrast, and tc ) can be represented as power functions.

• The minimum thickness of detectable flaws depends on flaw depth and the required thermal

signal.

The next series of simulations involve the study of the effect of flaw width.

4.7 Parametric Study No. 5: Effect of Flaw Width and Estimation of Flaw

Width

The size of debonds or delaminations could be the determining factor on the proper performance

of FRP composites bonded to concrete. With this concern, minimum requirements on allowable

flaw size have been introduced by the International Conference of Building Officials Evaluation

Services (ICBO ES).

Among the conditions of acceptance, the ICBO ES states that small air voids of diameter up to

3.2 mm occur naturally in FRP systems. Flaws of this size and smaller do not require repair.

Delaminations with areas of 13 cm" or smaller are also allowed. Flaws larger than 13 cm",

however, should be repaired.

Based on the need to be able to measure the size of the internal flaw, the final parameter to be

investigated was the width of the flaw. The fifth parametric study had the following objectives:

• Understand the effects of flaw width on the thermal response;

• Establish minimum width of detectable flaw; and

• Investigate whether flaw width can be estimated reliably from thermography testing.

Three different sets of simulations were performed which included a total of 12 finite element

models.

4.7.1 Geometry of Model

The test object consisted of a 100 mm long by 20 mm thick concrete slab. Three layers of

carbon FRP were bonded to the top surface of the concrete. Each layer of FRP was 0.5 mm
thick. Also, each layer of composite was oriented at 90° from its adjacent ply. An internal flaw

was located at the center of the cross section of the object. The thickness of the flaw was 0. 1 mm.
The depth of the flaw was varied to include delaminations 0.5 mm deep, debonds 1 .5 mm deep,

and concrete spalls 2.5 mm deep. Using symmetry about the center of the test object, flaws

ranging from 3.0 mm to 25 mm wide were investigated by modeling flaws 1.5 mm to 12.5 mm
wide in a half space. Figure 4.90 illustrates the geometry of the different models analyzed in

this parametric study.

116



12.5 mm to

1.5 mm

Cases 81 through 84

12.5 mm to

1.5 mm

y

z
* > X

12.5 mm to

1.5 mm

Cases 89 through 92

1.5 mm
1.0 mm

Fig. 4.90 Summary of geometry of models used in study effects of flaw width

(Parametric No.5)

Plane two-dimensional modeling was again used in parametric study No.5. The model was

meshed using 2-D quadrilateral thermal solid elements containing 4 nodes. Each node has one

degree of freedom, temperature. The model was meshed using a global mesh size of 0.5 mm.
Similar to previous simulations, the mesh was refined in the y-direction. Thinner elements were

located at the FRP layers, the flaw, and the concrete close to the interface with the FRP. The

thickness of the elements increased towards the bottom of the concrete slab where the effect of

the thermal front tends to dissipate.

The simulations were arranged into three sets. The first set of simulations focused on the effects

of width of delaminations located 0.5 mm deep. The second set involved the investigation of the

effect of the width of debonds which were located at a depth of 1 .5 mm. The third set involved

the study of the width of concrete spalls located 2.5 mm deep. Table 4.33 summarizes the

models used in Parametric No. 5.
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Table 4.33 Geometry for sets of simulations to study flaw width (Parametric study No.5)

Set Case
Flaw depth

(mm)
Actual flaw

width (mm)
Simulation flaw

width (mm)

81 0.5 25.0 12.5

1

82 0.5 14.0 7.0

83 0.5 5.0 2.5

84 0.5 3.0 1.5

85 1.5 25.0 12.5

9
86 1.5 14.0 7.0

87 1.5 5.0 2.5

88 1.5 3.0 1.5

89 2.5 25.0 12.5

3
90 2.5 14.0 7.0

91 2.5 5.0 2.5

92 2.5 3.0 1.5

4.7.2 Material Properties

The material properties used in the models were those of concrete for the substrate, carbon FRP
for the bonded composite, and air for the internal flaw. The physical and thermal properties of

these materials are presented in Table 4.1.

4.7.3 Thermal Loading and Boundary Conditions

The models were defined as transient heat transfer analyses. The models were subjected to a

uniform initial temperature of 23 °C. A square pulse of magnitude 20 000 W/m" and duration 2 s

was applied to the top surface of the model. The remaining free surfaces were subjected to

adiabatic conditions (dT/dx = 0 and dT/dz = 0). The simulations were run for up to 30 s. The

time stepping was the same as that used in the previous simulations.

4.7.4 Results

4.7.4a Delaminations

The first set of simulations involved the study of the effect of delamination size on the thermal

response. As previously mentioned, the delamination was located 0.5 mm deep. The actual

width of the flaw varied between 25.0 mm and 3.0 mm.
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Fig. 4.91 Thermal signal for simulations involving delaminations of different

widths (Cases 81 through 84)

Fig. 4.92 Thermal contrast for simulations involving delaminations of

different width (Cases 81 through 84)

First, the simulation output was analyzed to compute the thermal responses as a function of time.

Figures 4.91 and 4.92 illustrate the thermal signal and thermal contrast as a function of time,

respectively.
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Table 4.34 Results of thermal responses for models involving delaminations

Case
Depth

(mm)
Width
(mm)

Tmax

(°C)

Maximum Signal Maximum Contrast

ts (s) ATmax (°C) tc (s) AT/ATbackgr

81 0.5 25.0 64.9 2.5 18.5 4.4 1.53

82 0.5 14.0 64.6 2.4 17.9 3.7 1.35

83 0.5 5.0 59.4 2.2 11.3 2.6 0.67

84 0.5 3.0 55.0 2.1 6.6 2.4 0.36

Based on these responses, the thermal response parameters Tmax, ts , ATmax, Cmax, and tc were

obtained. The computed parameters are presented in Table 4.34.

Fig. 4.93 Maximum surface temperature as a function of delamination

width (Cases 81 through 84)

Figure 4.93 shows that the maximum surface temperature increases nonlinearly with increasing

delamination width or size. The surface temperature, however, was asymptotic for flaws

14.0 mm or wider.
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Fig. 4.94 Maximum signal as a function of delamination width

(Cases 81 through 84)

As shown in Fig. 4.94, the maximum signal increases with increasing flaw length.

The increase in maximum signal could be represented as a hyperbolic function of width as

follows:

A

T

= 20.948
0.397+ - 1.858)

1 + 0.397+ - 1.858)

(4.93)

where

w = width of the internal flaw.

The results indicate that the maximum signal increases from 6.6
CC to 18.5 °C as flaw width

increases from 3.0 mm to 25.0 mm.

The time for maximum signal also increases with increasing flaw width. The change in ts ,

however, is less than a second for the increase in width investigated in this study. Specifically,

the time for maximum signal increased only from 2.1 s to 2.5 s. Thus, the effect of flaw width

on ts is negligible. The change in the time for maximum signal could be expressed as the

following power function:

t
s
=1.043+ 0.922 w 0151 (4.94)
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Fig. 4.95 Maximum contrast as a function of delamination width

(Cases 81 through 84)

Figure 4.95 shows that the maximum thermal contrast shows the same hyperbolic trend as the

maximum signal. The maximum contrast increased from 0.36 to 1.53 as flaw width increased

from 3.0 mm to 25.0 mm

Fig. 4.96 Time for maximum contrast as a function of delamination

width (Cases 81 through 84)

The increase in maximum contrast as a function of flaw width could be expressed as a hyperbolic

function

C -1.932
OI72(w-L7CH)

l+0.172(w- 1.704)

(4.95)

The results in Table 4.31 show that the time for maximum contrast is higher than the time for

maximum signal. This behavior is also reported in previous parametric studies. As shown in



Fig. 4.96, tc increases with increasing flaw width. The increase in tc is 2 s when the flaw width

increased from 3.0 mm to 25.0 mm.

The simulation output could be represented as the following power function:

t
c
= 1.229+ 0.673w 0487

(4.96)

Distance from centerline (mm)

Fig. 4.97 Estimation of width of flawo

The FEM output was analyzed further to examine whether the width of the flaw could be

discerned from the temperature distribution. It was found that a plot of surface temperature

versus distance could be used to estimate flaw size. As can be observed on Fig. 4.97, a typical

temperature-distance plot has an inflection point. The location of the inflection coincides with

the location of the edge of the subsurface flaw. This observation may be limited to near surface

flaws.

The location of the inflection point in the distance vs. temperature curve can be computed by

setting the second derivative of the curve equal to zero

d
:T

dx
2
= 0 at vr

estimate (4.97)

where

T
x

Westimate

surface temperature;

distance from the center line along the x-axis; and,

estimate of the distance of the edge of the flaw from the center line.



Distancefrom centerline (mm)

Fig. 4.98 Surface profiles for simulations involving delaminations

(Cases 81 through 84)

Table 4.35 Estimated of flaw width for simulations involving delaminations

Cases
Actual flaw width

(mm)
Estimated flaw width

(mm)
% Error

81 25.0 24.0 4

82 14.0 13.1 6

83 5.0 4.6 8

84 3.0 3.1 -3

Surface temperature profiles are plotted for all four simulations in Fig. 4.98. The location of the

inflection point from each curve was computed numerically. The results of the estimation using

the location of the inflection point are presented in Table 4.32. This approach provides a good

estimate of the size of the flaw.

Therefore, the analysis of the FEM output indicates that 0.5 mm deep delaminations of different

widths are easily detected. Although the thermal signal decreases with decreasing width, small

delaminations 5.0 mm wide produce AT,1ULX of about 7 °C. Additionally, estimation of their size

based on the surface temperature profiles results in errors smaller than 8%. The range of error

appears acceptable for the purpose of the evaluation of delaminations, since the estimated widths

are within a millimeter of the actual widths.

4.7.4b Debonds

The second set of simulations corresponded to test objects containing 1.5 mm deep debonds of

different width. Debond width was varied between 25.0 mm and 3.0 mm.
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Fig. 4.99 Thermal signal for simulations involving debonds of different

width (Cases 85 through 88)

Time (s)

Fig. 4.100 Thermal contrast for simulations involving debonds of different

width (Cases 85 through 88)

Figures 4.99 and 4.100 illustrate the time history output for the thermal signal and thermal

contrast, respectively.
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Table 4.33 Results of thermal responses for models involving debonds

Case
Depth

(mm)

Width
(mm)

rmax
(°C)

Maximum Signal Maximum Contrast

ts (s) ATmax PC) tc (s) AT/ATtackgr

85 1.5 25.0 49.1 7.3 4.4 11.8 0.84

86 1.5 14.0 49.1 6.2 3.8 9.4 0.63

87 1.5 5.0 48.9 4.8 1.6 6.6 0.22

88 1.5 3.0 48.7 4.4 0.8 5.9 0.10

Table 4.33 summarizes the thermal response parameters for the set of simulations involving

debonds.

Flaw width (mm)

Fig. 4.101 Maximum surface temperature as a function of width

of debonds (Cases 85 through 88)

Figure 4.101 shows that the maximum surface temperature increases nonlinearly with increasing

width of the flaw. The value of Tmax increases only by 0.4 °C with an increase in flaw width

from 3.0 mm to 25.0 mm. The surface temperature becomes asymptotic at 49.07 °C for flaws

wider than 14.0 mm.
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Fig. 4. 102 Maximum signal as a function of debond widtho o
(Cases 85 through 88)
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Fig. 4.103 Time for maximum signal as a function of debond

width (Cases 85 through 88)

Figure 4.102 shows that the maximum thermal signal increases nonlinearly with increasing flaw

width.

The variation in ATmax for debonds could be expressed as the following hyperbolic function of

the width of the flaw:

AT = 5.947
0J36 (»•- /.S97)

1 + 0.136 {w- 1.897)

(4.98)
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As shown in Fig. 4.103, the time to reach the maximum signal also increases with increasing

flaw width. The time for maximum signal, however, increases more significantly for debonds

than for delaminations. For example, ts increases from 4.4 s to 7.3 s for debonds 3.0 mm to

25.0 mm wide.

The change in ts as a function of flaw width could be expressed as the following power function:

t, = 2.889+ 0.887 w a502
(4.99)

1.0

o.o
0.0 5.0 10.0 15.0 20.0 25.0 30.0

Flaw width (mm)

Fig. 4.104 Maximum contrast as a function of debond width

(Cases 85 through 88)

As was the case for other response parameters, the maximum thermal contrast increases with

increasing flaw width. Moreover, the maximum contrast increases from 0.10 for the test object

containing a 3.0 mm wide flaw to 0.84 for the test object having a flaw 25.0 mm wide. Figure

4.104 illustrates the maximum contrast as a function of debond width. The maximum contrast

could be expressed as the following hyperbolic function of width:

0.064(w- 1.932)
(4.100)

l+0.064(w- 1.932)
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Fig. 4.105 Time for maximum contrast as a function of debond

width (Cases 85 through 88)

Figure 4.105 shows that the time for maximum contrast also increases with increasing flaw

width. The relationship could be expressed as the following power function:

/, =3.707+1.113 w 06 '* (4.101)

Fig. 4.106 Surface temperature profiles for simulation involving

debonds (Cases 85 through 88)
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Similar to the case of delaminations, the surface temperature along the x-axis is plotted in order

to estimate the width of the flaw. Figure 4.106 presents the distance versus surface temperature

profiles for the simulations involving debonds.

Table 4.37 Estimation of flaw width for simulations involving debonds

Case
Actual flaw width

(mm)
Estimated flaw width

(mm)
% Error

85 25.0 23.2 7

86 14.0 12.5 11

87 5.0 5.7 -14

88 3.0 4.9 -63

The flaw size is estimated by determining the location at which the second derivative of the

surface temperature profile was equal to zero. The results of the estimation are presented in

Table 4.37.

The results from the width estimation are interesting. For example, the results presented in Table

4.34 indicate that the flaw width was underestimated for the cases of flaws 25.0 mm and

14.0 mm wide. On the other hand, the width is overestimated for the smallest flaws. The over-

or underestimation is only about 2.00 mm for the poorest case. This level of error could be

considered negligible in the evaluation of the bond between FRP composites and concrete.

4.7.4c Concrete Spalls

The last set of simulations involved the evaluation of the effect of spall width on the thermal

response. The concrete spall was located 2.5 mm from the surface of the test object, that is,

1 .0 mm below the interface between the FRP and the concrete.
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Time (s)

Fig. 4.107 Thermal signal for simulations involving concrete spalls of

different width (Cases 89 through 92)

Fig. 4.108 Thermal contrast for simulations involving concrete spalls

of different width (Cases 89 through 92)

The thermal signal and thermal contrast as a function of time are presented in Figs. 4.107 and

4.108.

The thermal response was analyzed to identify the response parameters: Tmax, ATnuLX, ts, Cnmx, and

tc . Table 4.38 lists the response parameters for the last set of simulations involving spalls.
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Table 4.38 Results of thermal responses for models involving concrete spalls

Case
Depth

(mm)

Width
(mm)

Tmax

(°C)

Maximum Signal Maximum Contrast

ts (s) ATmax (°C) tc (s) AT/AT

b

ackgr

89 2.5 25.0 48.5 12.9 2.1 19.6 0.57

90 2.5 14.0 48.5 11.0 1.7 15.7 0.41

91 2.5 5.0 48.5 8.7 0.6 11.6 0.13

92 2.5 3.0 48.5 7.9 0.3 10.6 0.06

As Table 4.38 indicates, the maximum surface temperature is not affected by changes in the

width of the concrete spalls. The width of the flaw, however, affects the magnitude of maximum
signal. It is important to note that the maximum signal only reaches a magnitude of 2.1 °C for

the largest spall and 0.3 °C for the smallest flaw. This behavior suggests that small concrete

spalls may be difficult to detect.

Fig. 4.109 Maximum signal as a function of spall width (Cases 89 through 92)

The maximum thermal signal as a function of the spall width is presented in Fig. 4.109. Similar

to the cases of delaminations and debonds, ATmax for concrete spalls could be expressed as the

following hyperbolic function:

A

T

= 3.123
0097 (w-L868)

1 + 0.097 (w- 1.868)

(4.102)



Fig. 4. 1 10 Time for maximum signal as a function of spall width (Cases 89 through 92)

As shown in Fig. 4.1 10, the time to reach the maximum thermal signal increases nonlinearly with

increasing flaw width.

The increase in ts as a function of flaw width could be represented with the following power

function:

t
s
= 5.378+ 1.459 w 01'5 (4.103)

Fig. 4.1 1 1 Maximum contrast as a function of spall width (Cases 89 through 92)

As shown in Fig. 4.111, the maximum thermal contrast also increases nonlinearly with

increasing width of the flaw. The variation could be expressed as the following hyperbolic

function of the flaw width:



l+0.048(w-1.86l)
(4.104)

0.0 5.0 10.0 15.0 20.0 25.0 30.0

Flaw width (mm)

Fig. 4.1 12 Time for maximum contrast as a function of spall width (Cases 89 through 92)

Figure 4.1 12 shows the variation of the time for maximum contrast. The time rises from 10.6 s

to 1.6 s as the width increases from 3.0 mm to 25.0 mm.

The variation of time for maximum contrast could be expressed by the following power function:

0.722= 8.100+ 1.133 w (4.105)
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Distancefrom centerline (mm)

Fig. 4.1 13 Surface temperature profiles for simulations involving spalls

(Cases 89 through 92)

To estimate spall width, the surface temperature profile is evaluated at time ts . Figure 4.113

shows the surface temperature as a function of the distance from the centerline of the spall.

Table 4.39 Estimation of flaw width for simulations involving concrete spalls

Case
Actual flaw width

(mm)
Estimated flaw width

(mm)
% Error

89 25.0 23.3 7

90 14.0 12.7 9

91 5.0 6.7 -34

92 3.0 6.0 -100

The location of the inflection point on each curve provides the estimation of the half-width of the

corresponding spall. The estimated flaw width and the percent error are presented in Table 4.39.

The results listed in Table 4.39 show that the width of larger concrete spalls (14.0 mm to

25.0 mm) tends to be underestimated while the width of smaller spalls (5.0 mm to 3.0 mm) tends

to be overestimated. The larger percent error is observed for the smallest spall.

Large-sized flaws are the most critical for the adequate performance of FRP-strengthened

structures, thus their detection and characterization is essential. The results reveal that the widths

of large spalls tend to be underestimated. The error in estimation, however, is less than 10%.

For the case of small concrete spalls, the results demonstrate that their width tend to be

overestimated. The result for the 3-mm wade spall (case 92) indicate an error in estimation of

100 %.
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4.7.4d Comparison of width estimations

The results presented in the previous sections indicate that the width of large flaws tends to be

underestimated while the width of smaller flaws tends to be overestimated.

Table 4.40 Estimation error of flaw width

Case
Depth

(mm)
Actual width

(mm)
Estimated width

(mm)
Estimation error

(mm)
81 0.5 25.0 24.0 -1.0

82 0.5 14.0 13.1 -0.9

83 0.5 5.0 4.6 -0.4

84 0.5 3.0 3.1 +0.1

85 1.5 25.0 23.2 -1.8

86 1.5 14.0 12.5 -1.5

87 1.5 5.0 5.7 +0.7

88 1.5 3.0 4.9 + 1.9

89 2.5 25.0 23.3 -1.7

90 2.5 14.0 12.7 -1.3

91 2.5 5.0 6.7 + 1.7

92 2.5 3.0 6.0 +3.0
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Fig. 4.1 14 Estimation error as a function of flaw width

The estimation error for each simulation was analyzed further. Table 4.40 presents the estimation

error (difference between estimated width and actual width) for each kind of flaw. These errors

are illustrated in Fig. 4.1 14.
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Problem 84

3.0 nun wide delamination

i

C.l Problem 92

3.0 mm wide concrete spall

Fig. 4.1 15 Thermal fronts at time for maximum signal for simulations containing

3.0 mm wide delaminations and concrete spalls (Cases 84 and 92)

Plotting the errors provided some insight into the behavior. For example, the estimation error

could be expressed as a hyperbolic function of the actual flaw width. The results presented in

Fig. 4.1 14 illustrate that for the same flaw size the estimation error increases with the depth of

the flaw. That is, the width estimation of a delamination is more accurate and precise than the

estimation of debonds and concrete spalls. Figure 4.115 shows the temperature distributions in

test objects with a delamination (top) or concrete spall (bottom).

137



Fig. 4.1 16 Estimation error as a function of estimated flaw width

For the purpose of comparison. Fig. 4.116 shows the estimation error as a function of estimated

flaw width for the delaminations, debonds, and concrete spalls investigated in this parametric

study.

The results in Figure 4.1 16 could be expressed as the following hyperbolic functions:

a) for delaminations

Error
delamination

-Ill
0d3 (*W^9)

1 + 0.43 {WeslimaK
- 3.29)

(4.106)

b) for debonds

Error
debonds

= -2.24
029 (hUim„-6.49)

1 + 0-29 (W'stimue
- 0-49 )

c) for concrete spalls.

Error
spalls

= -2.35
0223

- (>w&57)
1 + 0-23 {wmbmt -8.5l)

(4.107)

(4.108)

These equations indicate that, for each case, there is an estimated flaw width at which the

estimation error is 0 mm. The estimated flaw width at which the estimation error is zero is

3.3 mm, 6.5 mm, and 8.5 mm for delaminations, debonds, and concrete spalls, respectively. The

equations could also be used to determine the estimation error for an estimated flaw width. For

example, suppose that analysis of the maximum signal indicates that a debond is located at a

depth of 1.5 mm (as per parametric study No. 3). Thus, Eq. 4.107 could be used to calculate the

expected error in the estimated flaw. If analysis of the surface temperature data indicates that the
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estimated flaw width is 12.0 mm, Eq. 4.107 predicts that the error in the width estimation is

— 1.4 mm. Since error is defined as the estimated width minus the true width, the actual width of

the flaw is

W = Ksrimarc- etTO >' (4.109)

the actual width of the debond could be expected to be 13.4 mm.

An additional question that needs addressing is the minimum width of detectable flaws. The

minimum width of detectable flaws is influenced by the thermal sensitivity of the camera and

environmental noise, among others. Thus, the minimum detectable flaw width is based on the

required maximum thermal signal.

25.0
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^ I 15.0

* J
i :§ io.o

£ £»

s §^ 5.0

0.0

0.0 0.5 1.0 1.5 2.0 2.5 3.0

Flaw depth (mm)

Fig. 4. 1 17 Minimum width of detectable flaw as a function of

flaw depth (mm)

The minimum detectable flaw width was estimated for three different cases: ATmax equal to

0.1 °C, 1.0 °C, and 2.0 °C. The first case, ATmax equal to 0.1 °C, corresponds to the thermal

sensitivity of most IR cameras. Since, the values from the FEM analyses are ideal, that is, with

perfect contact at the layer interfaces and without ambient noise, the cases with ATmax equal to

1.0 °C and 2.0 °C were also considered. The minimum width of detectable flaws could be

estimated using Eqs. 4.93, 4.98, and 4.102. The results from the calculations are presented in

Fig. 4.1 17.

The results presented in Fig. 4.1 17 show that as the resolution of the detectable signal increases

(smaller ATmax ), the minimum width of detectable flaws decreases. Power functions could be

used to express the minimum width of detectable flaw. For the case of a signal resolution of

0. 1 °C (ATmax = 0. 1 °C), the minimum width of detectable flaw could be expressed as

where

vv. =7.67 + 0.36 d
0.53

flaw
(4.110)
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wmm = minimum width of detectable flaws in millimeters; and,

dfiaw = depth of the flaw in millimeters.

For the case of a signal resolution of 1.0 °C, the following power function could be used to

estimate the minimum width of detectable flaws:

w • =1.86 + 0.61d
2.27

flaw
(4.111)

Finally, for the case of a signal resolution of 2.0 °C the following power function estimates the

minimum width of detectable flaws:

wu =1-68+ 1.33
d™ (4.112)

The results indicate that near-the-surface delaminations should be easily detected (ATmax = 2 °C)

up to widths of 2 mm. The minimum width required for detection increases with increasing depth

and the rate of increase related to the signal resolution of the test system. For concrete spalls

2.5 mm deep, the minimum width varies from 2 mm with ATmax = 0.1 °C to 20 mm with

AT _9 °cmax — — •

4.7.5 Summary

The final parametric study focused on the effect of flaw width on the thermal response and the

estimation of flaw width.

The conclusions reached are as follows:

• All response parameters, Tmax, ATl1iax, ts , Cmax, and tc , increase nonlinearly with increasing

flaw width.

• The variation in Tmax could be expressed as an error function of the flaw width. The change

in Tnia

x

for 2.5 mm deep concrete spalls, however, was negligible.

• The variation in ATmcLX as a function of flaw width could be expressed as a hyperbolic

function. The effect of flaw width on the maximum signal is greater for delaminations thano o
for deeper debonds or spalls.

• The variation in ts as a function of the flaw could be expressed as a power function.

• Changes in ts are negligible for shallow delaminations (less than 0.5 s for increases in w from

3 mm to 25 mm).

• The effect of flaw width on ts is more pronounced for concrete spalls than for debonds or

delaminations.

• The variation in maximum contrast could be expressed as a hyperbolic function of the flaw

width.
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• The variation in tc could be expressed as a power function of the flaw width.

• The effect of the width of the flaw on tc is greater as the depth of the flaw increases.

7 7
• The width of the flaw can be estimated by locating where d~T/dx~ - 0 from the surface

temperature profile across the top of the flaw.

• The error in width estimation varies with increasing width. Moreover, the error changes

signs, changing from over- to underestimations as the width of the flaw increases.

• The minimum detectable flaw width increases nonlinearly with increasing depth. The

minimum width is also a function of the signal resolution, that is, the higher the signal

resolution, the smaller the width of the flaw that can be detected.

• Because of their greater depth, concrete spalls are the most difficult flaws to detect and

characterize. Small spalls are difficult to detect (small ATmax) and their size is difficult to

estimate (large estimation error).

4.8 Summary on Single-Factor Parametric Studies

This chapter focused on the evaluation of the effect of various parameters on the thermal

response of a concrete substrate covered with FRP layers. Finite element analysis was the

chosen analytical tool. Five parametric studies were conducted using ANSYS 5.6. The

parameters investigated were the thermal input, thermal material properties, flaw depth, flaw

thickness, and flaw width.

In addition to investigating the effect of the various single-parameters on thermal response, the

parametric study also aimed to:

• Optimize heating time and intensity for maximum thermal signal;

• Establish if accurate determination of material thermal properties is required for quantitative

IR thermography of FRP laminates applied to concrete;

• Investigate the feasibility of estimating flaw depth from the measured thermal response;

• Establish minimum thickness of detectable flaw; and,

• Establish minimum width of detectable flaw.

It is concluded that the required thermal input is governed by the surface temperature that can be

tolerated and the required input energy for the desired signal. For a given flaw geometry, the

maximum signal is a linear function of the input energy E (J/irf ), and the maximum surface

temperature is a function of energy as well as of the pulse duration.
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The results from the second parametric study demonstrated that changes in the thermal properties

of the constituent materials resulted in variations in the thermal response. The response

parameters, however, were not very sensitive to these variations.

The results demonstrated that it may be possible to estimate flaw depth based on the time for

maximum signal. So it is concluded that accurate knowledge of these properties is not required

for successful quantitative IR inspection.

The fourth parametric study addressed the estimation of the minimum thickness of detectable

flaws. The minimum flaw thickness required for detection was estimated for three values of

maximum thermal signals. For each case, the minimum flaw thickness increased linearly with

increasing flaw depth.

The fifth parametric study dealt with the effect of flaw width on the response parameters, and the

minimum flaw width required for detection. The results indicated that the minimum flaw width

required to detect a flaw increases nonlinearly with increasing depth. Similar to the case of

minimum thickness, the minimum width of a detectable flaw is a function of the smallest

maximum thermal signal that can be measured. This depends on the thermal resolution of the IR

detector and the thermal “noise” associated with a particular testing condition. Ambient noise

should also be considered since the simulations performed in this study assume perfect

conditions (no convection losses, perfect material interface, etc.)

4.9 Multi-Factor Screening Study

The previous parametric studies provided information regarding the effect of single parameters

on the thermal response of the FRP/concrete assembly. A ranking of the most important factors

and the optional interaction among them, however, is desired. The following parametric study

answers which are the most important factors, or interactions affecting three thermal response

parameters: time for maximum signal ts , magnitude of maximum signal ATmax .,
and maximum

surface temperature. The screening study would allow the determination of what factors affect

each of the thermal responses and to what degree.

4.9.1 Design of Screening FEM Experiment

The purposes of the screening FEM experiment were the following:

Determine the statistically significant parameters and interactions affecting the thermal

response; and

Determine the ranking of parameters and interactions affecting the thermal response

The following flaw parameters and their interactions were investigated: Depth, thickness, and

width. Additional factors such as thermal input and material properties of the constituents were

kept fixed. The screening experiment was designed to investigate three factors with 2 levels

each. An additional “center-point” simulation was added for modeling purposes. The additional
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center point could provide information to model nonlinear behavior of the response. The chosen

design was a full factorial experiment ( 2
3

) with an extra center point.

In the design and planning of experiments that involve the simultaneous variation of various

physical parameters orfactors, it is customary to use the expression Full Factorial Experimental

Design (Wu et al., 2000). Other related expressions commonly used in experimental design are

also Latin-Square Experimental Design , Taguchi Experimental Design
, and so forth. Each of

these expressions corresponds to a particular kind of experimental design. A full factorial

experimental design is analogous to a full parametric analysis in engineering science, except that

it involves not only the variation of parameters affecting a given physical problem, but the

specification of how the experiments ought to be carried out, and what factors need be varied.

The term “full factorial design" is used in this special context in the following section.

The advantages of a full factorial design are the ability to estimate all interaction and main

effects, it allows study of discrete and continuous factors, it is orthogonal in geometry, and it can

generate a perfect fit model. The main disadvantage of this design is the required number of

runs. In this case, nine runs were required to investigate the effect of the parameters on each

thermal response.

Table 4.41 Coding of levels

Factor

Level

— + 0

Depth of flaw, xj
1 .5 mm
(debond)

0.5 mm
(top delamination)

1 .0 mm
(bottom delamination)

Thickness of flaw, X? 0.1 mm 0.2 mm 0.15 mm

Width of flaw, X3 1 4 mm 25 mm 9.75 mm

The test object consisted of 3 layers of FRP composite bonded to a semi-infinite concrete slab.

An air void was added at different depths of the FRP and at the interface with the concrete. Two
levels of depth, thickness, and width were applied to the flaw. The levels of each factor were

coded either - or + as shown in Table 4.41

.

The full factorial design was constructed using Yates’ order to guarantee orthogonal design of

the experiment. Orthogonal geometry is important to ensure that the design of the experiment is

balanced and fair to any single factor and interaction of factors. Orthogonal design also provides

an unbiased estimate of the main effects and allows the estimation of interactions between

factors. Yates order construction was also chosen because it is extensible in case additional

factors need to be added to the experiment. The addition of new factors does not jeopardize the

orthogonality of the design.
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Table 4.42 Design of full factorial plus center-point screening study

Case
Xl

(depth of flaw)

*2

(thickness of flaw)

X3

(width of flaw)

1
— — —

2 + — —

3
— + —

4 + + —

5 — — +

6 + — +

7 — + +

8 + + +

9 (center point) 0 0 0

An outline of the design and factor levels is presented in Table 4.42. Randomization of the order

of the runs was not necessary since these are numerical simulations rather than physical

measurements.

4.9.2 Numerical Simulations

The test object consisted of a 100 mm long by 20 mm thick concrete slab with 3 layers of FRP
bonded to its surface. Each layer of FRP was 0.5 mm thick. Each layer of FRP was oriented at

90 degrees with respect to the adjacent ply. The test object contained an internal flaw. The flaw

(air void) was located at the center of the test object. The thickness of the flaw was either

0.2 mm or 0.1 mm. The depth of the flaw was a 0.5 mm deep delamination and a 1 .5 mm deep

debond. The width of the flaw was varied from 7.0 mm or 12.5 mm

Models were generated in the same manner as in previous cases.

4.9.3 Simulations Results

The simulation results for these response parameters are presented in Table 4.43. The effect on

the thermal response due to each factor and their interactions was computed by subtracting the

group averages as indicated in the following equation

where

(4.113)

= measure of the effect of the factor or interaction;
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y+ = average of the responses for the levels identified as and,

y = average of the responses for the levels identified as
“ — ”.

Table 4.43 FEM outputs for single-factor parametric study

Factor Level Results

Case Xl X2 X3 ts (s) ATmax (°C) Tmax (°C)

1

— — — 6.25 3.83 49.1

2 + — — 2.44 17.9 64.6

3
— + — 6.85 5.12 49.3

4 + + — 2.54 26.1 71.7

5
— — + 7.35 4.44 49.1

6 + — + 2.53 18.5 64.9

7
— + + 8.55 6.10 49.3

8 + + + 2.73 27.2 71.2

9 0 0 0 5.14 9.1 52.3

4.9.4 Analysis of Results for ts

The first thermal response evaluated was the time for maximum signal. The results of the

computation of the effect of each factor and the interactions are presented in Table 4.44.

Table 4.44 Estimate of the effects of the factors and their interactions on the time for

maximum signal

Factor or Interaction y+ (s) (s) 4 (s)

Xi (depth) 2.5 7.3 -4.7

x: (thickness) 5.2 4.6 0.5

X 3 (width) 5.3 4.5 0.8

XpX2 4.7 5.1 -0.4

Xi-X3 4.6 5.2 -0.7

X2'X3 5.0 4.8 0.2

xrx2-x3 4.8 5.0 -0.1

The same results are presented in Fig. 4.118. Each graph plots the average of the thermal

response at levels “+" and “ — ” for each factor and two-factor interaction. The slope of each line

is an indicator of the effect of the factor on the time for maximum signal. The results indicate

that factor xi (depth of flaw) has the greatest effect on time for maximum signal.
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The first step for deciding what factors or interaction have significant effects on the response was
/V

to compare the difference of the means ( ft; ) to the minimum engineering significant response.

The minimum engineering significant response is a value specified a priori by the investigator

and is based on instrumentation capabilities and on engineering judgment. For this particular

study, the minimum engineering significant response for ts was selected as 0.5 s. Based on this

assumption and comparing with the results presented in Table 4.44, only three single factors and

one interaction should be considered to have a significant effect on the response. The ranking of

these factors and interactions from the highest effect to the lowest effect is as follows:

1. xi (depth of flaw) —
> ft

- — 4.7 s

2. X3 (width of flaw) —> = 0.8 s

-A

3. xb (interaction between depth and width of flaw) —> j313 - —0.7 s

yA

4. x: (thickness of flaw) —
> /?, = 0.5 s

Fig. 4.1 18 Plots of means of factors and interactions for the time to maximum signal
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The previous approach is arbitrary, and the search for the significant factors affecting a response

may be further refined by using the halfnormal probability plot. Based on this plot, only the

factors or interactions that deviate from the straight line fit to the points whose /? are near zero

have a statistically significant effect on the response. The halfnormal probability plot for the

effects on ts is presented in Fig. 4. 1 19. The graph clearly indicates that only one factor, the depth

of the flaw, has a statistically significant effect on the time for maximum signal.

Halfnormal Order Stat Medians

Fig. 4.1 19 Halfnormal probability plot for effects on time for maximum signal

4.9.5 Conclusions for ts

The evaluation of the results from the first screening study confirms the importance of the depth

of the flaw as the primary factor affecting the time for maximum signal. Even though the width

and thickness of the flaw and the interaction between depth and width may have a measurable

effect on the thermal response, the halfnormal probability analysis indicates clearly that the depth

of the flaw is the most significant factor.

Nondestructive evaluation requires the solution to the inverse problem that is, determination of

the characteristics of the flaw based on the measured thermal response. This phase of the multi-

parameter study suggests that the depth of the flaw may be estimated from the time for maximum
signal alone. Thus, the procedures described in Section 4.5.4d may provide an approach for

estimating flaw depth.

4.9.6 Analysis of Results for ATmax

The second thermal response assessed was the magnitude of the thermal signal. The overall

average value of the maximum thermal signal was 13.6 °C. The effects on ATmax due to the

factors and their interactions were evaluated using Eq. 4.113. The results are presented in Table

4.45.
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Table 4.45 Estimate of the effects of the factors and their interactions on the

magnitude of the maximum signal

Factor or Interaction y+ CO y_ (°C) h (°c)

xi (depth) 22.4 4.9 17.6

X2 (thickness) 16.1 11.2 5.0

X3 (width) 14.0 13.2 0.8

Xj-X2 15.4 11.9 3.5

Xj-x3 13.6 13.6 0

X2*X3 13.8 13.5 0.2

Xi*X2*X3 13.6 13.6 0

- 1.5 -1.0 -0.5 0.0 0.5 1.0 1.5

x
3
(width)

Fig. 4.120 Plot of means of factors and interactions for the maximum signal

The effects summarized in Table 4.45 are illustrated in Fig. 4.120. The slope of each line is an

indicator of the degree of influence that the factor or interaction has on the maximum signal,

ATmax •
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The minimum engineering significant response for the magnitude of the maximum signal was

assumed to be 0.2 °C, based on the thermal sensitivity of most IR cameras.

The factors were ranked based on the effect on the maximum signal and on the assumed

minimum engineering significant response. The following list presents the ranking of the

effects:

1. xi (depth of flaw) —» /?,= 17.6 °C

2. X 2 (thickness of flaw) —
> ft,

= 5.0 °C

3. X 12 (interaction between depth and thickness of flaw) —
> fir - 3.5 °C

4. X3 (width of flaw) —

>

/?, = 0.8 °C

5. X 23 (interaction between thickness and width of flaw) — p23 = 0.2 °C

Note that the last two effects could be deemed “not significant” if the minimum significant

response for ATmax were assumed to be 1 .0 °C.

The effects were examined further by means of the halfnormal probability plot of the results. As

shown in Fig. 4.121, the factors and interactions that have statistically significant effects on the

thermal response correspond to those that deviate from the best-fit straight line passing through

the origin. Using this method, two factors and one interaction (flaw depth, flaw thickness, and

their interaction) appear to have a statistically significant effect on the magnitude of the

maximum signal.

Halfnormal Order Stat Medians

Fig. 4.121 Halfnormal probability plot for the maximum signal
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Fig. 4.122 Scatter plots of the important factors affecting ATmax

A third analysis tool was used to evaluate the results. This method involves the observation of

the degree of dispersion of the thermal response when presented as scatter plots. While the plots

of the means (Fig. 4.120) and the halfnormal probability plot (Fig. 4.121) explain what factors

have significant effects on the thermal response, the scatter plots (Fig. 4.122) clarify the basis for

the effects. Factors with more localized results around the means for the + or - levels and with
A.

larger differences in the means ( /? ) are said to be more influential on the response than factors

with scattered data and smaller differences in means. The level of the factors associated with

less scatter can be predicted more reliably from the response than the level of factors associated

with large scatter.

Figure 4.122 illustrates that of the 2 factors and one interaction that have significant effects on

ATmax, only flaw depth (x i

)

results in low scatter about the + and - levels. Flaw thickness and the

interaction between both factors result in large scatter about the means. This scatter would

impede any attempt to estimate flaw thickness based on the maximum signal, and this approach

is not recommended.

4.9.7 Conclusions for ATmax

The evaluation of the results from the second screening study confirms the importance of the

depth of the flaw as the primary factor affecting the magnitude of the maximum signal. In this

case, however, flaw thickness and the interaction between flaw depth and thickness also affect

the maximum signal.

The scatter plots illustrated the high dispersion of ATmax as a function of the thickness of the flaw

and the interaction between flaw depth and thickness. The evaluation of the scatter plots

indicates that flaw thickness cannot be estimated reliably on the bases of measured maximum
thermal signal.

4.9.8 Analysis of Results for Tmax

The final thermal response examined was the maximum surface temperature. The overall

average value of the maximum surface temperature for the simulation was 58.7 °C. The effect of

150



each factor and the interactions on the maximum surface temperature were evaluated using

Eq. 4.1 13. The results are presented in Table 4.46.

Table 4.46 Estimate of the effects of the factors and their interactions on the

magnitude of the maximum surface temperature

Factor or Interaction (°C) y. (°C) 4 (°c)

xi (depth) 68.1 49.2 18.9

X 2 (thickness) 60.4 56.9 3.5

X3 (width) 58.7 58.7 0

Xj-X2 60.3 57.0

x rx3 58.7 58.7 0

x : -x 3 58.6 58.8 -0.2

XpX2'X 3 58.6 58.8 -0.2

x
2
(thickness)

70.0

65.0

60.0

55.0

50.0

45.0

y«i

- 1.5 -1.0 -0.5 0.0 0.5 1.0 1.5

X

70.0
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60.0

55.0

50.0

45.0

—

y

1 23

- 1.5 - 1.0 -0.5 0.0 0.5 1.0 1.5

X

Fig. 4.123 Plot of means of factors and interactions for the maximum surface temperature

The effects of the factors are also illustrated in Fig. 4.123. The slope of each line denotes the

magnitude of the effect of the factor or interaction on the maximum surface temperature. The
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minimum engineering significant response for Tmax was assumed to be 0.2 °C, which corresponds

to the thermal sensitivity of most infrared detectors.

Based on the assumed minimum engineering significant response, the factors and their

interactions were ranked in decreasing order as follows:

1 . xi (depth of flaw) —
» /?,= 18.8 °C

2. X2 (thickness of flaw) —
> fi2 = 3.5 °C

a

3. X 12 (interaction between depth and thickness of flaw) — /312 = 3.3 °C

A

4. X23 (interaction between thickness and width of flaw) —» fi23 =
— 0.2 °C

A

5. Xi 23 (interaction between depth, thickness, and width of flaw) —
> fi123 = —0.2 °C

A

Next, the halfnormal probability of the fis was plotted as shown Fig. 4.124. Using this

analytical tool, significant effects were due to two factors (depth and thickness) and their

interaction.

Fig. 4.124 Halfnormal probability plot for the

maximum surface temperature
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Fig. 4. 1 25 Scatter plots of the important factors affecting Tmax

Next, the maximum surface temperatures were plotted using scatter plots, as shown in Fig.

4.125. The results are similar to those for the magnitude of the maximum signal. The plots

indicated that the only factor resulting in low scatter is the depth of the flaw. When the results

are plotted in terms of flaw thickness, there is large scatter.

The determination of an adequate model to estimate the maximum surface temperature from the

significant factors is improbable due to the high dispersion of the output values for the flaw

thickness and the interaction factor.

4.9.9 Conclusions for Tmax

The evaluation of the results from the final screening study confirms the significance of the

depth of the flaw as the primary factor affecting the maximum surface temperature. The

thickness of the Haw and the interaction between flaw depth and thickness also affect parameters

influencing the magnitude of the maximum surface temperature.

The analysis also showed large scatter when the maximum surface temperature was plotted as a

function of the thickness of the flaw and the interaction between flaw depth and thickness. This

indicates that it may not be possible to estimate flaw thickness based solely on the measured

maximum surface temperature.

4.9.10 Conclusions for the Multi-Factor Parametric Study

A multi-parameter screening study was conducted to determine the flaw geometry factors that

have significant effects on the thermal responses. A full factorial design was used to investigate

the effect of the factors and their interactions. The factors investigated were the depth, thickness,

and width of the flaw'. The screening study was conducted for three thermal responses: time to

maximum signal, magnitude of maximum signal, and maximum surface temperature.

The screening study showed that the depth of the flaw is the only factor that has a significant

effect on the time to maximum signal. Thus the study confirmed that it should be possible to

estimate the depth of the flaw using the time for maximum signal.

The analyses also established that the magnitude of the maximum signal and the maximum
surface temperatures are affected by the depth of the flaw, the thickness of the flaw, and their

interaction. The large scatter of the maximum signal or the maximum surface temperatures
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when plotted as a function of the thickness indicated that it would be difficult to estimate flaw

thickness based on these measured responses.

4.10 Summary

Finite-element modeling was used as the analytical tool to investigate the effect of various

parameters on the thermal response of FRP bonded to concrete and containing flaws. The study

focused on the evaluation of the various parameters that influence thermal evolution (the spatial

and temporal variations of surface temperature). The investigation was subdivided into a series

of single-factor parametric studies and a multi-factor parametric study.

The first series of parametric studies involved “one-at-a time” evaluations of the parameters that

affect the thermal response. The objectives for the single-factor parametric studies were the

following:

• Understand the effects of the thermal input;

• Optimize heating time and intensity for maximum image contrast while controlling the

maximum surface temperature;

• Determine the effects of material properties on the thermal response;

• Investigate the effect of flaw depth;

• Investigate the estimation of flaw depth;

• Examine the effect of type of flaw (delamination versus debond versus concrete spall);

• Study the effect of flaw thickness and flaw width;

• Investigate the estimation of flaw width;

• Determine minimum detectable flaw size.

It was found that for a given flaw geometry, the maximum thermal signal is a linear function of

the input energy (expressed in J/m"). Thus, a maximum value of input energy can be established

for a given minimum signal. The maximum surface temperature is also a linear function of the

input energy, but it also depends on the pulse duration. The selection of the pulse duration to

produce the minimum input energy is governed by the maximum surface temperature that can be

tolerated. These results have led to a simple approach for selecting the thermal input so as to

obtain a desired thermal signal while limiting the surface temperature due to heating. The

investigation also concluded that, based on the thermal input, variations in the pulse duration

affect both the magnitude of the signal and the time to maximum signal, while variations in the

magnitude of the heat flux only affect the magnitude of the signal.

The results from the study of the effect of material thermal properties indicated that, while

variations in the thermal properties of the FRP and concrete resulted in systematic variations in

thermal response, none of the response parameters were very sensitive to changes in material

properties. Thus, the success of infrared thermography testing will not depend strongly on the

specific values of the thermal properties of the FRP or concrete substrate.

The study of the effect of the flaw depth demonstrated that the thermal responses are a function

of the flaw depth and the number of FRP plies bonded to the concrete. Estimation of the depth

of the flaw was demonstrated using the time to maximum signal.
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It was shown that the influence of flaw thickness on the thermal responses is significant in the

case of delaminations near the surface but is very small on debonds and concrete spalls. No
simple procedure was indicated for estimating flaw thickness.

The results also indicated that the width of the flaw could be estimated from the second

derivative of the surface temperature profile. The investigation of the minimum detectable flaw

width demonstrated that the smallest detectable flaw is a function of the depth of the flaw and the

maximum signal required to overcome noise in the measuring process.

The multi-factor parametric study confirmed which factors have the most significant effect on

the thermal responses. The investigation concluded that the depth of the flaw is the only factor

that has a significant effect on the time to maximum signal. Thus the results confirmed that the

depth of the flaw could be estimated using the time for maximum signal. On the other hand, the

large scatter of the thermal responses as a function of the thickness indicated that this factor

would be difficult to characterize accurately.
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Chapter 5

Laboratory Studies

5.1 Introduction

The second component of the project focused on a series of laboratory studies aimed to define

good testing and analysis procedures for IR thermography testing of FRP composites bonded to

concrete. In addition, experimental measurements were used to verify the FEM simulations was.

Specifically, the objectives of the experimental program were the following:

• Determination of emissivity values of pultruded FRP laminates and wet lay-up FRP
laminates;

• Comparison of FEM simulation with results from actual infrared testing;

• Confirm the potential of flaw width estimation based on surface temperature profiles;

• Verification of the importance of key flaw parameters such as, depth thickness, and

width, on thermal responses;

• Verification of approach to estimate flaw depth based on time of maximum signal;

• Evaluation of test repeatability; and

• Determination of an adequate sampling rate.

The objectives were carried out by:

• Selection of adequate heating devices;

• Measurement of heat flux input;

• Construction of an experimental setup to permit repeatable thermal pulses; and

• Conducting controlled-flaw experiments.

5.2 Design of Experiments

The experimental program was subdivided into 5 parts, each involving one experiment:

• The first pail of the experimental study was qualitative in nature, and its focus was to

evaluate the suitability of different materials for creating simulated flaws in controlled-flaw

specimens. A specimen having two bonded pultruded CFRP laminates and containing eight

simulated debonds was used for this experiment.
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• The second test focused on comparison of infrared thermography results to the results of

FEM simulations. An air void contained in the specimen from the first experiment

(pultruded CFRP bonded to concrete slab) was used as the test case.

• The purpose of the third experiment was to verify the procedure for estimation of the flaw

width based on surface temperature profiles. For this purpose, the size of the air void in the

specimen fabricated with pultruded CFRP was measured.

• The fourth experiment was a screening study to confirm the results of the analytical

screening study. Three flaw parameters were investigated: depth, thickness, and width. To
investigate these three parameters, a full factorial experimental design was planned. Factors

such as thermal input, and material properties were kept fixed in the experimental design.

The full factorial screening experiment was designed to investigate three factors with 2 levels

each. Two additional “center-points” were added for modeling purposes. The additional

center points could provide the data needed to model nonlinear behavior of the response.

Table 5.1 Coding of levels for screening experiment

Factor

Level

— +

Depth of flaw, xj 1.5 mm (debond) 0.5 (top delamination)

Thickness of flaw, X2 0.1 mm 0.2 mm

Width of flaw, X3 7 mm 12.5 mm

The test object for the study consisted of 3 layers of FRP wet lay-up composite bonded to a

concrete slab. Simulated flaws were included at different depths in the FRP layers and at the

interface with the concrete. Flaws had two different depths, thicknesses, and widths. The

levels of each factor were coded or “+” as shown in Table 5.1.

The full factorial design was constructed using Yates’ order as discussed in Chapter 4.
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Table 5.2 Design of full factorial plus center-points screening study

Case
Xl

(depth of flaw)

X2

(thickness of flaw)

X3

(width of flaw)

Run

Sequence

1

— — — 6

2 + — — 4

3
— + — o

4 + + —
1

5
— — + 9

6 + — 4- 10

7 — + + 5

8 + + + 7

9

“center" point
0 — 0 8

10

“center" point
0 + 0 3

Run randomization was used in selecting the order in which the flaws were investigated.

Randomization was introduced to ensure that uncontrolled variables did not bias the results.

The design and run sequence of this experiment are presented in Table 5.2. Code levels “0”

represents levels of flaw depth and width that are intermediate to the levels shown in Table

5.1.

The construction of the specimen and testing procedures for are explained in the subsequent

sections.

• The final part of the experimental study focused on the investigation of test repeatability and

the effect of sampling rate.

5.3 Testing Configurations

Depending on the objective of the experiments, two different configurations were used for

thermography testing. The first set of tests involved qualitative assessment of the presence of

debonds in a controlled-flaw specimen. The remaining experiments involved quantitative

evaluation of several subsurface flaws. The test configuration for quantitative testing was more

elaborate than that for qualitative testing.

Detection and quantitative characterization of subsurface flaws require an external heat source to

produce the desired transient heat transfer conditions. Moreover, a short-duration, high-intensity

thermal pulse is ideal for producing highly transient behavior. As discussed in the previous
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chapter and in Starnes et al. (2002), selection of the thermal input requires achieving a balance

between the desired thermal signal (surface temperature differential between flawed and sound

material) and the maximum allowable surface temperature. This balance is achieved by selecting

appropriate values of the heat flux intensity and the heating period. The inspector may choose a

short-duration heating period with high-intensity heat flux, or vice versa. The parametric studies

described in the previous chapter also indicate that for civil engineering applications, lower

intensity heat flux with a longer heating period (for example, seconds instead of microseconds)

provides the balance needed to obtain a desired thermal signal and limit the maximum surface

temperature.

Shutter

n

Specimen

Pulse generator

Y In

Heating

/ lamps

- 33 cm

Trigger

circuit box

Out

Data Acquisition

IR Camera

Side View

Display

Fig. 5.1 Test configuration for quantitative infrared thermography

Qualitative and quantitative thermographic testing techniques require an IR camera and a data

acquisition system that allows viewing of the thermograms. Quantitative testing, however,

requires the capability of recording and measuring the thermal response as a function of time.

To fulfill this requirement a more involved testing setup was constructed. Additionally, the

experimental setup included shutters for the heating system, external triggers to synchronize data

acquisition with the start of the thermal pulse, and data analysis software. A schematic of the

test configuration for quantitative testing is presented in Fig. 5.1

.

The following subsections describe the qualitative and quantitative test configurations in greater

detail.

5.3.1 Qualitative Test

The purpose of qualitative testing is to detect the presence of subsurface anomalies. Qualitative

testing does not require accurate control of the input thermal pulse nor does it require detailed

analyses of the temperature history. The qualitative test involved the use of one 250 W infrared

lamp. Heating was done by sweeping the infrared heat lamp over the surface of the FRP at a
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distance of 50 mm and at a speed of approximately 0.15 m/s. This technique is similar to the

method used in practice (Hawkins et al., 1999).

The time history of the thermal response was not subjected to detailed analysis. The surface

temperatures recorded by the infrared camera were logged with the aid of the data acquisition

system. Subsurface flaws were identified visually through the thermograms recorded by the data

acquisition system. The specifications for the IR camera and the data acquisition software are

described further in the next section.

5.3.2 Quantitative Tests

The overall purpose of these studies is to provide the basis for quantitative infrared

thermography in which not only the presence but also characteristics of a flaw can be

established. The experimental configuration for quantitative testing included a heating module.

IR cameras, and data acquisition and analysis software capable of recording and analyzing

thermal behavior as a function of time.

5.3.2a Heat Sources

A heating module was fabricated to provide the controlled heat flux pulse required for

quantitative testing. Two 250 W infrared heating lamps mounted at 200 mm on center were used

as the heat source. An aluminum frame was made to hold the heating lamps and an aluminum

shutter. The shutter was necessary to block radiation from the lamps after they were turned off.

This was required so that the heat pulse would be similar to the rectangular pulse used in the

FEM simulations. The shutter was kept open during heating using an electromagnet. A
photograph of the heating configuration is presented in Fig. 5.2.

Fig. 5.2 Configuration of heating module for quantitative testing
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Fig. 5.3 Pulse generator, trigger box, and power supply

A DC power supply, a pulse generator, and a trigger circuit were also needed for producing a

“square” heat pulse. A waveform generator was connected to the trigger circuit. At the end of

the pulse, the trigger turned off the lamps and the current supplied to the electromagnet, and the

shutter fell in front of the lamps. An additional function of the trigger was to externally trigger

the data acquisition system at the beginning of the heat pulse. Figure 5.3 shows the pulse

generator, DC power supply and trigger box used in the experiments.

5.3.2b Infrared Cameras

Two different infrared cameras were used during the project. The initial experiments, those

involving pultruded CFRP composites, were performed using an infrared camera with a

nitrogen-cooled detector. An uncooled microbolometer was used for the final set of

experiments.

Infrared Camera with Nitrogen-Cooled Detector

The infrared camera used in the first three sets of experiments was an AGEMA Thermovision

900. The infrared camera has a mercury-cadmium-telluride (HgCdTe or MCT) detector. The

scanner operates in the long-wave infrared region with a spectral response between 8 pm and

12 pm. The detector has a sensitivity of 0.08 °C at 30 °C and a measurement accuracy of

± 1 °C. As mentioned, this detector requires continuous cooling with liquid nitrogen. The

scanner was able to record data at a maximum sampling rate of 15 Hz.
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Infrared Camera with an Uncooled Detector

The experiments involving wet lay-up composites were carried out using a FLIR ThermaCAM
SC2000'. This infrared camera has a focal plane array (FPA) uncooled microbolometer detector

with 320 pixels x 240 pixels. The camera operated in the long wavelength infrared spectral band

(7.5 pm and 13 pm), thus minimizing atmospheric attenuation of the received radiation. The

camera has an atmospheric filter with cut-on at 7.5 pm. The thermal sensitivity of the detector is

0.08 °C at 30 °C with a measurement accuracy of ±2 °C. The infrared camera allowed

recording of thermograms at a rate of 60 Hz.

5.3.2c Data Acquisition and Analysis Software

The data acquisition and analysis software for infrared measurements was Researcher High

Speed from FLIR Systems'. This software provides up to 60 Hz digital video and data

acquisition and retrieval. For quantitative testing, an external trigger was connected to the data

acquisition system. Data acquisition was triggered at the time the heating lamps were turned on.

For heat flux measurement, a DataShuttle data acquisition system and QuickLog' software from

Omega were used to measure the output of the heat flux sensor.

5.3.3 Specimens

Three different specimens were constructed for the experimental studies. The first specimen was

constructed using pultruded CFRP laminates (Carbodur® from Sika)'. The remaining two

specimens were fabricated using wet lay-up CFRP fabric (M-Brace from Master Builders) ’.

5.3.3a Specimen Fabricated with Pultruded CFRP Laminates

The controlled-flaw specimen was constructed by using a 610 mm x 250 mm x45 mm precast

concrete slab as the substrate. Two pultruded carbon FRP (CFRP) laminates were bonded to the

substrate, as shown in Fig. 5.4. The laminates are available commercially and contained

unidirectional carbon fibers. Each laminate had the following dimensions:

609 mm x 102 mm x 1.3 mm. The surface of the concrete slab was cleaned to remove any

existing dust. The composite laminates were precut to the appropriate length and cleaned with

acetone. The bonding epoxy (SikaDur®)’ was applied over the concrete surface to a thickness of

about 1 .6 mm using a spatula. Application of epoxy was avoided at the location at which the

artificial flaws were going to be placed. Eight “flaws” were created by placing different

materials at the interface between the concrete substrate and the FRP. Each flaw was

approximately 25 mm x 25 mm in plan. The materials used to simulate flaws and their

approximate thickness are summarized in Table 5.3. One of the objectives of the experiment

was to see whether there is a material that would produce results similar to an air void (flaw #6).

The laminate was placed on the epoxy and pressed down using a rubber roller. The specimen

was kept undisturbed for one day to allow curing of the epoxy.
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Table 5.3 Summary of simulated flaws

Flaw # Material Placement/construction
Approximate

thickness (mm)

1 Air & plastic Air-filled plastic 0.4

2 Air & wax Lost wax process 0.6

3 Styrofoam® 0.5

4 Masking tape 0.3

5 Low k fabric & plastic Fabric wrapped in plastic 0.8

6 Air
Air void created with

wire dam
0.6

7 Parafilm® 0.1

8
Vitreous aluminosilicate

fiber insulation & plastic

Insulation wrapped

in plastic
0.8

25

38

25

38

51

38

25

38

25

25 mm 25 mm 25 mm 25 mm

mm
mm
mm
mm

mm

mm
mm
mm
mm

Legend

|

Concrete

I 1 Carbon FRP

fil Simulated flaw at

concrete/FRP

interface

Heat flux transducer

with thermocouple

Fig. 5.4 Controlled-flaw test specimen
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Fig. 5.5 Heat flux sensor bonded to FRP laminate

Additionally, a self-sticking heat flux transducer with an internal thermocouple was placed on

the surface of the FRP. The thermocouples and the heat flux transducer were linked to a data

acquisition system.

The heat flux sensor bonded to the surface of the specimen was an Episensor B04 from Vatell

Corporation'. Episensor is an inexpensive and flexible transducer. The sensor is

24.5 mm x 24.5 mm in area and contains 1600 thermocouples per square centimeter. It operates

to a maximum temperature of 150 °C. The sensor has a self-sticking adhesive backing. Figure

5.5 illustrates the heat flux sensor bonded to the surface of the CFRP laminate.

5.3.3b Specimens Fabricated with Wet-Lay Up CFRP Laminates

The second set of specimens involved wet lay-up CFRP composites bonded to concrete. The

substrates were 610 mm x 250 mm x 45 mm precast concrete slabs. Two specimens were

constructed by bonding three layers of MBrace™ carbon fiber sheets from Master Builders' to

the concrete slab. Two materials were used to simulate internal flaws. One specimen contained

flaws constructed with low k fabric (Nomex® Ill-Defender', material used for firefighter

clothing). The second specimen had flaws created using Parafilm®. Parafilm® is a flexible film

that consists primarily of polyolefins and paraffin waxes. Figure 5.6 shows the materials used as

flaws in this set of experiments.
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Fig. 5.6 Materials used as flaws in wet lay-up specimens

Both specimens were constructed following the same layout. Each specimen included all the

flaws specified in the design of the experiments summarized in Tables 5.1 and 5.2. A plan view

of the location of the flaws for both specimens is presented in Fig. 5.7. The numbers on the

simulated flaws correspond the cases shown in Table 5.2.

60 mm 120 mm 120 mm 120 mm 120 mm 60 mm

75 mm
Legend

75 mm
Carbon FRP

75 mm

[T] Simulated flaw

Heat flux transducer

with thermocouple

75 mm

Fig. 5.7 Configuration of specimens constructed with wet lay-up FRP

The FRP reinforcement was bonded to the concrete slab using the procedures specified by the

manufacturer of the composite system.

First, the concrete substrate was prepared by cleaning the surface and applying a thin

layer of MBrace putty using a trowel (Fig. 5.8).
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Fig. 5.8 Application of MBrace putty

The putty is a thick, paste-like epoxy used to fill holes and surface defects. The putty was

allowed to cure before proceeding to the following step.

• A coat of MBrace saturant was applied over the puttied surface. The saturant or resin is

formulated to impregnate the fibers and hold the tow sheet in place until it cures.

Application of saturant was avoided at the location were the first set of flaws (debonds)

were going to be located (Fig. 5.9). The thickness of the resin layer was 0.4 mm
approximately.

60 mm 120 mm 120 mm 120 mm 180 mm

[U Simulated debond

Fig. 5.9 Location (plan view) and placement of debonds

The first fiber sheet was cut to the proper size prior to placement. The sheet was placed

on top of the resin. The direction of the fiber w as along the longitudinal direction of the

concrete slab. A trowel was pressed over the paper backing of the fiber sheet in order to

remove air bubbles. The paper backing was removed to allow pressing of the fiber sheet

into the resin with a ribbed roller. Rolling over the sheet in the direction of the fiber

allowed resin impregnation of the fibers. A second coat of resin was applied and allowed
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to cure partially before application of the following layer. Figure 5.10 illustrates some of

the procedures described in this paragraph.

FRP sheet being pressed

with trowel

FRP sheet being pressed

with roller

Application of resin

Fig. 5.10 Application of first layer of FRP

• After 30 minutes, another coat of resin was applied. Again, care was taken to avoid

placement of resin on the areas where the next set of flaws were to be located. Two
bottom delaminations were located at this interface as illustrated in Fig. 5.1 1.

I I
Resin layer on top

of first FRP laminate

[To] Simulated bottom

delamination

Fig. 5.1 1 Location (plan view) and placement of bottom delaminations

The second sheet of fiber was applied on top of the resin. In this case, the fibers were

running at 90° relative to the fiber sheet located below. The fiber sheet was again pressed

with a trowel and a ribbed roller in the direction of the fibers. A coat of resin was applied

on top of the fiber sheet and was allowed to cure for 30 min.

• After 30 min, another coat of saturant was applied. Again, care was taken to avoid

placement of resin on the areas where top delaminations were to be located. The location

and actual placement of the top delaminations are presented in Fig. 5.12. A sheet of

carbon fiber was placed on top of the resin (Fig. 5.13). In this case, the fiber ran in the
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longitudinal direction of the specimen. The final coat of resin was applied. The specimen

was allowed to cure overnight.

60 mm 120 mm 120 mm 120 mm 180 mm

Resin layer on top

of second FRP laminate

fT~| Simulated top

delamination

Fig. 5.12 Location (plan view) and placement of top delaminations

Fig. 5.13 Placement of last fiber sheet

Specimen Containing Flaws Created with Low k Fabric

One of the specimens wras constructed using a low k fabric (Nomex®) for the simulated flaws.

The material had a thickness of 0.6 mm. The layout of the specimen followed the outline

specified in Table 5.2 and in Fig. 5.7. In accordance with the design of the experiment

summarized in Table 5.2, the following levels were assigned to the parameters under study:

• Depth of flaw, xj — (
—

) indicates a top delamination with a depth of 0.5 mm
approximately;

( + ) indicates a debond with a depth of 1 .5 mm
approximately; and.
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( 0 ) indicates a bottom delamination at a depth of 1 .0 mm
approximately.

• Thickness of flaw, X2 —>
( — ) indicates a thin flaw with a thickness of 0.6 mm

approximately;

( + ) indicates a thick flaw with a thickness of 1.2 mm
approximately; and,

Using this material, no center point (0) was assigned to this

parameter.

• Width of flaw, X3 —> (
—

) indicates a small with a width of 25 mm;
( + ) indicates a large flaw with a width of 40 mm; and,

( 0 ) indicates a flaw that is 32.5 mm wide.

Specimen Containing Flaws Created with Thin Film

The second specimen was constructed using a thin film (Parafilm®) for the simulated flaws. The

material has a thickness of 0.13 mm. The layout of the specimen conformed to the outline

specified in Table 5.2 and in Fig. 5.7. The following levels were assigned to the parameters

under study;

Depth of flaw, xi

• Thickness of flaw, X2

• Width of flaw, X3

( — ) indicates a top delamination with a depth of 0.5 mm
approximately;

( + ) indicates a debond with a depth of 1.5 mm
approximately; and,

( 0 ) indicates a bottom delamination at a depth of 1 .0 mm
approximately.

(
—

) indicates a thin flaw with a thickness of 0.13 mm
approximately;

( + ) indicates a thick flaw with a thickness of 0.38 mm
approximately; and,

( 0 ) indicates a flaw that is 0.25 mm thick.

( — ) indicates a small with a width of 25 mm;

( + ) indicates a large flaw with a width of 40 mm; and,

( 0 ) indicates a flaw that is 32.5 mm wide.

5.4 Experiment #1: Qualitative Test

The first part of the experimental study was qualitative in nature, and was intended to evaluate

the potential detection of each simulated flaw embedded in the test object. For this purpose, the

entire surface of the specimen was heated and the surface temperature was recorded using the

infrared camera and associated software. The qualitative nature of the test did not require

measurement of applied heat flux. Heating, in this case, was done by sweeping an infrared heat

lamp along the length of the FRP at a distance of 50 mm from the surface and at a speed of
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approximately 0.15 m/s. Observation of the thermogram shown in Fig. 5.14 reveals that all eight

flaws were detectable. The thermogram was recorded approximately 5 s after the heat was

applied. The most visible flaws were numbers 5, 6 and 8, which corresponded to low-

conductivity fabric, air, and vitreous aluminosilicate fiber insulation, respectively (see Fig. 5.4).

Flaw number 4 (masking tape) and flaw number 7 (Parafilm®) produced the smallest signals.

The thermogram clearly indicates the location of the subsurface flaws and the sensors bonded to

the surface of the specimen (i.e., heat flux sensor and thermocouple wires).

In practice, this quick technique could be used to easily detect subsurface flaws. Actual

characterization of the flaw, however, requires additional analysis of surface temperatures as a

function of time.

Surface

Surface/ N HF sensor
thermocouple

Visual image Infrared image

Fig. 5.14 Visual image and thermogram of test object fabricated with pultruded FRP during

qualitative detection of internal flaws created artificially with different materials

5.5 Experiment #2: Comparison of IR Thermography and FEM
Simulations

Experiment #2 concentrated on quantitative testing and comparison of the results with FEM
simulations. For the case of comparison of test results with numerical simulations, the air-void

flaw (flaw number 6) was selected for further study. The reason for the choice was twofold:

• The air void provided a significant thermal signal: and,

• The thermal material properties of air are known, thus reducing uncertainty in the

numerical modeling.

During the qualitative test, it was observed that the apparent shape of air void was not square as

intended. This meant that epoxy had flooded over the “wire dam” that was used to try to create a

square-shaped void. Thus it was recognized that the thickness as well as the area of the flaw was

different from intended. To estimate the actual thickness of the air void, seven measurements of

the height of the FRP laminate were taken using a caliper. From the known laminate thickness,

the mean value of the epoxy thickness was 0.9 mm and the standard deviation was 0.2 mm. The

thickness of air void was thus assumed to be 0.9 mm.

171



5.5.1 Determination of Surface Emissivity for Pultraded FRP

Accurate determination of surface emissivity, and compensation for it, is key for correct

measurement of surface temperatures by using an infrared camera. The Stefan-Boltzmann

principle (Eq. 2.1 ) relates the surface temperature of an object to the radiation emitted by it. This

relationship, however, is affected by the characteristics of the surface of the material. The

emissivity measures the relative capability of a material to emit radiation. In particular,

emissivity is the ratio of the radiance of a body at a given temperature to the radiance of a black

body at the same temperature (ASTM E 1316).

Standard methodology for determining emissivity is described in ASTM E 1933. First, the

contact thermometer method described in the standard was used in this experimental study.

Surface temperatures of the FRP laminate were measured using a copper/constantan

thermocouple (ANSI Type T, special limits, 0.010 mm in diameter). Each thermocouple was

embedded in the FRP so that half of the perimeter of the wire was in contact with the composite

and the other half of the wire was in contact with air. A small notch was cut into the laminate

and epoxy adhesive was used to hold the thermocouple in place.

In accordance with ASTM E 1933, the test specimen was heated so the surface reached at least

10 °C above ambient temperature. To avoid rapid cooling of the surface, the specimen was

heated in an oven to a temperature of 45 °C. As a result, surface cooling of the surface was slow

enough to allow for estimation of the emissivity of the surface.

The data acquisition and analysis software calculates surface temperatures based on the

following equation (Rinaldi, 2002):

W=£aT4
+ (l- £)aT4

amb
(5.1)

where W is the radiation emitted by the specimen, £is the emissivity of the material being tested,

<7 is the Stefan-Boltzmann constant, and Tamt is the ambient temperature. Equation 5.1 allows

accurate measurement of the surface temperature by compensating for the atmospheric radiation

emitted by the surroundings and recorded by the infrared detector. The “ambient temperature”

should not be confused with the “atmospheric temperature.” The atmospheric temperature is the

actual temperature of the air in the surroundings of the test. Ambient temperature, however,

corresponds to the temperature equivalent to the radiation emitted by the surroundings (objects

and atmosphere) and reflected by the surface of the specimen under test (Rinaldi, 2002). To

measure it, the infrared camera is placed next to the test object and facing away from the surface

being tested using infrared thermography. The emissivity for the IR image is set to 1 .0 and the

average temperature of the image is measured. The recorded average temperature is the

“ambient temperature” required to calibrate the thermograms for quantitative testing.

For the experimental configuration described in this section, the value of Tamb was 24 °C.
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Fig. 5.15 Emissivity measurements for pultruded CFRP
laminate using thermocouples

To measure the emissivity of the laminate, the test specimen was located 0.55 m from the

infrared camera and aligned perpendicular to the line of view of the camera. The perpendicular

placement of the test object with respect to the camera's line of view is an important

consideration since emissivity varies with the angle of view. Surface temperatures next to the

location of a thermocouple were taken with the infrared camera using spot meters, which are

measurement tools used by the analysis software to determine the temperature at a point.

Specifically, the spot meter averages the temperature of the pixels around the chosen point.

Surface temperatures were measured at 3 points next to a thermocouple using 3 spot meters. The

emissivity at each point was varied in order to match the temperature indicated by the camera

with the temperature measured with the thermocouple. The measurements were repeated 55

times, for a total of 165 individual determinations that ranged from 0.77 to 0.84 (Fig. 5.15), the

average emissivity of the FRP laminate was 0.80, with a standard deviation of 0.016. Thus the

expanded uncertainty interval is 0.80 ± 0.03, for a coverage coefficient of k=2.

The noncontact thermometer method specified in ASTM El 933 was also used to determine the

emissivity of the pultruded composite laminate. For this measurement, a small piece of electrical

tape was applied to the surface of the specimen. Electrical tape has a typical value of emissivity

equal to 0.95 (Mikron, 2002 and Rinaldi, 2002). Additionally, the ambient temperature of the

room was calculated. The ambient temperature was 24 °C. The specimen was heated in an oven

to a temperature of 43 °C. The specimen was removed from the oven to make the emissivity

determinations. Since the electrical tape was bonded to the surface of the specimen, both the

FRP and the tape had the same temperature. Two “area” measurement functions were used to

measure the average temperature of the tape and the FRP adjacent to the tape. The temperature

of the tape was measured using an emissivity equal to 0.95. The emissivity of the “area" used to

measure the FRP temperature was adjusted to match the temperature of the tape. This

computation is done automatically by the analysis software using an Emissivity ' Calculation tool.

i 1 r

* SIKA (using thermocouple)

J ! | L
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Fig. 5.16 Emissivity measurements for pultruded CFRP
laminate using noncontact method

A total of 18 measurements were recorded. The values ranged from 0.78 to 0.81 (Fig. 5.16).

The average emissivity of the FRP laminate was 0.80, with a standard deviation of 0.01. Thus

the expanded uncertainty interval based on the noncontact thermometer method is 0.80 ± 0.02.

5.5.2 Determination of Heat Flux

Two sets of measurements were performed to determine the heat flux incident onto the surface of

the test object. First, the heat flux distribution was measured along the surface of the specimen

to determine the homogeneity of the heat flux produced by the heating module. The second set

of tests involved measurement of the heat flux pulse as a function of time.

5.5.2a Homogeneity of Heat Flux

The quantitative thermography method investigated in this research involves application of

uniform heat flux over the surface of the object being tested. The heat flux produced by the two-

lamp heating module was measured to ensure this homogeneity.

The heating module was placed 0.33 m from the surface of the specimen and aligned so the

lamps were parallel to the specimen. The heat flux sensor was placed on the surface of the

specimen at the same height as the center of the heating lamps. The heat flux at the surface of

the specimen was measured at intervals of 20 mm along a line parallel to the 2 lamps. The

configuration of the test is presented in Fig. 5.17.

SIKA (using noncontac method)
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Fig. 5.17 Experimental setup for measurement of homogeneity

of incident heat flux

Fleat flux measurements were recorded at 16 different locations along the line of measurement

thus covering a length of 0.3 m along the surface of the test object. For each measurement, the

heat lamps were activated for 10 s. After 10 s, the lamps were turned off and the shutter fell in

front of the lamps to shield any additional radiation. The measured heat flux at 10 s was used as

the value of heat flux at the specific location along the line of measurement.

The values of the recorded heat flux are presented in Table 5.4. The relevant location to evaluate

heat flux homogeneity was between the two lamps, since this is the region where a potential flaw

would be located and measured. The results summarized in Table 5.4 and illustrated in Fig. 5.18

show some undulation of the heat flux between the two lamps suggesting a small heterogeneity

of the incident heat flux. Also, the highest heat fluxes were not located at the center of the

lamps, as expected. These aspects could be due to the irregularity of the electrical filaments

inside the lamps. The average measured heat flux between the two lamps (measurements

between 80 mm and 280 mm) was 1650 W/m" and the standard deviation was 80 W/m".
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Table 5.4 Heat flux distribution along line of measurement

Distance, mm Heat flux, q (W/m
2
) Comments

0 1210

20 1160

40 1440

60 1470

80 1530 C.L. of lamp

100 1760

120 1730

140 1660

160 1620

180 1600 C.L. of module

200 1570

220 1770

240 1640

260 1590

280 1650 C.L. of lamp

300 1580

Fig. 5.18 Results of heat flux distribution measurements

The results show that the heat flux in the area located between the two lamps of the heating

module is sufficiently uniform.
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5.5.2b Heat Flux Pulse as a Function of Time

As previously stated, the surface temperature of the FRP laminate and thermal signal due to

subsurface flaws depend on the input thermal pulse. The input thermal pulse has two parameters

that may be varied: the duration of the pulse and the magnitude of the heat flux. The pulse

duration is easily controlled. For this particular experiment the pulse duration was adjusted to

10 s using a pulse generator, an external trigger, and the shutter system.

In this study, 250 W heating lamps were used as the heat source, and the magnitude of the

thermal pulse depends on the distance from the lamps to the test object.

The incident heat flux was measured using a heat flux sensor placed on the surface of the FRP
laminate. The sensor also included a thermocouple. Heat flux and temperature measurements

from the sensor were recorded using a data acquisition system. The measurements were made

with the heating lamps located 0.33 m from the surface of the FRP laminate. In order to record

the heat flux that the specimen would be subjected to during thermography testing, the heat flux

sensor was placed at the same position with respect to the heating lamps that the flawed

specimen would be during thermography testing. For convenience, this position will be referred

to as location A.

Table 5.5 Heat flux measurements

Time (s)

Incident heat flux, qi„Cidcnt (W/m
2
)

Test 1 Test 2 Test 3

0 0 0 0

1 1360 1400 1420
0 1480 1500 1570

3 1600 1610 1610

4 1640 1640 1650

5 1680 1680 1670

6 1690 1690 1690

7 1710 1710 1710

8 1720 1720 1730

9 1740 1740 1730

10 1750 1740 1740

11 350 340 310

12 250 240 220

13 160 160 150

14 120 140 130
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2000

Fig. 5.19 Measured heat flux pulse (replicate test #3)

Three heat flux measurements were obtained. As shown in Table 5.5, the heat flux

measurements were repeatable. Table 5.5 summarizes the input heat flux data and Fig. 5.19

shows the shape of one of the heat pulses. The maximum magnitude of the heat flux was

1750 W/m" measured at 10 s.

An important consideration with respect to numerical simulations is that the heat flux sensor

measures the incident heat flux, quotient• This heat flux, however, needs to be adjusted to

determine the amount absorbed by the FRP. The fraction of the incident heat flux absorbed by

the surface of a material is referred to as absorptivity. Kirchhoff s law relates the absorptivity of

a surface to its emissivity as follows (Ozi§ik, 1985):

£,{T) = a
?
\T) (5.2)

where £\(T) is the spectral emissivity for the emission of radiation at temperature T and (Xa[T) is

the spectral absorptivity for radiation coming from a blackbody at temperature T. With a gray-

body assumption (£, a independent of A), the absorbed radiation can be expressed as

(7absorbed ^ Qincident
(5.3)

Since the emissivity of the FRP laminate was measured to be 0.80, the heat flux absorbed by the

FRP was 80 % of the incident heat flux measured by the sensor.
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5.5.3 IR Thermography Test Procedure and Analysis

For quantitative thermographic testing, the heating lamps were located 0.33 m from the surface

of the specimen. The specimen was placed so the air void was positioned at the same location

relative to the heating lamps as was the heat flux sensor during heat flux measurement (position

A as mentioned in the previous section). The duration of the thermal pulse was set to 10 s.

Thermogram data were recorded at 15 Hz for a period of 60 s from the start of heating.

Two procedures were investigated for determining the signal due to the air void. The first

procedure involved two tests. In the first test, the air void was at location A. In the second test,

an unflawed region of the specimen was placed at location A. Temperature data were analyzed

at the same location using the same spot meter. The signal as a function of time was obtained by

subtracting the temperature data of the second measurement (Tbackground) from the temperature

data from the first measurement {Tdefect)- This setup may seem unnecessary, but it ensured that

both Tbackground and T'defect were measured for the same heat flux input. This detail was important

for comparison with analytical results. Additionally, it provided for comparison with the second

to be described.

Fig. 5.20 Smoothed thermal response due to air void for testing procedure #1

A 10-point averaging filter that computes a moving average of the temperature data was used to

smooth the signal. The smoothed signal from the first procedure is presented in Fig. 5.20. The

maximum signal was 2.9 °C, and it occurred 12 s after the start of the test. A maximum surface

temperature of 28.7 °C was measured at the location of the flaw.
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Fig. 5.21 Smoothed thermal response due to air void for testing procedure #2

The second procedure involved one test, which would be similar to actual field-testing. The

specimen was positioned so that the air void was at location A. The recorded data were analyzed

by using two spot meters: one was placed above the center of the flaw to measure Tdefect* the

other was placed 15 mm from the apparent boundary of the air void (over an unflawed region) to

measure Tbackground- The smoothed signal as a function of time is presented in Fig. 5.21. In this

case, the maximum signal was 2.7 °C, and it also occurred 12 s after the start of heating. The

maximum surface temperature was 28.4 °C.

The two tests gave essentially the same results. This provides some assurance that the signals

shown in Figs. 5.20 and 5.21 are valid.

5.5.4 Verification ofFEM Simulations

5.5.4a Simulation Models

The results discussed in 5.5.3 were compared with the results of numerical simulations to verify

the suitability of the analytical models. The numerical simulations were performed using

ANSYS 5.6. To reduce computation time, a two-dimensional model was used. The simulation

object consisted of a 127 mm long by 20 mm thick concrete slab covered with one laminate of

carbon FRP (CFRP). The CFRP laminate was 1.33 mm thick. A 0.9 mm thick by 25.4 mm long

air void was introduced at the center of the specimen between the concrete substrate and the

composite laminate. The bonding layer was modeled as a 0.9 mm thick layer of epoxy. The

complete model is shown on the left side of Fig. 5.22. Since the air void was located at the

centerline of the model, the simulation was simplified by using plane symmetry. Thus only one-

half of the object was analyzed, as shown on the right side of Fig. 5.22.
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Fig. 5.22 Test object used in finite-element simulations for comparison with

measurement

Table 5.6 Material properties used in numerical simulations

Material
Density, p
(kg/m

3
)

Thermal conductivity, k (W/nvK) Specific heat, c

(J/kg-K)kx k v kz

Concrete 2400 1.5 1.5 1.5 800

FRP 1760 8.9 2.9 2.9 800

Air 1.2 0.024 0.024 0.024 700

Epoxy 1960 0.19 0.19 0.19 1700

The material properties used in the model were those of concrete for the substrate, air for the

defect, CFRP for the bonded composite, and epoxy for the bonding agent. The CFRP laminate

had the fibers running in the longitudinal direction (x-direction). The material properties of air

and concrete were gathered from the literature, and those of the FRP and epoxy were estimated

from data provided by manufacturers. The thermal properties of carbon FRP varies significantly

among products. The differences are due to the volumetric fraction of fibers used (which is

usually greater than 68 %), and due to the material properties of the constituents (the fibers and

the bonding agent). In addition, thermal properties of carbon fiber may vary widely. For

example, a commercially available high-strength fiber is reported to have a thermal conductivity

of 9.38 W/m-K while its high-modulus counterpart is reported to have a thermal conductivity of

68.7 W/rn-K. Since the material properties of the FRP composite used in this study were

unknown, their values were estimated from available information. The material properties used

in the finite-element simulations are listed in Table 5.6.

The model was meshed using eight-noded, 2-D, quadrilateral elements. For the simulation of

convective cooling. 2-D plane surface elements with two nodes were used. An extra node was
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added and linked to the surface elements to provide the input for ambient temperature. Each

node in the model had one degree of freedom, temperature. Mapped meshing was used to allow

direct control of the element size. The global element size was set to 0.1 mm. Mesh refinement

was applied to the thin composite layers and at the FRP/concrete interface. The thickness of the

composite laminate was subdivided into 4 elements while the thickness of the flaw was

subdivided into 3 elements. The rest of the concrete substrate was meshed using a graded mesh

with a finer mesh at the top and a coarser mesh at the bottom of the specimen. The average

element size in the y-direction for the concrete was 0.00263 mm with a “spacing ratio” of 20.

The spacing ratio is the ratio of the dimension of the largest element to the dimension of the

smallest element.

The analysis was defined as a transient heat transfer problem. The applied heat pulse was based

on the measured pulse shown in Fig. 5.19 as modified by Eq. (5.3). Uniform heating of the top

surface was assumed. Convection cooling was applied to the top surface for the second and third

simulations, and the convection coefficients were 10 W/(m"-K) and 25 W/(m“-K), respectively.

Adiabatic conditions (dT/dx = 0 and d77dy = 0) were assumed for the additional surfaces. This

assumption was realistic since the thermal pulse did not reach the bottom of the concrete during

the duration of testing. In addition, the width of the flaw was small enough so that it did not

affect heat flow at the vertical boundary of the model. The initial temperature for all the

simulations was 22.8 °C, which represented the initial temperature of the specimen measured

during testing. Perfect contact between the materials was assumed. Automatic time stepping

with a minimum of 0.008 s and a maximum of 0.1 s was set for the analyses.

5.5.4b Results

Comparison of experimental measurements with analytical results was done by comparing three

thermal response parameters: maximum surface temperature (Tmax), maximum thermal signal

(ATniax) and time for maximum signal (ts).

For numerical simulations, the maximum surface temperature was affected slightly by

convection cooling, and varied from 29.1 °C for no-convection to 28.7 °C for a convection

coefficient of 25 W/m'-K. The maximum surface temperatures measured in the two experiments

were 28.7 °C and 28.4 °C

The maximum thermal signal for the simulations ranged from 2.9 °C to 2.5 °C, depending on the

convection coefficients while the experimental values were 2.9 °C and 2.7 °C.
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Table 5.7 Summary of thermal response parameters for experiments and simulations

IR measurements FEM results

Test #1 Test #2 h = 0 W/(m2
-K) h = 10 W/(m2

*K) h = 25 W/(m2
K)

Tmax (°C) 28.7 28.4 29.1 28.9 28.7

ATmax (°C) 2.9 2.7 2.9 2.7 2.5

ts (S) 12.0 12.1 12.5 12.0 11.7

The time for maximum signal was 12 s for both experimental tests. For simulations, the time for

maximum signal was 12.5 s, 12 s and 1 1.7 s for simulations with convection coefficients of 0

W/(m"-K), 10 W/(m"-K) and 25 W/(m~-K), respectively. Table 5.7 summarizes the experimental

and analytical response parameters. Overall, the thermal responses from the simulations

compared favorably with measurements.

Time (s)

Fig. 5.23 Comparison of thermal signals for IR test #2 and

FEM simulations

Comparison of the thermal signals as a function of time, however, showed a systematic

difference between the measured and computed results. As shown in Fig. 5.23, the experimental

thermal signal decayed at a faster rate than the analytical results. This mismatch may be the

result of assumptions of the model. The model was assumed to be 2-dimensional and uniformly

heated, which means no heat flow in the z-direction (normal to the cross-section shown in

Fig. 5.22). In reality, this would not be the case and the rate of temperature drop would be

expected to be higher.

For the purpose of quantitative thermographic testing, however, the primary thermal response

parameters are Tmax, ATmax, and ts . The analytical and experimental results were in good

agreement, and provided reassurance that the analytical model is valid.
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5.5.5 Conclusions of the Comparison of IR Thermography and FEM
Simulation

Experiment #2 involved experimental measurements and numerical simulations of infrared

thermography testing of pultruded FRP laminates applied to concrete.

Infrared thermography testing was performed on an air void contained at the interface between a

pultruded FRP laminate and the concrete substrate. In addition to thermography measurements,

the experimental study involved the determination of surface emissivity using the contact and

noncontact methods described in ASTM E 1933, and heat flux measurements. This was

necessary to allow comparison of measured thermal response parameters with those computed

using numerical models.

Numerical simulations were performed using 2-D models of the controlled-flaw specimen.

Three cases were simulated to represent different levels of convective cooling of the surface.

The measured thermal responses associated with the air void were compared with the analytical

results. It was found that the amount of convective cooling had minor effects on the maximum
signal and the time to maximum signal. The good agreement between the experimental and

analytical results provided assurance that numerical simulations could be used to study the

effects of different test parameters (as were reported in Chapter 4).

5.6 Experiment #3: Estimation of Flaw Width

During the qualitative test (see Section 5.3.1), it was observed that the air-filled flaw (#6) was

not square as intended. The bonding epoxy apparently flooded over the “wire dam” that was

used to exclude epoxy and create the intended flaw. Thus the air-void was chosen for

verification of the procedure for width determination.

5.6.1 Test Procedure

The specimen was tested using the experimental configuration described in Fig. 5.1. The

specimen was located at 0.33 m from the camera lens. The specimen was placed so that the air-

filled flaw was positioned at the centerline between the two heating lamps. The duration of the

thermal pulse was set to 10 s, and thermogram data were recorded at 15 Hz for a period of 60 s.

The surface temperatures above the flaw (7defect) and above the bonded laminate near the flaw

(Tbackground ) were obtained as a function of time. The maximum signal was 2.7 °C, which

occurred at 12 s after the beginning of the test. The measured maximum surface temperature was

28.4 °C.

5.6.2 Data Analysis

To estimate the width of the air-filled flaw, the thermogram corresponding to the time of

maximum signal was analyzed. The surface temperatures of the region surrounding the flaw

were retrieved using an c/r<?<7-measuring tool. The retrieved area had dimensions of

35 pixels x 28 pixels. Since the analysis software provides surface temperatures at each pixel, a

conversion between pixel size and actual physical size was required. The conversion was done
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using the known dimensions of a heat flux sensor and a piece of tape located on the surface of

the specimen as reference. The heat flux sensor and the tape had actual widths of 25.4 mm and

18.7 mm, respectively, and in thermogram image the corresponding dimensions were 23 pixels

and 17 pixels. Thus, each pixel corresponded to a 1.1 mm square, and the analyzed region

surrounding the flaw was 38.5 mm x 30.8 mm. This area box (AR01 ) is shown in Fig. 5.24.

Fig. 5.24 Thermogram of air void at time of maximum signal

The plan dimensions of the flaw were estimated by analyzing the surface temperatures along

three lines, as shown in Fig. 5.24. Unlike the FEM output, the surface temperature data along

each line did not vary smoothly, and a 5-point moving average was computed to smooth the data.

This smoothing was also applied to the second derivative of the temperature profile.
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Fig. 5.25 Smoothed surface temperature profile and second derivative with

respect to distance along horizontal line (LI01

)

The smoothed surface temperature and the smoothed second derivative along the horizontal line
-> 9

(LI01 ) are presented in Fig. 5.25. The roots of the second derivative (d~T/dx~=0) were located at

8.8 mm and 25.6 mm from the origin. Thus the estimated width of the flaw along the horizontal

line is 16.8 mm.
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Fig. 5.26 Smoothed surface temperature profile and second derivative with

respect to distance along vertical line (LI02)

A similar procedure was used for the vertical line (LI02). In this case, the surface temperature

profile and the second derivative curve were smoothed using the moving average of 5 points and

3 points, respectively. The resulting smoothed plots are shown in Fig. 5.26. The roots of the

second derivative were located at 4.7 mm and 21.0 mm from the origin of the line. Thus the

estimated width of the flaw along the vertical line is 16.3 mm.

Fig. 5.27 Surface temperature profile and second derivative with respect to

distance along diagonal line (LI03)

Finally, the diagonal dimension was estimated. For this case, temperatures along the diagonal of

the surface temperature matrix were used. The surface temperature was extracted every 3.97 mm
along the diagonal. No smoothing of the temperature profiles and second derivative was required

in this case. The temperature profile and its second derivative are presented in Fig. 5.27. The

second derivative provided four roots. Based on observation of the surface temperature profile,

the outer roots were used for estimation of the width. The outer roots of the second derivative

were 1.4 mm and 29 mm, and the estimated diagonal width of the air void is 27.6 mm.
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Visual image of air void after removing FRP Close-up

Fig. 5.28 Thermogram and visual images of air void

To verify the estimated dimensions, the portion of FRP laminate above the air flaw was removed

carefully by using a miniature high-speed cut-off wheel. This procedure revealed the true shape

of the air void. A visual image of the exposed air void is presented in Fig. 5.28 and compared

with its image during thermographic testing.

Table 5.8 Estimated and actual widths of air void

Estimated width (mm) Actual width (mm)

Horizontal line 17 17

Vertical line 16 17

Diagonal line 28 31

The dimensions of the exposed air void were measured as close along the same lines used to

analyze the thermogram. Table 5.8 summarizes the estimated and actual widths of the air void.

The agreement is good.

The maximum estimation error was in the diagonal dimension, where the width was

underestimated by 3 mm. Observation of the flawed region revealed that in the lower left corner

of the flaw there was an unbonded area with a thin layer of epoxy on the concrete (see Fig. 5.28).

Thus, the thickness of the air void was reduced in this region. The estimated diagonal width

matched the distance between the upper right corner of the flaw and the edge of the thin layer of

epoxy. The thinner air gap at the lower-left corner produced a lower signal than the rest of the

flaw where there was no epoxy between the FRP and the concrete. It is possible that the error in

width estimation could have been reduced by placing the camera closer to the specimen so that

more pixels covered the flaw area

The results show that curve smoothing using a moving average filter is an effective means for

dealing with noisy signals. The number of points used in the smoothing may depend on the
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surface temperature profile. The goal is to easily identify the roots of the second derivative

curve while minimizing the distortion of the original data. Thus, the number of points used to

smooth the curves should be kept as small as possible. Additional studies on estimating flaw

size should lead to guidelines for proper smoothing of temperature profile data.

5.6.3 Conclusions of the Estimation of Flaw Width

The experiment involved estimation of the width of an air void located at the interface between

the concrete and the pultruded FRP laminate. The width of the flaw was assessed by estimating

the location of the second derivative of the surface temperature profile at the time of maximum
signal. A smoothing procedure using a moving average algorithm proved to be an effective

means for dealing with noisy signals and second derivatives. The agreement between the

estimated and actual flaw dimensions was good. This confirmed the procedure suggested by the

results of the numerical simulations.

5.7 Experiment #4: Screening Experiment

The next set of tests involved a screening experiment. The aim of this experiment was to verify

the results from the analytical multi-factor parametric study described in section 4.9.

The details of the experiment design and specimen fabrication were presented in sections 5.2 and

5.3.3b, respectively.

5.7.1 Determination of Surface Emissivity of Wet Lay-Up FRP

The surface emissivity of the wet lay-up carbon FRP was determined using the procedures

described in ASTM E 1993. The two controlled-flaw specimens were used to measure the

emissivity of the wet lay-up composite. One specimen was built with the normal amount of

topcoat resin. This specimen was tested using the contact method, which involved the use of

surface thermocouples, and the noncontact method using a reference tape. The other specimen

was constructed with a smaller amount of topcoat resin than that recommended by the

manufacturer and was used to determine the emissivity by the noncontact method only.

The procedures for measuring the surface emissivity were the same as those explained in section

5.5.1.

The ambient temperature of the room was measured as discussed in Section 5.5.1, and its value

was 24 °C. The specimen under testing was placed at a distance of 0.55 m from the infrared

camera and perpendicular to the line of view of the camera.

The first method used to estimate the surface emissivity was the contact method using

thermocouples. Surface temperatures of the FRP laminate were measured using a

copper/constantan thermocouple (ANSI Type T, special limits, 0.010 mm in diameter). The

thermocouple was bonded to the surface of the test object so half of the perimeter of the wire was

embedded in the FRP material and half of the perimeter was in contact with the air. A 20 mm
long notch was cut into the composite and epoxy adhesive was used to hold the thermocouple in

place.
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The test specimen was heated in an oven set at 60 °C. This procedure ensured that the test object

was thoroughly heated to avoid rapid transient cooling. Once out of the oven, cooling of the

specimen occurred slowly thus allowing emissivity measurement. Measurements were recorded

for temperatures ranging from 32 °C to 10 °C above room temperature.
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Fig. 5.29 Emissivity measurements using thermocouples for

wet lay-up carbon FRP

Surface temperatures were measured with the infrared camera at 3 points next to a thermocouple

using 3 spot meters. The emissivity associated with each spot meter was varied in order to match

the temperature measured with the thermocouple and the temperature indicated by the camera.

The measurements were repeated 23 1 times. The measured emissivity ranged from 0.94 to 1 .0

(Fig. 5.29), the average emissivity of the FRP laminate was 0.98, with a standard deviation of

0.01. Thus the expanded uncertainty interval is 0.98 ± 0.02 for a coverage factor k = 2. It is

important to note that a large number of measurements had to be disregarded because they had

values of emissivity above 1.0. which are not theoretically possible. This indicates a possible

limitation of the contact method procedure for materials with high emissivity. This issue should

be investigated further in the future.

The second method used to determine the emissivity of the wet lay-up composite was the

noncontact thermometer method specified in ASTM E 1933. For this measurement, a small

piece of electrical tape with an emissivity of 0.95 (Mikron, 2002 and Rinaldi, 2002) was applied

to the surface of the specimen. The specimen was heated in an oven to a temperature of 89 °C.

The specimen was removed from the oven to take the emissivity measurements. An “area"

measurement function was used to measure the average temperature of the tape. The temperature

of the FRP adjacent to the tape was measured using 3 spot meters. The temperature of the tape

(e = 0.95) was measured with the infrared camera. The emissivity of the “spot" measuring the

FRP temperature was adjusted to match the temperature of the tape. The computation of the

emissivity at the location of the spot meters was done automatically by the analysis software

using an Emissivity' Calculation tool. Emissivity measurements were recorded for surface

temperatures ranging from 60 °C to 37 °C above room temperature.
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Fig. 5.30 Emissivity measurements using noncontact method for wet

lay-up carbon FRP with normal amount of resin
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Fig. 5.31 Emissivity measurements using noncontact method for wet

lay-up carbon FRP with small amount of resin

A total of 81 measurements were recorded. The values of emissivity ranged from 0.95 to 0.97

(Fig. 5.30). The average emissivity of the wet lay-up FRP with normal amount of epoxy was

0.96, with a standard deviation of 0.005. Thus the expanded uncertainty interval is 0.96 ± 0.01.

The same noncontact procedure was used to measure the emissivity of the wet lay-up FRP
composite fabricated with a small amount of topcoat resin. As previously stated, the specimen

was heated in an oven to a temperature of 89 °C. The specimen was removed from the oven to

take the emissivity measurements. Emissivity measurements were recorded for surface

temperatures ranging from 60 °C to 37 °C above room temperature. Room temperature was 23

°C and ambient temperature was 24 °C (see 5.5.1).
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A total of 23 emissivity measurements were taken. The recorded values, which are shown in

Fig. 5.31, ranged from 0.88 to 0.92. The average emissivity of the wet lay-up FRP with small

amount of topcoat resin was 0.90, with a standard deviation of 0.01. Thus the expanded

uncertainty interval is 0.90 ± 0.02.

The results indicate a significant difference between the emissivity of wet lay-up carbon FRP
containing different amounts of topcoat resin.

It is important to remember that emissivity values depend on temperature, angle of observation,

and spectral wavelength at which they are measured. Temperature has to vary by several

hundreds of degrees in order to have a significant effect in the emissivity of a material. The

effect of angle of observation was not evaluated in this project. For this project, the angles of

observation during thermography testing were smaller than 10° from the perpendicular to the

surface of the test object. The emissivity values reported in this chapter apply to measurements

taken in the 8 pm to 12 pm spectral wavelength, at angles near the 90° with respect to the surface

of the FRP, and for temperatures near room temperature.

5.7.2 Test Procedure

First, a qualitative test was performed to determine the potential detection of all the flaws in each

of the two specimens fabricated for this experiment. The qualitative test followed the procedure

explained in 5.3.1. The qualitative test showed that all the low-/; fabric (Nomex®) flaws were

detectable. On the other hand, most of the thin film (Parafilm®) flaws were not detectable. Thus

subsequent quantitative measurements were performed only on the specimen containing flaws

made from Nomex®.

Before starting the test, the ambient temperature was measured following the procedure

described in Sec. 5.5. 1 . The infrared camera was placed against the surface of the test object and

facing away from its surface. The emissivity of the IR image was set to 1.0 and the average

temperature of the image was measured. This average temperature corresponded to the ambient

temperature and had a value of 24 °C.

Each subsurface flaw was tested separately. The flaws were tested according to the random

sequence indicated in Table 5.2.

The experimental configuration was as illustrated in Fig. 5.1, except that the specimen was

located at 0.37 m from the heating lamps and the IR camera. The specimen was placed so that

the flaw under study was positioned at the centerline between the two heating lamps. The

duration of the thermal pulse was set to 10 s, and the thermogram data were recorded at 15 Hz
for a period of 60 s following the start of heating.

The surface temperatures above the flaw ( Tdefect ) and above the bonded laminate near the flaw

{Tbackground) were obtained as a function of time for each test. These temperature were used to

compute the thermal signal and contrast as a function of time.
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5.7.3 Data Analysis

5.7.3a Analysis of Individual Tests

As in previous tests, the thermal responses as a function of time were noisy and had to be filtered

to aid in interpretation. Smoothing of the data was accomplished using a moving average filter.

An example of the measured signal and the smoothed signal (using a 25-point moving average)

is presented in Fig. 5.32.

Time (s)

Fig. 5.32 Example of signal smoothing (run #3

corresponding to flaw #10)

Time (s)

Fig. 5.33 Example of contrast smoothing (run #3

corresponding to flaw #10)
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The contrast was computed using Eq. 4.8. Figure 5.33 is an example of measured contrast. It is

seen that the contrast tended to have a small amount of noise at the beginning of the test until the

maximum signal was obtained at about 12 s. The contrast, however, becomes increasingly

noisier after the end of the heat pulse as illustrated in the example in Fig. 5.33.

In an attempt to obtain meaningful values of maximum contrast and time to maximum contrast, a

moving-average smoothing procedure was used. First, the temperature in the background

Tbackground and the signal AT were smoothed. Typically, 9 data points were used for the moving

average of these two thermal responses. The contrast was computed using these two smoothed

values and the initial temperature of the background at t = 0 s. After smoothing, the contrast still

showed high noise, thus preventing the determination of the maximum contrast and the time to

maximum contrast. The contrast as a function of time was smoothed a second time usins 75-

points for the calculation of the moving average. The smoothed contrast curve is presented in

Fig. 5.33 in addition to the measured (unsmoothed) contrast data. The need for such data

manipulation casts doubt on the usefulness of contrast as a practical response parameter.

Time (s)

Fig. 5.34 Smoothed signals for flaws #1 through #9

The same smoothing procedures were applied to the data from each test. The results of the

smoothed signals for flaws #1 though #9 are presented in Fig. 5.34.
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Fig. 5.35 Smoothed contrast for flaws #1 through #9

The results of the smoothed contrast curves for flaws #1 through #9 are presented in Fig. 5.35.

5.7.3b Analysis of Full Factorial Screening Experiment

The results of the screening experiment were evaluated for five different thermal responses: ts ,

ATniCLX, Cinax, tc , and Tmax . A summary of the resulting thermal responses is presented in Table 5.9.

The results of the analytical multifactor parametric study described in Chapter 4 indicated that

the only thermal response that has the potential to characterize a flaw is the time to maximum
signal ts . The maximum signal ATmax and the maximum temperature Tmax provided data that

were too scattered to be used in an effective model to characterize the subsurface flaw. These

results were confirmed by the experimental data. Of the five responses summarized in Table 5.9,

onlv the results for the time to maximum signal and the time to maximum contrast are

summarized in the following sections.
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Table 5.9 Results from experimental screening study

Factor level Results

Flaw

#

Run
Sequence

Xi X2 X3 ts (s)
ATmax
(°C)

Tmax
(°C)

rmax tc (s)

1 6 — — —
10.2 4.6 33.5 0.87 11.5

2 4 + — —
15.5 2.3 30.6 1.35 28.9

3 2 — + — 10.0 8.1 37.9 1.47 12.4

4 1 + + —
17.9 2.9 32.0 2.16 42.7

5 9 — — + 10.0 8.1 38.2 1.51 10.6

6 10 + — + 19.0 2.8 31.8 2.21 34.4

7 5 — + + 10.4 9.4 40.3 2.31 14.4

8 7 + + + 19.9 2.4 31.8 1.92 40.9

9 8 0 + 0 10.8 3.5 33.1 0.94 15.2

10 3 0 — 0 12.3 3.0 32.6 1.26 23.0

5.7.3c Analysis of Results for ts

The effect due to each factor on the thermal response was computed by subtracting the group

averages, as indicated in Eq. 4.1 13. The results of the calculation of the effect of each factor and

their interactions on the time to maximum signal are presented in Table 5.10.

Table 5.10 Estimate of the effects of the factors and their interactions on the time to

maximum signal

Factor or Interaction v+ (S) v_ (s) k (s)

Xi 18.1 10.2 7.9

X: 14.6 13.7 0.9

x3 14.8 13.4 1.4

xi-x: 14.5 13.7 0.8

x rx 3 14.8 13.5 1.3

X2*X3 14.0 14.2 -0.2

XrX2*x 3 13.8 14.4 -0.5
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Fig. 5.36 Plots of means of factors and interactions for the time to

maximum signal

Figure 5.36 illustrates the results summarized in Table 5.10. As explained in section 4.9, each

plot presents the average of the thermal response at levels “ + ” and “ — ” for each factor or

interaction. The slope of each line is an indicator of the effect of the factor on the time for

maximum signal. The plots with greater slopes correspond to the factor or interaction with

greater effect on the response. The results indicate that the depth of the flaw (factor x i ) had the

greatest effect on the time to maximum signal the most.
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Halfnormal Order Stat Medians

Fig. 5.37 Halfnormal probability plot for the time to

maximum signalo

The halfnormal probability plot of the effects listed in Table 5.11 was used to determine which

factors or interactions have significant effects on ts . Refer to Section 4.9.4 for discussion of the

halfnormal probability plot. Figure 5.37 presents the halfnormal probability plot and it confirms

that only the depth of the flaw has a statistically significant effect on the time to maximum
signal. Therefore, the results of this screening test are in agreement with the results presented for

the simulations in Sec. 4.9.4.

The analytical study indicated that time to maximum signal had potential for use to estimate flaw

depth. The experimental data were used to verify this. The time to maximum signal was plotted

as a function of the depth from the results of the full factorial experiment and including the two

center data points.

Figure 5.38 displays the time to maximum signal at each of the coded depths, -1,0, and +1 (see

data in Table 5.9). The graph illustrates that the time to maximum signal for flaws located near

the surface is similar regardless of the width and the thickness of the flaw. All the flaws at a

coded depth of -1 generated times to maximum signal between 10.0 s and 10.4 s. The time to

maximum signal results spread as the depth of the subsurface flaw increases. Thus at large

depths, the remaining factors, flaw width and thickness, have more effect on the response than at

small depths. A potential approach to estimate the depth involves the development of an

envelope with an upper and a lower bound of the ts as a function of the actual depth of the

subsurface flaw, as illustrated in Fig. 5.38. A function using the averages at each depth is also

plotted.
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Coded Depth

Fig. 5.38 Time to maximum signal data as a

function of the coded depth (-1,0,+1)

Fig. 5.39 Time to maximum signal data as a

function of the actual depth

The functions that define the upper and lower bounds of the envelope are the following:

• for the upper bound.

= 10 + 2.35d^5

upper Jiay'

(5.4)
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where t
s

\

is the time to maximum signal for the upper bound, and dflaw is the depth of

the flaw; and

for the lower bound.

t
s

I lower
10 + 0.80d

4.76

flaw
(5.5)

where t
s

|

is the time to maximum signal for the upper bound, and dflaw is the depth of

the flaw.

The function defining the average time to maximum signal as a function of the depth is the

following:

t\ = 10 + 1.57d
\arg

4.05

flaw
(5.6)

where, t
s

\

is the average time to maximum signal and dflaw is the depth of the flaw.

Once a graph such as Fig. 5.39 has been developed, the depth of a flaw could be estimated using

the average time to maximum signal. For example, if the time to maximum signal is 13 s, the

estimated depth of the flaw would be 1 .2 mm, approximately. On the other hand, the depth using

the upper bound of the envelope estimates a depth of 1.1 mm, while the lower bound envelopes

estimates a value of 1.3 mm, approximately. The estimation of the depth using t
s

differs only

by ±0. 1 mm from the values of the depth corresponding to the upper and lower bounds. Thus the

potential error in the estimation of the flaw using the average ts is smaller than the thickness of

one layer of FRP, which is usually on the order of 0.5 mm.

5.7.5 Conclusions for the Screening Experiment

The screening experiments provided several conclusions. The first phase of the experiment

focused primarily measuring the thermal responses such as Tmax , AT)nax, ts , Cmax ,
and tc . The

exercise provided some insight to the procedures necessary to treat actual measurement data and

interpret the results. The following are some of the conclusions from this phase of the

experiment:

• The thermal signal as a function of time may be smoothed using a moving average filter

without compromising the results.

• The thermal contrast as a function of time may also be smoothed using a moving average.

The contrast data, however, are very noisy. The moving average filter requires a large

number of data points to smooth the contrast function sufficiently to obtain meaningful

values of maximum contrast and tc .
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The second phase of the experiment was the analysis of the results of the full factorial screening

study. The analyses demonstrated that the depth of the flaw is the principal factor affecting

every thermal response. It was concluded that the best thermal responses to estimate the depth of

the flaw are the time to maximum signal ts and the time to maximum contrast tc . Thus only the

results of ts and tc were summarized in this section.

The analytical studies suggested that flaw depth could be estimated from the time to maximum
signal. The results of the screening study confirmed that the time to maximum signal can be

used to estimate the depth of the flaw. The flaw depth estimation function is based on a power
y\

function fitted through the average /? values as a function of flaw depth.

Thus evaluation of the results indicates the following:

• The depth of the flaw should be estimated using the time to maximum signal ts ; and

• A power function fitted though the average ts at each depth provides the tool to estimate

the depth of the flaw.

5.8 Experiment #5: Investigation of Test Repeatability and Effect of

Sampling Rate

The final set of experiments involved the study of the repeatability of the infrared thermography

measurements and the effect of sampling rate on the data analysis results. In order for any test

method to have credibility it must be repeatable. That is, the results obtained by different sets of

measurements under similar conditions should be similar. For the study of repeatability, three

sets of measurements of thermal signal were compared. It was desired to determine how much
the measured thermal signal was affected by the chosen locations of the spot meters and by the

data set (thermogram) used. The comparison was done for the following:

• Same data sets using different locations of spot meters for measuring Tflaw and Tbackground’,

• Different data sets using the same location of spot meters for measuring Tflaw and

Tbackground, tUld,

• Different data sets and different location of spot meters for measuring Tjiaw and Tbackground-

The second component of this experiment involved the study of the effect of the data sampling

rate on the measured response parameters. The data acquisition system that was used allows

sampling rates either at the highest possible speed for the infrared camera or at hour-minute-

second intervals (no fractions of seconds are allowed). For the uncooled infrared camera, the

highest possible sampling rate is 60 Hz. Thus the fastest sampling rates allowed by the system is

60 Hz, followed by 1 Hz. Sampling at 60 Hz permits recording thermal responses at video

speed, which a priori may seem desirable. It is, however, computationally intensive and it

requires large data storage. Tests recorded at 60 Hz for a duration of 60 s require at least 500

Mbytes of data storage. On the other hand, tests recorded at 1 Hz for a duration of 60 s require

only 9 Mbytes of data storage.
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This part of the investigation tried to answer if a 60 Hz sampling rate is necessary or if a 1 Hz

sampling rate would be sufficient for the evaluation of FRP composites bonded to concrete. To

answer this question, the results of eight tests performed using a 60 Hz sampling rate were

compared to six tests performed using a 1 Hz sampling rate.

5.8.1 Test Procedure

To investigate the repeatability of the thermal response parameter measured by infrared

thermography testing and the effect of sampling rate, a series of measurements were performed

on the same flaw. The tests were carried out on the specimen fabricated with wet lay-up CFRP
and containing Nomex® flaws. The selected flaw for the study was flaw #3, which

corresponded to the last run of the previous set of experiments (screening experiment). This flaw,

was chosen simply for convenience, since the test configuration did not require any changes.

First, the ambient temperature was measured following the procedure described in Sec. 5.5.1.

The measured ambient temperature was 24 °C.

Fifteen different infrared thermography tests were performed to determine the repeatability of the

thermal response for flaw #3. The specimen was tested using the experimental configuration

illustrated in Fig. 5.1. The specimen was located 0.37 m from the heating lamps and the IR

camera. The specimen was placed so that the subsurface flaw under study was positioned at the

centerline between the two heating lamps. The duration of the thermal pulse was set to 10 s.

Data were recorded for 60 s for each test. For nine of the measurement the sampling rate was

60 Hz. The remaining six tests were recorded at a sampling rate of 1 Hz.

The surface temperature above the flaw {Tdefect) and above the bonded laminate near the flaw

(Tbackground) were recorded as a function of time for each test.

5.8.2 Data Analysis

As mentioned in the previous section, fifteen infrared thermography measurements were

performed. The objective of the repeatability study was to examine the effects of using replicate

thermograms and of the placement of the spot meters. The set of tests were organized into three

categories as follows:

• Same thermogram — different locations of spot meters to measure T
tjm - and Tbackgwund

(analysis set #1 );

• Different thermograms — same location of spot meters to measure Tfjaw and Tbackgwund

(analysis set #2); and,

• Different thermograms — different location of spot meters to measure Tf]au - and Tbackgwund

(analysis set #3).
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Three replicate determinations were performed for analysis set #1. The infrared thermography

test was performed once, thus there was one thermogram. The temperature of the surface above

the flaw Tflaw and the temperature in the background Tbackground were measured three times using

different spot meters at various locations. The locations, however, were positioned within the

region above the flaw or background; that is the location of the spot meters was varied only by a

couple of millimeters in different directions. Thus three sets of measurements were compared.

For analysis set #2 five replicate infrared thermography tests were carried out. Thus five

thermograms were analyzed. The locations of the spot meters to measure surface temperatures

were fixed at the same points for the analysis of the thermograms. Thus the only variant in each

analysis was the thermogram that was analyzed.

Table 5.1 1 Summary of analysis categories for the study of test repeatability

(data recorded at 60 Hz)

Tests or thermograms

Same Different

Location of spot

meters to measure

Tflaw and Tbackground

Same N/A
Set #2:

5 analyses

Different
Set#!:

3 analyses

Set #3:

3 analyses

For analysis set #3, three replicate infrared thermography tests were analyzed using different spot

meter locations to measure Tfiaw and Tbackground- For each analysis, the spot meters were moved
only by a few millimeters. A schematic of the analysis categories for this experiment is

presented in Table 5.1 1.

For each analysis, the magnitude of the maximum signal and the time to maximum signal were

determined for comparison.

The second component of the investigation focused on the effect of sampling rate. For this

comparison, six tests were recorded at a sampling rate of 1 Hz. For analysis set #4, three

infrared thermography measurements were done. The location of the spot meters was kept

constant for the analysis of the three thermograms. For analyses set #5, three new thermograms

were recorded. The spot meters were place at different locations.
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Table 5.12 Summary of analysis categories for the study of test repeatability

(data recorded at 1 Hz)

Tests or thermograms

Same Different

Location of spot

meters to measure

Tflaw and Tbackground

Same
Set #4:

3 analyses

Different
Set #5:

3 analyses

To evaluate the effect of the sampling rate, the results for set #2 were compared with set #4 and

the results of set #3 were compared was compared with set #5. A summary of the analysis

categories for this component of the study is presented in Table 5.12.

3.0
> !

I

—
1

•
l

,

1

Analysis 1 .1

Analysis 1 .2

2.5 r % - Analysis 1 .3
~

f x
o 2.0

/ \o

I
\

"ro

c 1.5

CT>

cn
1.0

1

f

/

<1
• • -4

.
V
i

7
0.5

0.0 1 i 1

0 10 20 30 40 50 60

Time (s)

Fis. 5.40 Smoothed thermal sienal as a function of time

for analysis set #1

The thermal signal as a function of time was computed based on the recorded data for each test.

As in previous tests, the thermal signal as a function of time was smoothed to eliminate noise.

Smoothing of the data was required to be able to determine the maximum signal ATmax and the

time to maximum signal ts . Smoothing of the data was accomplished using a moving average

filter. The thermal signal of analysis set #1 was smoothed using 135 points in the moving

average. This high number of points was necessary since the data, recorded at 60 Hz, was very

noisy. The resultant thermal signals for analysis set #1 are presented in Fig. 5.40.
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Fig. 5.41 Smoothed thermal signal as a function of time

for analysis set #2

The measured signals for analyses set #2 were smoothed using 175 points for the moving

average. The resulting smoothed signals are presented in Fig. 5.41.

Fig. 5.42 Smoothed thermal signal as a function of

time for analysis set #3

The measured signals for analysis set #3 were smoothed using 250 points for the running

average. The resulting smoothed signals are presented in Fig. 5.42.
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Fig. 5.44 Smoothed thermal signal as a function of time

for analysis set #5

The data for analysis set #4 and analysis set #5 required only 5 points in the moving average for

smoothing. The smoothed signals for analysis set #4 and analysis set #5 are presented in

Figs. 5.43 and 5.44 respectively.

The results of ATniax and ts for the analyses involving sampling rates of 60 Hz are presented in

Table 5.13. Similarly, the results of the analyses involving sampling rates of 1 Hz are

summarized in Table 5.14. Finally, Tables 5.15 and 5.16 summarize the averages and the

205



standard deviations of the thermal responses for the measurements involving sampling rates of

60 Hz and 1 Hz, respectively.

Table 5.13 Results of individual analyses for the study of test repeatability

(data recorded at 60 Hz)
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Table 5.14 Summary of individual results of analyses for the study of test

repeatability (data recorded at 1 Hz)
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Table 5.15 Summary of averages and standard deviations for the study of test

repeatability (data recorded at 60 Hz)
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Table 5.16 Summary of averages and standard deviations for the study of test

repeatability (data recorded at 1 Hz)

Tests or thermograms

Same Different

Location of spot

meters to measure

Tflaw and Tbackground

Same

AT—1

1

max

Average = 2.6 °C

Standard

deviation = 0.06 °C

ts

Average = 18.0 s

Standard

deviation = 0.0 s

Different

AT—11 max

Average = 2.6 °C

Standard

deviation = 0.0 °C

T
Average = 17.5 s

Standard

deviation = 0.5 s
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Fig. 5.47 Detail of thermal signal for two different cases of smoothing for Analysis 2.5

The repeatability of the measured thermal responses was evaluated using the results obtained

from data recorded at 60 Hz. Figures 5.45 and 5.46 show the individual values of the maximum
signal and time to maximum signal for analysis sets #1, #2, and #3. It is seen that the average

maximum signal for analysis set #2 was lower than for the other sets. For the time to the

maximum signal, the average value was longer for analysis set #1. Analysis of variance

confirmed that these differences were statistically significant at the 5% confidence level. Visual

examination of Figs. 5.45 and 5.46, indicates that the scatter of the individual determination was

not affected by the method of data analysis. The scatter was small, with coefficients of variation

of 5% or less. Thus it is concluded that the procedure used in this project results in reliable

values of measured thermal response parameters. It is recommended that replicate thermograms

be used to increase the reliability of results from quantitative thermographic testing.

Data analysis of measurements taken at a sampling rate of 60 Hz is computationally intensive

and requires a large number of points to smooth the signal response as a function of time.

Additionally, analysis of the data indicated that smoothing with a large number of points does

not always guarantee that a single time to maximum signal would be found, thus requiring

several iterations of smoothing until a single ts is found. The time to maximum signal seemed to

be sensitive to the amount of smoothing of the signal. An example of this behavior is illustrated

in Fig. 5.47, which shows a detail of the thermal signal at the location of ATmax for two different

cases of smoothing.
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The results obtained from the analyses of data recorded at 1 Hz were similar to the results

obtained from analyses of data recorded at 60 Hz. Figure 5.48 shows the individual results for

maximum signal obtained from the five sets of analysis. The results for analysis sets #4 and #5

(based on 1 Hz data) are consistent with the results obtained from the 60 Hz data. Figure 5.49

shows the individual results for time to maximum signal. It is seen that the results based on the

1 Hz data are comparable to those based on the 60 Hz data.

Comparison of the results suggests that a 1 Hz sampling rate could be adequate for quantitative

infrared thermography testing using the configuration presented in this project. Analysis of

variance confirmed that differences in results for analysis sets #4 and #5 are not statistically

significant at the 5% confidence level. Additionally, test data recorded at 1 Hz require less

computer storage and data processing effort than test data recorded at 60 Hz.

4 5

Analysis set #

4 5

Analysis set #
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The results of this investigation showed that the replication method (replicate measurements

using the same thermogram versus using replicate thermograms) might affect the measured

thermal response. For quantitative thermographic inspection, it is recommended that replicate

thermograms should be recorded. The number of replicates will depend on the repeatability of

the results. For the laboratory measurement obtained in this project, the repeatability was good,

with confidence of variation less than 5 % for the maximum signal and the time to maximum
signal. Thus at least two replicate thermograms should be used. In practice, the amount of

replication will be dictated by the specific objective of the thermographic inspection and the

decree of uncertaintv that can be tolerated.

5.8.3 Conclusions of the Investigation of Test Repeatability and Effect of

Sampling Rate

The closing set of experiments included a study of the repeatability of the infrared thermography

measurements and the effect of sampling rate on the data analysis results. Five sets of analyses

were performed for the investigation.

The results of the investisation indicated that for tests recorded at 60 Hz. the resulting thermal

signal as a function of time was noisy, requiring several iterations of smoothing to discern values

for ATtnax and ts .

The results for data recorded at 1 Hz indicated that average values of the thermal responses were

similar to those from data recorded at 60 Hz. Additionally, analysis of data recorded at 1 Hz
required less computational effort and data storage than data recorded at 60 Hz.

Therefore, it appears that a 1 Hz sampling rate may be adequate for quantitative infrared

thermography testing of FRP composites bonded to concrete using the configuration presented in

this project.

As for any other experimental measurement, replicate measurements, that is. thermograms,

should be used for added reliability in the results of quantitative thermographic inspection.

5.9 Conclusions of Laboratory Studies

The experimental program was divided into 5 different studies. Following are the descriptions of

the studies:

• The first part of the experimental study was qualitative in nature. The focus of the qualitative

experiment was to evaluate the potential detection of simulated flaws embedded in the test

object. The specimen had a single layer of pultruded CFRP laminates and contained eight

simulated debonds made of different materials.

• The second experiment was quantitative and focused on the comparison of infrared

thermography results with the results from FEM simulations. The air void contained in the

specimen fabricated with pultruded CFRP bonded to concrete slab was used for comparing

the experimental and analytical results.
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• The third experiment involved the verification of the procedure for estimating flaw width

based on analysis of surface temperature profiles.

• The fourth experiment involved a screening parametric investigation. The effect of three

flaw parameters were investigated: flaw depth, flaw thickness, and flaw width. A full

factorial experimental design with 2 “center” points was used. The purpose of the screening

experiment was to verify the conclusions of the companion analytical screening study , and

to verify the approach for estimating flaw depth on the basis of the time to maximum signal.

• The final study focused on the repeatability of thermal response parameters obtained from

infrared thermography testing and the effect of the sampling rate.

The series of laboratory studies provided some interesting conclusions regarding infrared

thermography testing. The following is a summary of the conclusions:

• Low-k materials can be used to simulate flaws that behave similar to air voids.

• Characterization of the flaw requires precise measurement of thermal signals as a function of

time.

• Knowledge of the surface emissivity is not required for flaw characterization using infrared

thermography. Knowledge of the emissivity is required only for precise measurement of

surface temperatures. Measurement of the thermal signal, however, is independent of the

value of the surface emissivity because AT is a differential between two temperatures

measured using the same emissivity {AT = T(iefect - Tbackgmund)- Thus, if the test object has

uniform surface emissivity, the results for the maximum thermal signal and the time to

maximum signal are the same regardless of the value of emissivity used to compute the

surface temperatures.

• Using the contact method, the average emissivity of the CFRP laminate was 0.80, with a

standard deviation of 0.016. Thus the expanded uncertainty interval is 0.80 ± 0.03, for a

coverage factor k = 2. Using the noncontact method, the average emissivity of the pultruded

laminate was 0.80 with a standard deviation of 0.01. Thus the two methods gave comparable

results for this composite.

• For the wet lay-up composite, measurements using the contact method proved unreliable.

Emissivity values greater than 1.0 were obtained using this technique. Thus the contact

method may be unreliable for materials with high emissivity. The noncontact method,

however, provided consistent results: the average surface emissivity of the wet lay-up

composite was 0.98, with a standard deviation of 0.01. Thus the expanded uncertainty

interval is 0.98 ± 0.02, for a coverage factor of k = 2.

• The heating module used for the experiments produced a relatively uniform heat flux at the

surface of the test object and the shape of the heat flux pulse was repeatable.

• Agreement between the experimental data and the FEM simulations for the response of the

air void provided reassurance that the conclusions derived from the simulations are valid.
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• It was confirmed that the width of the flaw may be estimated by determining the location of

the roots of the second derivative of the surface temperature profile at the time of maximum
signal.

• A smoothing procedure using a moving average filter proved to be an effective means for

dealing with noisy data. Thermal contrast is noisier and requires more smoothing than the

thermal signal.

• It was confirmed that flaw depth is the major factor affecting the time to maximum signal.

Thus, the time to maximum signal is the best thermal response parameter to estimate the

depth of the flaw. A procedure for estimating the depth of the flaw from the time to

maximum signal was presented.

• The investigation indicated that the procedures used in this project resulted in good test

repeatability of measured thermal response parameters. It is recommended that replicate

thermograms should be used to increase the reliability of quantitative thermographic testing.

• A sampling rate of 1 Hz is sufficient for quantitative testing of FRP bonded to concrete. The

thermal responses based on data recorded at 1 Hz had similar average values to those based

on data recorded at 60 Hz. The 60 Hz sampling rates resulted in noisier data and required

more computational effort to produce clear measures of thermal response.
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Chapter 6

Discussion

6.1 Summary

6.1.1 Introduction

Fiber reinforced polymer (FRP) composites, in the form of pultruded laminates or wet lay-up

woven fabrics, are being used to rehabilitate existing concrete and masonry structures. The

success of these materials in performing their intended functions depends, to a large extent, on

how well they are bonded to themselves and to the substrate. Thus, there is a need for an

efficient and reliable method to detect and characterize defects at the substrate interface and

within multi-ply systems.

Quality control of the Final product is a requirement for the reliable performance of any new

material in structural engineering systems. Presently, there are no standard quality control

procedures to assess the integrity of bonded FRP composite systems used in civil engineering

applications. The best NDE technique needed to detect and characterize subsurface defects in

any material depends on the critical size of the defect, the size of the structure being tested, and

the environment in which the inspection is carried out. Moreover, the ideal NDE method in civil

engineering applications should be accurate, reproducible, reliable, robust, and economical; able

to inspect large areas as well as localized areas; able to detect critical defect sizes; and non-

obtrusive to the surrounding environment, portable, and convenient to the users and evaluator of

the structure.

Nondestructive testing of thin FRP laminates bonded to concrete or masonry presents a variety of

difficulties in the use of the traditional methods developed for inspection of metals due to the

anisotropy, variable and non-homogenous composition, non-magnetic properties, and high

ultrasonic attenuation of FRP materials. Among the various available techniques, however,

infrared thermography offers the greatest potential as a global NDE method.

Current inspection techniques using infrared thermography provide only qualitative assessments

of the state of the structure, but give no quantitative information on existing defects. That is, they

establish whether a subsurface flaw exists within the FRP-substrate system, but not the depth of

the defect or its approximate volume. This qualitative nature of the results derives from the
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complex relationships among the variables affecting the thermal response of the bonded

laminates.

6.1.2 Research Objective

In order to allow widespread use of infrared thermography for quantitative assessment of FRP
applied to concrete, a standard test method is needed. To develop such a standard, it is necessary

to develop a greater understanding of the factors affecting the thermal response of FRP
composites bonded to composites.

The purpose of this report was to develop the technical bases for quantitative infrared

thermography testing of FRP bonded to concrete. Specifically, the report focused on a

preliminary assessment of testing and analytical procedures that will aid the development of a

standard method for NDE of FRP bonded to concrete using infrared thermography.

6.1.3 Approach

The objective of the report was achieved by a series of numerical and laboratory studies that

investigated the effect of testing parameters and different types of defects.

The report was divided into three components: dimensional analysis, parametric studies, and

laboratory studies.

First, a dimensional analysis of a simplified one-dimensional heat transfer model was performed

to determine the parameters that needed to be investigated in the parametric studies.

The second component involved parametric studies performed using finite element analysis. The

parametric studies were subdivided into investigations involving single factors and investigations

involving multiple factors. Two-dimensional planar models were used to simulate infrared

thermography testing of a semi-infinite concrete slab strengthened with FRP laminates.

The single-factor parametric study aimed to determine the effect of the following individual

factors on the thermal response:

• Thermal input;

• Material thermal properties;

• Raw depth;

• Raw thickness; and,

• Raw width.

The second set of parametric studies involved a screening numerical experiment focused on the

determination of the important factors and interactions affecting the response. The purpose of

the screening experiment was to determine which factors have the most significant effect on the

thermal responses, thus enabling the solution of the inverse problem.

The final phase focused on a series of laboratory studies aimed to confirm the potential of using

infrared thermography for quantitative testing and to verify the results achieved in the numerical

parametric studies. The experiments were conducted on controlled-flaw specimens fabricated
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with pultruded FRP laminates and wet lay-up fabric. An infrared thermography test

configuration was designed and constructed to perform quantitative measurements of the time

dependent thermal behavior. The laboratory studies involved five experiments:

• Qualitative testing;

• Comparison of infrared thermography and finite-element simulations;

• Estimation of flaw width;

• Screening experiment; and,

• Investigation of test repeatability and effect of sampling rate.

The laboratory studies also involved measurements of the input heat flux and emissivity of both

kinds of FRP composites used in the research.

6.2 Conclusions

6.2.1 Dimensional Analysis

A dimensional analysis of a semi-infinite half space solid was performed and is described in

Chapter 3. The analysis demonstrated that for the case of a semi-infinite half space subjected to

a heat flux, the physical quantities that influence the thermal evolution (the spatial and temporal

variations of temperature) are the depth -, time t, thermal conductivity of the material k, thermal

diffusivity of the material a; and the input heat flux q. In the case of a solid containing a

subsurface flaw, additional physical quantities such as the thermal resistance of the flaw should

be taken into consideration. The results from the dimensional analysis identified the parameters

that had to be investigated in the numerical parametric study.

6.2.2 Parametric Studies

The investigation described in Chapter 4 focused on the effect that various parameters have on

the thermal response. The key thermal response parameters are the maximum surface

temperature, the maximum signal (surface temperature difference) and the time to maximum
signal. The investigation was subdivided into a single-factor parametric study and a multi-factor

parametric study.

The first single-factor study involved the effect of the thermal input. The magnitude and

duration of the input heat flux were varied to evaluate the variation in the thermal response

parameters. The results showed that selection of the thermal pulse is governed by the desired

maximum signal and by the maximum surface temperature that can be tolerated by the material.

The findings indicated that for a given flaw geometry, the maximum signal is a linear function of

the input energy (product of pulse amplitude and pulse duration). Therefore, a maximum value

of input energy can be selected for a desired minimum signal. The maximum surface

temperature is also a linear function of the input energy, but it depends also on the pulse

duration. The selection of the pulse duration to produce the minimum input energy is governed

by the maximum surface temperature that the FRP composite can tolerate. These results led to a

simple approach for selecting the thermal input for a specific test object so as to obtain a desired

thermal signal while limiting the surface temperature. An additional important conclusion from
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the study was that only the duration of the heat pulse affects the time to maximum signal; the

magnitude of the input heat flux does not affect this thermal response parameter.

The second study involved the effect of thermal material properties on the thermal response of

the test object. The thermal conductivity and specific heat of the FRP composite and the

concrete substrate were varied. The investigation concluded that, while variations in the thermal

properties of the FRP and concrete resulted in systematic variations in thermal response, none of

the thermal response parameters were very sensitive to these variations. Thus it is concluded that

the success of infrared thermography testing will not depend strongly on the specific values of

the thermal properties of the FRP or concrete substrate.

The third parametric study involved the effect of the depth of the flaw on the thermal response.

For this purpose, delaminations, debonds, and concrete spalls at various depths were modeled.

Additionally, the number of laminates bonded to the concrete substrate was varied. The results

indicated that the thermal responses are a function of both the depth of the flaw and the number

of FRP. The time to maximum signal was, however, affected little by the number of FRP layers.

A possible procedure for estimation of flaw depth was demonstrated using the time to maximum
signal.

The fourth parametric study focused on the effect of the thickness of the subsurface flaw. Again,

delaminations, debonds and concrete spalls were studied. This parametric study showed that the

flaw thickness has a significant effect on the thermal responses in the case of delaminations near

the surface, but the effect is minor for debonds and concrete spalls. Very thin delaminations are

difficult to detect because their thermal resistance is negligible.

The last single-factor investigation involved the effect of the width of the flaw and it aimed to

determine whether a suitable procedure could be developed to estimate the flaw width. The

results indicated that the width of the flaw could be estimated from the second derivative of the

surface temperature profile at the time of maximum signal. Additionally, the investigation

demonstrated that the smallest detectable flaw is a function of the depth of the flaw and the

maximum signal required to overcome noise in the measuring process. The width of the smallest

detectable flaw varied as a power function of the depth of the flaw. Thus as flaw depth increases,

the minimum flaw width that can be detected also increases.

Finally, a multi-factor parametric study was performed to determine which factors and

interactions have statistically significant effects on the response parameters. Three parameters

were investigated simultaneously: depth, thickness, and width of the flaw. A full-factorial

experiment design was simulated using the three factors, each containing two levels. The

screening study proved that flaw depth is the only factor that has a statistically significant effect

on the time to maximum signal. Thus it should be possible to estimate using the time for

maximum signal alone. On the other hand, the large scatter of the thermal responses Tmax, ATniax,

and ts as a function of the thickness indicated that the thickness of the flaw would be difficult to

characterize accurately.
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6.2.3 Laboratory Studies

The laboratory studies demonstrated that quantitative testing of FRP bonded to concrete is

possible.

The qualitative infrared thermography experiment confirmed that detection of subsurface flaws

is achieved easily by sweeping an infrared heat lamp over the surface of the FRP at a distance of

50 mm and at a speed of approximately 0.15 m/s. This quick technique could be used to easily

detect subsurface flaws. Characterization of the flaw requires, however, accurate measurement

of surface temperatures as a function of time.

In the case of the simulations reported in Chapter 4, the calculated time dependent temperature

data allow easy determination of the response parameters. In the case of experimental data,

however, a smoothing procedure is required in order to determine the basic response parameters

Tmax, ATniax and, most importantly, ts . Using a moving average filter proved to be an effective

means for dealing with noisy data.

As part of the laboratory studies, the results of FEM simulations were compared to experimental

data. Agreement between the experimental data and the FEM simulations provided assurance

that the analytical model and thus the results from Chapter 4 are valid.

The experimental investigation confirmed that the width of the flaw may be estimated by

determining the location of the roots of the second derivative of the surface temperature profile

at the time of maximum signal. As w^as the case for the temperature profile, the second

derivatives of the profile must be smoothed in order to determine where the second derivative

equals zero. A moving average filter proved effective for this purpose.

Similar to the screening simulation study described in Chapter 4, the screening laboratory

experiment involving the depth, thickness, and width of the flaw established that flaw depth is

the most significant factor affecting the time to maximum signal. This conclusion confirmed that

the time to maximum signal is the most appropriate thermal response parameter to estimate the

depth of the flaw'. It was shown that flaw depth can be estimated by using a pre-established

relationship between the average time to maximum signal and the flaw depth The details of how
this relationship should be established requires further research.

The investigation indicated that test repeatability could be an issue depending on the location of

the measuring spot meters and the run. Replicate tests revealed that the response parameters are

highly repeatable (low standard deviation) under laboratory conditions.

The study also indicated that sampling rates of 1 Hz are sufficient for quantitative testing of FRP
bonded to concrete. Higher sampling rates (i.e., 60 Hz) are noisier, computationally intensive,

and require large amounts of data storage.

The investigation also concluded that the use of thermal signal is a more reliable response

parameter than the use of thermal contrast. In principle, contrast has the advantage of not

requiring knowledge of the input heat flux. Thus, a priori, it may seem preferable to use the

thermal contrast data instead of the thermal signal. The laboratory studies, however, indicated



that the thermal contrast is much noisier that the thermal signal making it difficult to determine

the time to maximum contrast.

6.2.4 Summary

In summary, the objectives of the project were achieved through numerical and experimental

studies. The investigation confirmed that qualitative testing, as already performed by some

inspectors, is an efficient and simple way to detect the presence of subsurface air voids

embedded in either FRP composites or in the concrete substrate. Characterization of the flaws,

however, requires quantitative testing procedures.

The study concluded that both flaw depth and flaw width (or area) may be estimated easily. The

flaw depth could be estimated by measuring the time to maximum signal. The flaw width could

be estimated by locating the roots of the second derivative of the surface temperature profile at

the time of maximum signal. Thus, for quantitative assessment of the depth and the width of the

flaw only the thermal signal history of the test object is needed.

The magnitude of heat flux applied to the surface does not need to be measured. The first

parametric study indicated that the time to maximum signal does not vary with the magnitude of

the applied heat pulse, only with its duration. Additionally, knowledge of the surface emissivity

of the test object is not required to determine the time to maximum signal and the roots of the

second derivative of the surface temperature profile. These two findings will simplify the

development of a standard test procedure.

It was also concluded that determination of the thickness of the flaw is not possible using the

thermal response parameters considered in this study.

6.2.5 Research Limitations

The research conducted proved that quantitative nondestructive evaluation of FRP composites

bonded to concrete is possible.

Some limitations, however, were identified in this research. For example, emissivity

measurements using the contact method (involving thermocouples) proved unreliable.

Emissivity values greater than 1.0, which are not possible, were measured using this technique.

This fact indicated a possible limitation of the contact method procedure for materials with high

emissivity. This issue will have to be investigated further.

A procedure for estimating the depth of the flaw from the time to maximum signal was

demonstrated. The predictive model, however, was simple since it was developed using only a

few flaw depths. Regression experiments with additional flaw depths and other relevant factors

should allow the definition of a better model in the future. Development of graphs (or models)

such as those illustrated in Fig. 5.46 and 5.47 is needed for typical air voids encountered in FRP
composites bonded to concrete.

An additional limitation of this research is that testing was conducted under laboratory
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conditions. In situ testing would have been more realistic of actual testing for civil engineering

applications. Forced convection due to high wind speed and atmospheric attenuation may have

an important effect on the thermal response of the test object and on the temperature

measurement recorded by the infrared detector. Future research should focus on the

implementation of the testing procedures for in situ evaluation. Experimental testing and

numerical simulations similar to those carried out in this investigation should overcome this

limitation.

6.3 Future Implications

The photonics industry is quickly developing more accurate and reliable infrared detectors at a

lower price, and the use of infrared thermography for routine evaluation of civil engineering

structures is growing. Additionally, widespread use of FRP composites in civil engineering

infrastructure will depend on the development of a standard methodology to test the quality of

the bond between the fiber composites and the substrate. There is a danger, however, of

generalized used of infrared thermography testing without full understanding of the thermal

response of these materials and components

The conclusions from this report demonstrate that quantitative infrared thermography testing of

FRP composites bonded to concrete has the potential to estimate the depth and width of

subsurface voids. Further research, however, is needed to develop a standard test for quantitative

infrared thermography testing. The research should focus on optimization of the testing

configuration and on dealing with uncontrolled atmospheric variables (wind speed, air

temperature, and solar radiation). The ultimate goal is to use infrared thermography to test

structures in the field. Thus a field demonstration project should be carried out to verify that this

test method can accurately evaluate the state of the FRP composite, the concrete substrate, and

their bond.

A second field of study needed for the success of infrared thermography is the development of

specialized software to allow automation of the data analysis process. Current data analysis

software for infrared thermography testing provides only some of the tools needed for

quantitative assessment. From the quantitative testing perspective, it would be beneficial to have

data analysis software able to filter the raw data and compute and record thermal signals in real

time. Then, based on the measured time to maximum signal, the flaw depth could be estimated.

Algorithms using neural networks, for example, have the potential to answer this need. By
automating the calculation of the second derivatives of surface temperature profiles, the size

(area) of the subsurface flaw could be estimated quickly.

More research is needed on thermography of testing curved surfaces. Many civil structures

retrofitted with FRP composites, such as columns, have curved surfaces. It is expected that the

curved surface would produced a visually distorted image of the surface temperatures of the test

object. Thus, quantitative infrared thermograph testing of these structural components would

require different considerations because of their particular shape.
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