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Abstract

This report summarizes research results for the programs that use the facilities at the NIST Center for Neutron Research (NCNR) for the period from October 1996 through September 1997. The programs range from the use of thermal and cold neutron beams for studies of the structure and dynamics of materials to nuclear physics and neutron standards to sample irradiations for activation analysis. The NCNR is a national user facility, which served more than 1300 participants during the year, including scientists and engineers from 57 companies, 92 universities, and 38 other Government agencies in the U.S.A.

KEY WORDS: activation analysis; cold neutrons; crystal structure; diffraction; molecular dynamics; national user facility; neutron scattering; nondestructive evaluation; nuclear reactor.

DISCLAIMER

In order to adequately specify the experimental procedure, certain trade names and company products are identified. In no case, does such identification imply recommendation or endorsement by the National Institute of Standards and Technology, nor does it imply that the products are necessarily the best for the purpose.
Foreword

The past fiscal year, which was the second since the long shutdown for installation of the new liquid hydrogen cold neutron source, has met all of our expectations. In spite of two extra shutdowns for special maintenance on the reactor and the neutron guides, we operated for 248 20 MW days, only one less than last year. The overall reliability of reactor and cold source was better than 95% (defined as percent of days operated on the day scheduled), while availability (percent of days operated to days scheduled) was better than 98%. The number of users continues to increase (by approximately 8% this past year), and the breadth of the community served continues to increase. In response to this continued growth, we have re-organized the facilities at the reactor into the NIST Center for Neutron Research (NCNR), which comprises three groups – Reactor Operations and Engineering, Neutron Condensed Matter Science, and Research Facility Operations. This new organization should help us to better serve the scientific and engineering community that uses these measurement capabilities.

The final three instruments in the cold neutron guide hall (Back Scattering, Spin Echo Spectrometer, and Disk Chopper Time of Flight Spectrometer) are all in the final stages of installation, and should be available for general use during the coming year, in the order given. The upgrade to the thermal neutron instruments in the reactor confinement building is proceeding, with construction of new monochromator shielding drums well underway. A second generation hydrogen cold source has been designed for installation at the next long shutdown (in fiscal year 2000) which should provide twice the cold neutron intensity with \( \frac{1}{4} \) the fast neutron background at the reactor face. Additional instrumentation developments are now being planned for installation over the next 5–10 years.

The scientific output of the NCNR has grown commensurately with the capabilities and performance of the facility. Not only does the number of users continue to grow, but also the number of non-traditional neutron scatterers grows both in absolute numbers and as a percentage. This in turn imposes a heavier responsibility on the staff, who are now dealing with more inexperienced users, which represents a heavier burden since staff numbers are not growing. On the average, 20% of NCNR users each year are here for the first time, a statistic with which we are quite happy as it represents success in developing the idea of neutron techniques as a tool for problem solving. The output from these users is being published in the high impact journals, and is receiving citation rates substantially above average for the journals in question.

Finally, we continue to work on the relicensing project to allow the reactor to continue operation past the expiration of the present license in 2004. We are also developing a new generation of thermal neutron instrumentation for the facility, with the intent of operating until 2024. In these endeavors, we have the strong support of the NIST management as we move to improve all aspects of our operation.
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INTRODUCTION

The NIST Center for Neutron Research (NCNR) was formed in 1996 from the Reactor Radiation Division with the mission of assuring the availability of neutron measurement methods for U.S. science and technology. The core of the Center is the 20 MW research reactor located at the Gaithersburg Maryland site, which provides neutron beams and irradiation facilities for a wide variety of measurements and uses. The NCNR is operated as a national facility, with several different modes of access for users, including a formal peer reviewed (written) proposal mode, a Participating Research Team mode in which partners build and operate specific instruments, a collaborative research mode, and a proprietary research mode (for which full cost recovery is required). During Fiscal Year 1997, 1360 research participants representing 57 companies, 92 universities, 38 government organizations and over 100 non-U.S. organizations were served by the NCNR. The organization of the Center is directed towards responsibility for three aspects of the mission - Reactor Operations and Engineering, Neutron Condensed Matter Science, and Research Facility Operations. However, in practice, there are strong overlaps between all three groups, so that the organization of program results which follows should not be interpreted too literally as the product of any one group or subgroup.

The NBSR was designed as a multipurpose facility, with a broad range of experimental capabilities incorporated from the beginning, a design that provides a great deal of flexibility. There are many irradiation facilities of different characteristics, as shown in the table below. These facilities support a number of different programs, primarily in analytical chemistry, for NIST and other federal agencies (e.g. FDA, EPA) and for private sector organizations (e.g. Smithsonian, UMd). The reactor also contains a large graphite thermal column, which provides intense beams of well-thermalized neutrons (note data for RT-5 in table). This port is used by many diverse programs in the areas of neutron dosimetry, neutron radiography, neutron autoradiography (e.g. of paintings) and instrumentation tests (e.g. CCD based neutron detectors).

The reactor also has nine radial neutron beam ports (14 and 16.5 cm D), for which the thermal/fast neutron ratio is greatly improved by a split core design. In addition to these ports, there is a large (54 cm D) radial port that contains a liquid hydrogen cold source of novel design. This source serves seven neutron guides that take cold neutrons into a guide hall, and one port inside the reactor confinement building. These ports are used for various beam experiments, as described below. There are also two tangential through tubes which pass below the core (12 cm D), which are used primarily to produce filtered neutron beams for neutron dosimetry.

Irradiation Facilities in the Reactor

<table>
<thead>
<tr>
<th>Facility</th>
<th>Thermal Flux $10^{14}$ (n/cm²/s)</th>
<th>Fast Neutron Flux $2 \times 10^{10}$ (n/cm²/s)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT-1</td>
<td>1.05</td>
<td>15.7</td>
<td>Rapid transfer system (0.5 s)</td>
</tr>
<tr>
<td>RT-2</td>
<td>0.5</td>
<td>2.7</td>
<td>Not currently in service</td>
</tr>
<tr>
<td>RT-3</td>
<td>1.03</td>
<td>-1.5</td>
<td>Located in thermal column</td>
</tr>
<tr>
<td>RT-4</td>
<td>0.33</td>
<td>1.2</td>
<td>Located in thermal column</td>
</tr>
<tr>
<td>RT-5</td>
<td>0.0032</td>
<td>&lt; .001</td>
<td>Located in thermal column</td>
</tr>
<tr>
<td>G-4</td>
<td>3.7</td>
<td>-50</td>
<td>Located in thermal column</td>
</tr>
<tr>
<td>V-n</td>
<td></td>
<td>There are 7 available thimbles in the reflector with lower thermal fluxes, but high thermal/fast ratios</td>
<td></td>
</tr>
</tbody>
</table>

1 Facilities labeled by RT-n is pneumatic tube systems.
2 Determined from $^{58}$Ni(n,p)$^{58}$Co reactions, and includes all neutrons with energies greater than 2.9 MeV
Reactors

Confinement

Building Instruments

Triple axis spectrometers

At present, there are three triple axis spectrometers available, each with different characteristics. One features polarized beam analysis for studies of magnetic systems, and another has a filter analyzer option for neutron vibrational spectroscopy of solids. The spectrometers are used primarily for the study of excitations in single crystals.

High resolution powder diffractometer

This is a 32 detector diffractometer used for the measurement of powder diffraction patterns, which are subsequently fit by Rietveld analysis. There are several options for resolution, determined by the three available monochromators – Ge (311), Cu (311), and Si (531) at angles of 75, 90, and 120 degrees, and the two available Soller collimators before the monochromator. Diffraction peaks as narrow as 0.15 degrees FWHM are available.

Residual stress and single crystal diffractometer

This is a variable wavelength diffractometer optimized for the study of residual strain, with several options for sample translation and orientation. It can also be used for single crystal diffraction studies.

Cold neutron depth profiling and neutron optics

These two instruments view the hydrogen cold source through a short, segmented bent guide, providing clean cold neutron beams of high intensity. The depth profiling station is used to study near-surface impurities and dopants non-destructively, while the neutron optics station uses the transmitted beam to study neutron devices.

Plan view of the experimental floor inside the reactor confinement building. Instruments shown by dashed lines are presently under design or construction.
Cold Neutron Guide Hall Instruments

Plan view of cold neutron guide hall. Instruments shown by dashed lines are presently being installed.

Small angle neutron scattering (SANS) instruments
There are three SANS instruments available - two 30 m (high resolution) and one 8 m in overall length. The 8 m machine is operated by the Polymers Division, MSEL; one 30 m machine is operated by NIST, Exxon Research and Engineering Company and the University of Minnesota; and the other 30 m is part of the Center for High Resolution Neutron Scattering funded by the National Science Foundation and NIST. The instruments are used for the study of microstructure in a wide range of materials, including polymers, biological samples, metals, and ceramics.

Neutron reflectometers
There are two reflectometers in the guide hall - one with horizontal scattering geometry and polarized beam capability and the other with vertical scattering geometry suitable for free liquid surface studies. The instruments are used for surface and interface studies of polymer, biological and magnetic systems.

Spin polarized triple axis spectrometer
This is a triple axis spectrometer optimized for cold neutron research. It provides neutron polarization analysis, and can be used with a horizontally focusing analyzer. It is used primarily for studies of low energy excitations in solids.

Neutron time of flight spectrometers
There are two TOF spectrometers in the guide hall - one with crystal monochromator and Fermi chopper for medium resolution studies, and the other with phased choppers allowing very good energy resolution. These instruments are primarily used for studies of excitations and diffusion (atomic or molecular) in polycrystalline or amorphous samples.

Very high resolution spectrometers
There is one back scattering and one spin echo spectrometer in the guide hall. These instruments provide the best resolution available for studies of dynamics in materials; each optimized for different types of study.

Instruments for neutron physics
There are two instruments used to study the physics of neutrons. One is a neutron interferometer mounted on a very stable platform (vibration acceleration $10^{-7}$ g), which is used for studies of the wave nature of the neutron. The other is a neutron beam at which different experiments can be installed for longer-term experiments (e.g. neutron lifetimes, parity violation in neutron decay).

Prompt gamma activation analysis
This instrument is designed to allow quantitative, non-destructive analysis of trace amounts of elements that do not become radioactive when they capture a neutron. The best example is hy-
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drogen, which can be detected at levels near 1 µg in 1 g in favorable cases.

The remainder of this report is organized into section describing activities of the three NCNR groups, followed by similar sections for independent programs, and ending with organizational and statistical details.

The Neutron Condensed Matter Science Group is further subdivided into five groups consisting of Chemical Physics of Materials, Magnetism and Superconductivity, Crystallography, Surface and Interfacial studies, and Macromolecular and Microstructure Studies. Once again, there is substantial overlap between these teams, but the summaries presented below are provided within these headings for simplicity, along with a separate section on Neutron Beam Applications. These independent programs are motivated by other NIST organizations (Physics and Chemical Science and Technology Laboratories, Polymers Division of the Materials Science and Engineering Laboratory), and by members of Participating Research Teams (Exxon Research and Engineering and University of Minnesota).

Included within the report are lists of individual research topics, representing all of the research undertaken during the year. Further information on any topic can be obtained by directly contacting to the researchers listed, or by contacting Linda Clutter, who will then contact the appropriate scientists or engineers. We welcome any feedback that you might wish to give on any aspect of this report. Please send comments or suggestions to Linda Clutter, NIST Center for Neutron Research, Building 235, Gaithersburg, MD 20899 or email at linda.clutter@nist.gov.
Chemical Physics of Materials

Research in this category typically involves inelastic neutron scattering measurements of the dynamics of molecular solids, various inclusion compounds, and structurally disordered materials. These studies are often combined with structural studies and a variety of theoretical and modeling approaches yielding detailed information on the interatomic interactions in these systems.

Structure and Dynamics of Cubane

Cubane (C₈H₈) is a molecule whose shape is an atomic scale replica of a cube (Fig. 1). The unique geometry of the molecule imposes an angle of 90° on the C-C-C bond instead of the 109.5° normally found in regular sp³-bonding. Cubane therefore possesses a tremendous amount of strain energy, roughly 150 kcal/mole, or 6.5 eV/molecule.

Before its synthesis in 1964 by Eaton and Cole at the University of Chicago [1], there was doubt that such a molecule could even hold together. Despite its exceptional structure, cubane remained an academic curiosity until the 1980's when it was recognized that its high heat of formation (+159 kcal/mole) and high density (1.29 gm/cm³), higher than almost all other hydrocarbons, made certain derivatives of cubane potential candidates for novel high energy density materials. These could be used as fuel additives, explosives, and propellants. It has been estimated that octanitrocubane (not yet synthesized), obtained by replacing the H atoms with NO₂ groups would have nearly twice the energy density of TNT. Remarkably, recent results have shown that certain complex cubane derivatives may also have biomedical applications.

In addition to the intriguing molecular properties of cubane, of great interest is the fact that these molecules crystallize into a solid, in which weak van der Waals forces are the dominant interaction between molecules. Raman, adiabatic and differential-scanning calorimetry, and NMR studies have shown that solid cubane undergoes a transition at Tᵣ = 394 K from a low-temperature orientationally ordered phase to a (supposed) high temperature orientationally-disordered (or plastic) phase, before it melts at 405 K. Although these transitions have been the subject of numerous experimental and theoretical studies, no temperature dependent X-ray or neutron scattering measurements of cubane had been reported. Such studies are intrinsically difficult due to the high vapor pressure and rate of sublimation of cubane, and its strong tendency to recrystallize.

We recently surmounted these problems and presented the first structural characterization of the plastic crystal phase of solid cubane [2]. This work has revived an enormous interest in the cubane system within the physics community as evidenced by recent articles in *The New York Times* (July 15, 1997), *Science News* 52, p. 34, 1997), and *Physics Today News Updates* (p. 9 August 1997), all of which have cited our work. We find that the high temperature phase of cubane is rhombohedral. This is a very unusual result because the disordered phases of most molecular solids, such as C₆₀, are face-centered cubic. Finally, the high symmetry of the cubane molecule, plus its extreme rigidity makes it readily amenable to theoretical modeling. Cubane is thus a rare example of a nearly ideal system that can be used to test our current understanding of orientational fluctuations, dynamics and phase transitions.

The 300 K X-ray profile of solid cubane can be indexed on a rhombohedral lattice with a = 5.32 Å and α = 72.69°, suggesting one molecule per unit cell and one of two possible space groups, either R̅₃ or R₃̅₃. Rietveld refinements were performed to test these space groups. R̅₃ gave the best fit, in agreement with previous room temperature results. The unit cell can be viewed as a fcc lattice that has been squashed along one particular [111] axis (which remains a threefold axis) such that α increases from its fcc value of 60° to 72.69°. This space group does not, however, fix the orientation of the cubane molecule, as it allows rotation of the molecule through an arbitrary setting angle φ about the [111] axis. The best fit is obtained when the molecule is rotated by φ = 47.5°. This orientation brings the edges of the cubane skeleton (hydrogen atoms) into close proximity to the middle of the faces of the neighboring molecules (midpoint of the C-C bonds). This relative orientation of two nearest-neighbor cubane molecules is shown in Fig.1.

The most important result of our study [2] is the characterization of the plastic phase of solid cubane. The X-ray profile of this phase can not be indexed on a cubic lattice, but rather requires a rhombohedral cell with α = 103.3°. We simulated several different X-ray profiles for the plastic phase assuming a variety of different types of orientational disorder. The best fit is obtained
when the molecular orientational disorder is modeled by a constant distribution of setting angles $\phi$ between $50^\circ$ and $70^\circ$. However, fits using a single value of $\phi$ in the same range are almost as good. Conversely, models assuming either spherical disorder or uniaxial disorder (about [111]) gave inferior fits. Thus, our X-ray data demonstrate that, contrary to previous expecta-

tions, the plastic phase of solid cubane is rhombohedral. This is unexpected because the orientational disorder in the plastic phase should tend to average out the molecular symmetry, making it more spherical. In such a case one would expect a close-packed structure (fcc). However, our potential energy calculations show that in such a case the lattice constant would be too large for the solid to hold together. Therefore, the solid melts before the system adopts a fcc structure.

We also measured X-ray diffraction profiles for solid cubane from liquid $N_2$ temperature to well above the melting temperature. The results are summarized in Fig. 2. Note that $\alpha$ does not change within the experimental uncertainties until $T = T_p$. Similarly $\phi$ changes only weakly from $46.0^\circ$ at $77$ K to $47.5^\circ$ at $300$ K. In contrast, $\alpha$ varies by $5\%$ from $77$ K to $T_p$. The jump in the lattice constant at the orientational transition is about $0.05$ Å, which corresponds to a $5.4\%$ volume expansion, among the largest ever observed for a van der Waals solid. The large thermal expansion of cubane is mostly due to the cubic molecular shape which strongly couples orientational fluctuations to the lattice constant. When cubane is orientationally ordered, the molecules can move closer together, resulting in a smaller lattice constant. As the temperature increases, the amplitude of the rotational excitations increases, giving the molecules a larger effective radius. This causes the lattice to expand faster than in most other crystals.

The rhombohedral structure of both phases of solid cubane, as well as the strong first-order phase transition, can be understood using a model potential of the form

$$V_{ij} (r_{ij}) = -A_{ij}/r_{ij}^6 + B_{ij} \exp (-C_{ij}r_{ij}),$$

where typical values of $A_{ij}$, $B_{ij}$, and $C_{ij}$ for hydrocarbons were taken from a standard text book without modifications. Working in the rhombohedral basis, the ground state energy of solid cubane, $E$ is a function of $a$, $\alpha$, and $\phi$. By varying these parameters, the energies of various possible structures can be calculated. To find minima in this three dimensional parameter space, we minimized the potential energy with respect to $\phi$ for each value of $a$ and $\alpha$. The resulting contour plot in the $a$-$\alpha$ plane is shown in the inset to Fig. 3. It is apparent that the potential predicts one global and one local minimum. Remarkably these minima correspond to the observed low and high-temperature phases. In order to demonstrate this better, we plot the potential energy curve in Fig. 3 (and on the cover) as a function of $a$ with the lattice parameter $a$ fixed at its room temperature value. From this curve it is clear that the cubic

![Fig. 1. Relative orientation of two nearest neighbor cubane molecules along one of the cell axes in the orientationally ordered phase. The darker spheres represent the carbon atoms and the lighter spheres represent the hydrogen atoms. The spheres have been arbitrarily expanded to a diameter corresponding to $0.7$ times the Van der Waals radius for each atom.](image1)

![Fig. 2. Variation of lattice constant $a$, rhombohedral angle $\alpha$, and unit cell volume as a function of temperature. The inset to the top panel defines the rhombohedral unit cell, $a$, and $\alpha$; the solid squares represent individual cubane molecules.](image2)
structures (i.e., fcc for θ = 60° and bcc for θ = 109.47°) have very high energies. The simple cubic (sc) structure (θ = 90°) is actually a local maximum. The global and local minima of the potential correspond to non-cubic structures with θ ~ 72° and θ ~ 102° respectively, very close to the experimentally determined values.

Fig. 3. Potential energy of solid cubane as a function of the rhombohedral cell angle θ with σ fixed at 5.32 Å. The inset shows the contour plot of potential energy in the θ-σ plane, clearly showing the local and global minima, as observed experimentally.

Perhaps the most interesting feature of our calculation is the finding that the potential energy as the molecules are rotated about the [111] axis in the disordered phase. It is nearly independent of ϕ between 30° and 90°. The plastic phase of cubane therefore represents a nearly perfect example of a system with collective large-amplitude motions, which suggests that the softening of the librational modes is the driving mechanism for the observed orientational phase transition. The increase in the ground state energy during the transformation from the ordered to disordered phase is therefore balanced by the collapse of the librations.

To further elucidate the rotational dynamics of cubane we have performed quasielastic scattering. Our experimental data and model calculations are summarized in Fig. 4. We have analyzed the observed broadening of the incoherent component of the neutron scattering in terms of models based on jump rotations about principle axes of the cubane molecule. In the ordered phase close to the orientational phase transition (at θ = 385 K), the measured EISF corresponds to 2π/3 and/or π jumps about the three-fold and/or four-fold axis of the cubane molecule respectively. Based on model calculations that predict a much smaller barrier for rotation about a four-fold axis than about a three-fold axis, we tentatively conclude that the major reorientational motion of cubane involves π jumps about four-fold axes.

The measured EISF shown in Fig. 4 excludes the possibility of π/2 jumps about a four-fold axis. The reason that cubane jumps by π rather than π/2 is not clear yet, but this type of behavior is also seen in other molecular systems and must have something to do with the cooperative dynamics of the molecules. In the disordered phase (at θ = 400 K), unlike the plastic phases of most molecular solids, the EISF excludes isotropic and free uniaxial rotational motions of the molecule but suggest a more complex motion presumably due to the large-amplitude collective motions observed in the potential calculations. Currently we are performing molecular dynamics simulations in order to gain a better understanding the observed EISF, and thus the reorientational motion of cubane in the disordered phase.

**Hydrogen in Metals Studies**

- **Hydrogen Dynamics in Crystalline PdₓSi₂**

Certain compounds between transition metals and non-metals are able to accommodate hydrogen in interstitial sites. Among them, the palladium-phosphorus and palladium-silicon systems are interesting because of their thermodynamic properties and the variety in their structural
compositions. However, investigations of the dynamics of absorbed hydrogen and deuterium have only been carried out for amorphous Pd$_{85}$Si$_{15}$ [3,4]. Little is known about the behavior of the dissolved hydrogen in the crystalline compounds.

Recently, we investigated the structure and dynamics of H and D dissolved in crystalline Pd$_{85}$Si$_{15}$ by means of neutron powder diffraction (NPD), neutron vibrational spectroscopy (NVS), and quasielastic neutron scattering (QENS). Crystalline Pd$_{85}$Si$_{15}$ forms peritectically at 1096 K with an orthorhombic structure (Pnma) characterized by augmented triangular prismatic coordination of the silicon atoms such as that which occurs in several metal-rich transition-metal silicides (e.g., Co$_2$Si). NPD results for Pd$_{85}$Si$_{15}$(D/H)$_{0.25}$ show that D and H favor one type of interstice at low temperature, i.e., a Pd-defined pyramidal site in a four-fold position situated on a quadrilateral face of an empty triangular prism (see Fig. 5). The dissolved D(H) atoms have five Pd neighbors at distances between 1.74(8) and 2.09(8) Å, and the nearest Si atom is at a distance of 3.02 Å. With increasing temperature, some of these D(H) atoms shift to a neighboring pyramidal site with two Si atoms at distances of 2.9 and 3.1 Å and involving one of the remaining two quadrilateral faces of the empty triangular prism in Fig. 5. For higher H concentrations, there are indications from NVS and NPD data for some additional H occupation of a third site, probably an octahedral interstice outside the triangular prism. It is clear that crystalline Pd$_{85}$Si$_{15}$ behaves differently than amorphous Pd$_{85}$Si$_{15}$, where only distorted Pd$_6$ octahedral sites along with a range of tetrahedral sites have been identified as H interstitial sites by NVS [3].

Fig. 5. The major interstitial pyramidal site for H (small black atom) in solution with Pd$_{85}$Si$_{15}$, defined entirely by Pd (large black atoms). The secondary pyramidal site is also shown (white atom).

Fig. 6. DOS spectra of Pd$_{85}$Si$_{15}$H$_{0.25}$ at 20 and 296 K. The horizontal bars represent the instrumental resolution.

Figure 6 shows the vibrational density-of-states (DOS) spectra of H in crystalline Pd$_{85}$Si$_{15}$H$_{0.25}$. The low-temperature spectrum indicates three well-defined vibrational features located at 49.4, 67.2, and 75.5 meV. This is in contrast to the broad distribution of vibrational energies (maximized at ~ 60 meV) that was observed for H dissolved in amorphous Pd$_{85}$Si$_{15}$. A simple three-Gaussian fit of the crystalline Pd$_{85}$Si$_{15}$H$_{0.25}$ spectrum (ignoring the minor contributions of multiphonon scattering at energies above the main features) indicates three modes of roughly equal intensity, consistent with the majority occupation of the favored pyramidal site. More sophisticated fits of the vibrational spectra as a function of both temperature and H concentration clearly delineate the presence of the other minor H components. By symmetry considerations, the lowest-energy feature in Fig. 6 is assigned to the normal-mode vibration perpendicular to the pyramidal base and the two higher-energy features are assigned to the two orthogonal normal-mode vibrations parallel to this base. The nondegeneracy found for the higher-energy modes reflects the non-square nature of the pyramidal base. A similar low-temperature DOS spectrum of D in Pd$_{85}$Si$_{15}$D$_{0.25}$
yielded corresponding normal-mode energies at 31.4, 50.8, and 57.2 meV, which translates into H/D energy ratios of 1.57 for the soft mode and 1.32 for both higher-energy modes, reflecting an unusual potential for this pyramidal site. At 295 K, a substantial smearing of the vibrational features occurs, which would suggest the presence of significant H diffusional motion at this temperature.

![Figure 7. Asymmetric double-well H potential between the two pyramidal sites in Pd$_4$Si$_2$ determined by analysis of the QENS data.](image)

The presence of a localized H(D) motion was confirmed by QENS measurements of both hydrogenated and deuterated samples. The data are consistent with a jump diffusion model between the two pyramidal sites in Fig. 5. The temperature dependence of both the elastic incoherent structure factor (EISF) determined by QENS measurements and the site occupancies suggested by the NPD and NVS results pointed to an asymmetric double-well potential between the two pyramidal sites (see Fig. 7). For H, the Arrhenius law for the asymmetry parameter was found to be

$$\rho = \tau_1/\tau_2 = (0.8 \pm 0.1) \exp(32 \pm 2) \text{meV/kT}$$

where jump rates $1/\tau_1$ and $1/\tau_2$ obey the Arrhenius laws:

$$1/\tau_1 = (23 \pm 4) \times 10^{11} \exp\left(\frac{-52 \pm 4 \text{meV/kT}}{kT}\right) \text{s}^{-1}$$

and

$$1/\tau_2 = (19 \pm 2) \times 10^{11} \exp\left(\frac{-84 \pm 2 \text{meV/kT}}{kT}\right) \text{s}^{-1}.$$

The calculated jump distance of 1.74(3) Å was in fair agreement with the NPD-derived crystallographic distance of 1.59(8) Å between the two sites. Moreover, the jump trajectory along the double-well-potential surface is chiefly in the direction of the soft vibrational mode, which is also the mode with the somewhat larger H/D vibrational energy ratio, reflecting the anharmonicity of the potential-well.

- **Hydrogen Dynamics in Rare-Earth Trihydrides**

Recently, the physical properties of the rare-earth hydrides have attracted increased attention due to the discovery [5] that these materials become optically transparent for H/metal stoichiometric ratios approaching three. This unusual property has potential applications in the design of optical-switching devices. Various theories have been postulated for explaining the nature of these optical transitions, which remarkably occur for both the hcp (e.g., YH$_{3.5}$) and fcc (e.g., LaH$_{3.5}$) rare-earth trihydrides. Nonetheless, the precise physics behind these transitions has yet to be satisfactorily resolved. One impediment is the lack of reliable experimental data on the structural and physical properties of those rare-earth hydrides. In this light, we have continued to use neutron scattering methods over the past year in order to develop a better understanding of the true structures, phases, and dynamics associated with these materials. One aspect of these studies is the characterization of the hydrogen dynamics in both hcp YH$_{3.5}$ and fcc LaH$_{3.5}$ using QENS.

Figure 8 illustrates representative QENS spectra for YH$_{3.5}$ and LaH$_{3.5}$ at high temperature.

![Figure 8. QENS spectra for YH$_{3.5}$ and LaH$_{3.5}$ at high temperature using 4.8 Å neutrons.](image)
Our previous NPD results for YD$_{3-x}$ [6] suggested the possibility of localized hydrogen motions. Yet for YH$_{3-x}$, no deviation from purely elastic scattering is evident in Fig. 8, indicating the lack of any observable local or long-range hydrogen motions within this particular neutron energy window. We are currently pursuing these investigations with solid-state NMR methods in search of hydrogen motions on a slower timescale. Unlike YH$_{3-x}$, LaH$_{3-x}$ has an fcc La sublattice with H atoms occupying the two tetrahedral (t) interstices and 1-x of the one octahedral (o) interstice per La atom. There were suggestions that the o-site H atoms prefer to be displaced along the [111] directions closer to three metal atoms rather than being situated exactly in the center of the relatively large octahedral interstice. This led us to believe that these H atoms may undergo localized "rattling" motions within the o site, and be observable by QENS. Indeed, the LaH$_{3-x}$ data clearly indicate two Lorentzian quasielastic components with distinctively different halfwidths at half maximum (HWHM). From the Q dependences of the two components, the geometries of the underlying motions were extracted. In particular, the narrower Lorentzian component was associated with long-range jump diffusion. As seen in Fig. 9, the corresponding HWHM was in excellent agreement with an orientationally-averaged Chudley-Elliott model:

\[ \text{HWHM} = (1 - \sin(Ql)/(Ql)). \]

The preliminary data analysis revealed a jump distance \( l \) close to the distance between the \( o \) and \( t \) sites (2.44 Å), strongly suggesting that the \( x \) o-site vacancies present in the substoichiometric trihydrides act as available sites for long-range hydrogen diffusion via \( o \)-\( t \) jumps. The temperature dependence of the narrow component yielded an activation energy of 150±10 meV for the long-range diffusion. The broad Lorentzian component could be modeled with a nearly constant HWHM for all Q values at a given temperature. This was a strong indication that this component represented a localized hydrogen motion. The geometry of this motion could be derived from the Q dependence of the elastic incoherent structure factor (EISF), i.e., the ratio of the intensity of the narrow Lorentzian to the total quasielastic intensity, as exemplified in Fig. 10. The line corresponds to an isotropic rotational motion on a sphere of 0.23 Å radius for one-third of the hydrogen atoms (i.e., the o-site H atoms), although other related localized jump diffusion models such as jumps amongst the eight corners of a cube (which represents possible o-site H displacements away from the center position along the [111] directions) also fit the data. The small radius observed in the model fit is in line with the displacements expected for the postulated "rattling" motion of the o-site H atoms. The temperature dependence of the broad component yielded an activation energy of 73±12 meV for the localized motion. The derived activation energies for both the long-range and localized hydrogen motions are in agreement with energy barriers for hydrogen motions observed in solid-state NMR studies of LaH$_{3-x}$ [7]. Future studies will focus on the effects of o-site vacancy concentration on the long-range and localized hydrogen dynamics in LaH$_{3-x}$. 

Fig. 9. The Q dependence of the HWHM for the LaH$_{3-x}$, narrow Lorentzian component at 540 K fit to an orientationally-averaged Chudley-Elliott model.

![Fig. 9](image9.png)

Fig. 10. The Q dependence of the EISF for a H$_{3-x}$ at 540 K. The data are fit with a model for isotropic rotational motion on a sphere for one-third of the H atoms.

![Fig. 10](image10.png)
Inelastic Neutron Scattering of Hydrogen in Vycor

The behavior of adsorbed hydrogen and how it differs from that of the bulk has been studied for many host systems such as grafoil, CoNa A zeolite, intercalated graphite compounds, and recently porous vycor glass. Studies with vycor have mostly focused on the fact that confinement of a liquid in small pores suppresses the liquid-solid transition temperature. This introduces the exciting possibility of being able to keep the confined hydrogen in a liquid state down to a temperature at which it would become superfluid.

The properties of the confined system are modified as a result of the confining geometry and the interactions between the adsorbed system and the pore surface. Both of these effects alter dynamics of the individual molecules confined within the pores. In this report we examine these effects directly by looking at the rotational excitations of trapped hydrogen molecules. Hydrogen is an unusual system in that even in its solid form the molecules rotate quite freely. Effects due to interactions with a host medium modify this behavior. Hydrogen molecules attached to the surface of the vycor pores should experience a significant barrier to rotation which leads to a shifting and splitting of the rotational transitions. Those molecules trapped within the interior of the pore should be affected to a much smaller degree, but the effects of the confined geometry are still expected to modify the behavior relative to bulk.

The sample was prepared by placing cleaned vycor, with pore diameter of 70 Å in a tight fitting Al cell. The cell was cooled in an ILL cryostat and liquid hydrogen condensed on the vycor at a temperature of 18 K. The incoherent inelastic neutron scattering data were obtained using the Ferri chopper time-of-flight spectrometer operating at an incident wavelength of 4.8 Å.

Figure 11 shows the neutron gain part of the spectrum for a series of H₂ fill fractions ranging from 10 to 82%. It is essential to obtain the spectra immediately after loading since, over a period of several hours, the H₂ undergoes a conversion from its normal state of 25% para to a 100% para state. It can be seen that for fill fractions below roughly 30% the spectra consist of just one broad peak centered at 10 meV. For higher fill fractions a second narrower peak centered at 14 meV emerges. From these results it is clear that initially all the hydrogen loaded into the vycor forms a layer around the surface of the pores. The rotational motion of this surface is significantly constrained. It is only after the pores are roughly 1/3 filled than any measurable amount of hydrogen forms in the core. This core material behaves very much like bulk solid hydrogen which has a transition energy of 14.2 meV for a 75% ortho mixture.

Figure 12 shows the extracted parameters for the two modes. The intensity of the surface mode increases steadily for all fill volumes and it accounts for roughly 2/3 of the total signal at 100% filling. Both the energy and width of the surface mode increase sharply in the fill volume region from 20 to 27%. These effects are consistent with the idea that the first monolayer of H₂ occupies the most deeply bound sites on the surface. These sites have the largest barrier to rotation and hence the largest shift from the free rotor position. Further H₂ molecules added to the system should experience a slightly smaller barrier and thus the mean shift in energy is less. Overall the results are consistent with a mean surface barrier to rotation on the order of 19 meV. Theoretical models predict that this surface interaction leads to a splitting in the first rotational excited state. However since the spectra were measured at low temperature in neutron energy gain we were only able to observe the transition from the lowest energy excited state.

The core mode which occurs for fill volumes above roughly 1/3 shows almost no change in width or center position. In all cases the results are very similar to those found for bulk solid hy-
drogen. The mode energy of 14.0 meV is reduced by 1.4 % from that of bulk and the FWHM, measured at 1.1 meV, is limited by the resolution of the spectrometer.

[Graph showing parameters of both the surface and core rotational modes of H₂ as a function of fill function.]

In other work on this system we have looked at the ortho to para conversion of the trapped H₂. Surprisingly the conversion rate for the core material is much higher than that of the surface bound molecules. This indicates that the interactions between neighboring H₂ molecules are more effective at converting than those between H₂ and vycor. Future work will probe these effects in more detail by measuring the isotope effect when D₂ is introduced to the system.

The Formation of Calcium Hydroxide During Cement Curing

The reaction between tricalcium silicate (C₃S) and water is the principal factor in the setting and hardening of Portland cement. Given its importance, this reaction has been studied by numerous investigators in order to obtain a detailed understanding of the development of strength in concrete. However the kinetics of the reaction and even the specific mechanisms are still not completely understood.

The overall hydration process which proceeds in several different reaction steps can be summarized as [8]

\[
\text{Ca}_3\text{SiO}_4 + (3+y-x)\text{H}_2\text{O} \rightarrow (\text{CaO})_3(\text{SiO}_2)(\text{H}_2\text{O})_y + (3-x)\text{Ca(OH)}_2
\]

which is written in cement notation as [9]

\[
\text{C}_3\text{S} + (3+y-x)\text{H} \rightarrow \text{C}_6\text{S}_3\text{H}_7 + (3-x)\text{CH},
\]

where x determines the Ca to Si ratio of the C-S-H and y is the sum of hydroxyl ions and bound water molecules incorporated into the C-S-H gel structure. Both x and y change over the course of the reaction and vary throughout the sample. C-S-H is an amorphous gel-like material which provides the cured paste’s strength while CH occurs in a crystalline phase.

The overall hydration of C₃S, summarized in Eq. 1, consists of three separate chemical reactions. After mixing, the C₃S dissolves in an irreversible exothermic reaction.

\[
\text{Ca}_3\text{SiO}_4(s) + 3\text{H}_2\text{O} \rightarrow 3\text{Ca}^{2+}(aq) + 4\text{OH}^-(aq) + 2\text{H}_2\text{SiO}_4^{2-}(aq).
\]

Formation of the C-S-H gel occurs through a secondary reaction in which

\[
2\text{H}_2\text{SiO}_4^{2-}(aq) + x\text{Ca}^{2+}(aq) + (2x-2)\text{OH}^-(aq) + (y-x)\text{H}_2\text{O}(l) \rightarrow (\text{CaO})_3(\text{SiO}_2)(\text{H}_2\text{O})_y.
\]

Similarly CH starts to precipitate once the concentration of Ca²⁺ ions reaches its solubility limit,

\[
\text{Ca}^{2+}(aq) + 2\text{OH}^-(aq) \rightarrow \text{Ca(OH)}_2(s).
\]

Most cement studies are concerned with the C-S-H gel but in this report we focus on the CH phase and in particular on the rate at which it is formed. It is generally accepted that immediately after mixing water and C₃S there is a brief burst of activity which is followed by a dormant period when the reaction rate decreases greatly. The dormant or induction period is thought to arise due to a surface layer of initial products coating the C₃S grains and inhibiting further reaction. The rate stays very low for a few hours (depending on temperature), after which the coatings apparently rupture. It is known that the onset of CH formation coincides roughly with the end of the
induction period. However it is still not clear how the two events are causally linked.

The sample preparation, which involves the mixing of water with the C3S powder, is explained in detail in Ref. 1. The technique used to probe the CH formation is that of inelastic neutron spectroscopy. Measurements performed using the BT-4 filter analyzer spectrometer reveal a characteristic mode, centered at 40.5 meV, which is associated with the Ca-OH stretch. By continually monitoring the intensity of this mode we are able to determine the CH concentration throughout the hydration process.

![Graph](image)

**Fig. 13.** Hydrogen content of both calcium hydroxide and C-S-H as a function of hydration time. The sample is cured at 20°C with a water to C3S ratio of 0.4 by mass.

Figure 13 shows the first two days of data for a sample cured at 20°C. Significant amounts of CH are first formed three to five hours after mixing. The rate of formation remains high until roughly 15 hours have elapsed, and by 50 hours the CH concentration has almost become constant.

Combining the CH results with those from the FWI technique (which measures the fraction of initial water that is still mobile) we have been able to determine the hydrogen content in the C-S-H phase as a function of time. The most striking feature of the two curves is that their time dependences are so similar. Both curves increase from zero after the same delay time, reach a maximum rate at roughly the same hydration time and finally level off to a near constant value. The most likely explanation for this behavior is that throughout the hydration process the rate-limiting step is the dissolution of C3S outlined in Eq. 2.

Figure 14 shows the ratio of the hydrogen content in the C-S-H gel to that in CH as a function of hydration time. For times earlier than 5 hours neither concentration is high enough for us to obtain an accurate result. Between 10 and 20 hours the ratio rises steadily from 1 to 3. This may be the result of slight differences in the rates and or delay times between C-S-H and CH formation. The ratio is most sensitive to differences during this acceleratory period. An alternate explanation is that the increase arises from an increase in y, the hydrogen content of the C-S-H phase. Whether this increase is due to hydroxyl or bound water molecules incorporated into the C-S-H is unknown. A final point to be made with reference to Fig. 14 is that at long hydration times the ratio appears to be asymptotically approaching 3. This number is quite significant in that it allows us to determine the ratio of y/(3-x) in Eq. 1. A value of 3 is consistent with a theoretically predicted form of the equation which has y = 4.0 and x = 1.7.

![Graph](image)

**Fig. 14.** Ratio of hydrogen content in the C-S-H phase to that in the CH phase as a function of hydration time.

Future work will focus on repeating the CH measurements over a range of temperatures. Combining these results with those of the FWI measurements at the same temperatures will allow us to determine the degree to which the stochiometry of the product phases is temperature dependent.
Neutron Scattering Studies of Alkali-Doped Polyacetylene

Polyacetylene (CH), is structurally the simplest conjugated polymer, i.e., a polymer with all carbons sp² hybridized. The interest in polyacetylene and other conjugated systems was prompted by the discovery that the electrical conductivity of (CH), films increases by several orders of magnitude upon doping with various electron donors or acceptors. The surprising new properties of conjugated polymers have been well described by a model proposed by Su, Schrieffer and Heeger [10], which considers electron-phonon coupling, and predicts self-localized non-linear excitations -- solitons, polarons, and bipolarons. Today, several technological applications of these materials have been developed, such as processable conducting films, electrode materials, light-emitting devices and electrochemical cells.

Although the applicability of polyacetylene itself is limited due to its brittleness and air sensitivity, polyacetylene has been widely studied during the past two decades as the prototypical conjugated polymer. Furthermore, doped (CH), derivatives are also interesting from the structural point of view, because they represent anisotropic guest-host systems. The herringbone interchain configuration of pristine (CH), transforms upon alkali metal doping to a triangular or square arrangement, with planar symmetry motifs depending on dopant size.

Vibrational spectroscopy has played an important role in the study of polyacetylene and other conjugated polymers. However, until recently little was known about the acoustic modes and the interchain phonons which are located in the low-frequency region not accessible by the optical methods (IR and Raman). Inelastic neutron scattering is well suited for the study of these phonons, as was demonstrated in our earlier results for pristine cis- and trans-(CH),. We have now carried out neutron scattering experiments also for alkali-doped samples [11].

Polyacetylene films were prepared using the solvent evaporation method. After the synthesis, the (CH), films were cut to small strips and stretched up to five times their original length. This stretching procedure induces the alignment of polymer chains along the stretch direction, with the distribution of chain orientations of less than 15° FWHM. The use of highly oriented samples allows us to obtain not only frequency but also polarization information on the vibrational modes. The doping was carried out using the solution method in which the doping level is controlled by the redox potential of the dopant (alkali-metal salts of naphthalene). We have chosen two doping levels (1 and 14 mole %) in order to investigate the effects of light and heavy doping on the vibrational density of states.

![Graph showing evolution of G(E) of (CH)x upon doping with potassium, measured by the time-of-flight method in the Q⊥c geometry. The data are offset for clarity.](image)

Two complementary scattering techniques were used in this work, namely the time-of-flight (TOF) method and the filter-analyzer neutron spectrometry (FANS). TOF experiments were performed using the Fermi Chopper Spectrometer in NIST and the multichopper instrument MiBeMol in Saclay, France. Figure 15 shows the evolution of the polarized phonon density of states from pristine through 1% and 14% K-doped (CH)x, derived from the TOF measurements. The data were collected in a particular scattering geometry, denoted Q⊥c (where c is the polymer chain axis), in which only phonon modes with polarization vectors perpendicular to chain axes contribute strongly to the inelastic scattering. We see that there are only small differences between the pristine and the lightly doped (CH)x; in particular, the singularities at 13 meV and 51 meV are better defined in the lightly doped polymer. After heavy doping, we observe a small energy shift of the lowest perpendicularly singular from 8 to 10 meV. This peak corresponds to an inter-
chain lattice phonon (whole-chain vibrations perpendicular to chain axis), and the stiffening of these modes in doped (CH)$_x$ is understandable, since Coulomb interactions become more important due to the charge transfer between dopants and (CH)$_x$ chains. However, the most prominent feature found in the heavily doped sample is the well defined gap in $G_{\parallel}(E)$ at 16 meV. This gap was also observed in Na-doped samples. Further changes include a frequency shift of the broad maximum. These results confirm that doping (i.e., charge transfer) significantly affects the low-frequency intrachain modes as well, especially the chain torsional vibrations.

![Graph](image)

**Fig. 16.** The evolution of $G_{\parallel}(E)$ of (CH)$_x$ upon doping with potassium, measured by the time-of-flight method in the $Q \parallel c$ geometry. The data are offset for clarity.

The evolution of the parallel component of the vibrational density of states $G_{||}(E)$ upon doping is shown in Fig. 16. Here we notice changes between the lightly doped and the pristine polymer. Firstly, the lowest parallel singularity at 3.5 meV has vanished from $G_{\parallel}(E)$ of the lightly doped (CH)$_x$. Based on the results of molecular-dynamics simulations, this singularity was assigned to chain shearing modes. The strong influence of doping on these modes is not fully understood, but might be partially explained by the pinning of (CH)$_x$ chains to the dopants. Secondly, the well defined parallel peak at 76 meV in pristine (CH)$_x$ is slightly down-shifted in the 1% K-doped sample, and upon further doping this peak develops a shoulder at 60 meV. We note that the 10-40 meV features are projections of the strong perpendicular peaks due to sample mosaicity. The inelastic scattering from the heavily K-doped (CH)$_x$ was measured again using the FANS spectrometer at NIST. The spectra were recorded for both polarizations and are shown in Fig. 17. The broad perpendicular maximum is now resolved as a blunt peak between 24 and 36 meV, and a second split peak near 50 meV. The gap at 16 meV is also confirmed by the FANS experiments. The $Q \parallel c$ spectra show several sharp peaks separated by smaller gaps, particularly in the energy region near 76 meV, where a pronounced longitudinal peak is located in pristine (CH)$_x$. The splitting of this peak (which corresponds to a longitudinal acoustic mode) can be explained by the existence of a charged soliton lattice in doped (CH)$_x$.

![Graph](image)

**Fig. 17.** The FANS spectra of 15% K-doped (CH)$_x$. Upper figure: scattering measured on $Q \perp c$; lower figure: scattering measured in $Q \parallel c$. The solid lines represent the AM1 calculated polarized density of states for a charge polyacetylene chain.

The solid lines in Fig. 17 represent calculated scattering for a single, negatively charged polyacetylene chain. Both *ab initio* and semiem-
irical AM1 calculations predict the formation of a soliton lattice in which the soliton is spread over seven carbon sites (corresponding to 14% doping). The much larger translational period results in the typical folding of phonon lines in the Brillouin zone, and the modification of force constants causes the phonon branches to become discontinuous and separated by gaps that also emerge in the phonon density of states. Although the quantitative agreement with experimental data is not very good, the qualitative features of the scattering are reproduced quite well. We note that the nature of heavily doped, metallic (CH)₄ has been intensely debated for some time. Several theories explained the observed onset of temperature-independent spin susceptibility and rapid increase of electrical conductivity by the disappearance of dimerization and a transition to a simple metal. Our scattering experiments provide additional compelling evidence against this simple metal picture, since the observed features cannot be explained by an undimerized lattice with all carbon-carbon bonds equal. The concept of a soliton lattice persisting into the metallic state has been invoked in recent theories which consider quantum lattice fluctuations and interchain interactions in order to explain the closing of the Peierls gap. Further experimental work on the derivatives of poly(p-phenylene vinylene) is in progress.
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Magnetism and Superconductivity

Research in this area covers a rather diverse range of subjects this year, and the research topics section provides an overview of the breadth of the ongoing work. Following are some highlights of a number of interesting problems.

Exchange Biasing

In a variety of ferromagnetic/antiferromagnetic layered systems, field cooling through the antiferromagnetic Néel temperature results in a shift of the ferromagnetic hysteresis loop along the field axis. The ferromagnetic response is thus biased due to exchange interactions with the antiferromagnetic layer. This “exchange-biasing” effect has been the subject of much recent experimental and theoretical work. While the effect is being used to improve magnetic storage devices, the magnitude of the effect and its dependence on specific material properties (growth morphology, layer thickness, interfacial roughness, etc.) are still not well understood. In particular, there is still considerable discussion concerning the governing microscopic mechanisms.

In order to understand the specific role of the antiferromagnet, we have performed a series of neutron diffraction experiments on exchange-biased (001) Fe$_3$O$_4$/CoO superlattices [1]. The samples were grown at Philips Laboratories by molecular beam epitaxy. Despite differences in the crystal structures of the spinel Fe$_3$O$_4$ and the rocksalt CoO, the oxygen sublattices match to within 1.5%, such that single crystal superlattices can be grown. Thus, for these two oxides, it is possible to study very thin layers (17 Å to 100 Å) as the CoO antiferromagnetic order is long range and propagates coherently across intervening ferromagnetic Fe$_3$O$_4$ layers.

In these superlattices, we have found that, as in bulk CoO, the Co spins order in ferromagnetic sheets that are coupled antiferromagnetically along the four possible <111> propagation directions. However, as illustrated in Fig. 1, polarized neutron diffraction results have shown that within the sheets the spins lie along new <110> easy axes which are in the film growth plane. The spins remain pinned to these directions for a variety of temperature and magnetic field conditions.

Instead of changes to the easy axis directions associated with each (111) domain, we have found that in response to different Fe$_3$O$_4$ magnetization conditions, the (111) domain populations change as shown in Fig. 2. In the figure, we note that the (111) intensity is much reduced after field cooling in the [110] direction, but significantly increased for field cooling in the [110] direction. Field cooling in the [001] direction leads to an evening out of the domain populations.

A similar experiment was conducted on a [CoO(30 Å)/MgO(30 Å)]$_{33}$ superlattice which showed less than a few percent change for different field directions, despite having again these constrained in-plane <110> easy axes. The population changes thus stem from interactions with the Fe$_3$O$_4$ layers and are not just the direct response of CoO to an applied field. In addition, the magnitude of the change and its temperature dependence are correlated to the ferrimagnetic biasing behavior. In examining the orientation of the spins as illustrated in figure 1(b), we find that the CoO spins reorient to favor those domains...
with easy axes perpendicular to the net Fe$_2$O$_4$ moment.

Thus, we have demonstrated the presence of perpendicular coupling between the Fe$_2$O$_4$ and CoO layers in this unique exchange-biasing system. This coupling has been part of recent theory to explain biasing. We are currently investigating whether we can gain further insight into the mechanism for the biasing by looking for domain wall motion as evidenced by linewidth changes. We have also begun to consider more industrially applicable systems, such as the polycrystalline NiO/NiFe bilayer system.

![Graph](image)

**Fig. 2.** Neutron diffraction scans along the [001] direction for the superlattice [Fe$_2$O$_4$(100Å)CoO(30Å)]$_{20}$. The sample was cooled to 78 K in 1.4 T field applied along the [110] and [110] directions as well as zero field cooled. Dashed line indicates a broadened, field-independent Fe$_2$O$_4$ contribution. Inset illustrates the scattering geometry.

**Magnetoresistive Materials**

Interest in the magnetic properties of the doped LaMnO$_3$ class of materials has been renewed recently with the discovery of a dramatic increase in the conductivity when the spins order ferromagnetically, either by lowering the temperature or applying a magnetic field. This large variation in the carrier mobility originates from a metal-insulator transition that is closely associated with the magnetic ordering. To understand the basic physics of this problem, we start with the electronic configuration of the magnetically active Mn ions, which has three d electrons in a $t_{2g}$ orbital. The spins of these electrons are rigidly aligned by a strong Hund’s rule exchange coupling to form a core spin (S=3/2) on each Mn ion. On the Mn$^{3+}$ ions such as found in the undoped LaMnO$_3$ compound, there is another d electron, which goes into a higher-energy $e_g$ level. The on-site Hund’s rule coupling again favors the parallel alignment of the spin of this extra electron with the core spin. Doping of the La$^{3+}$ with divalent ions then removes some of these $e_g$ electrons, creating Mn$^{4+}$ with empty $e_g$ levels. The remaining $e_g$ electrons may then hop from site to site, forming a conduction band. The on-site exchange interaction is believed to be strong enough in this class of materials to completely polarize the ($e_g$) conduction electrons in the ground state, forming a “half-metallic ferromagnet”. However, hopping, and hence conduction, may only occur if the Mn core spins are parallel, which then directly couples ferromagnetic order with the electrical conductivity at elevated temperatures.

The discovery of these half-metallic ferromagnets provides an extraordinary opportunity to elucidate the magnetic excitations of this unique class of systems, and we have been carrying out inelastic neutron studies on the Ca, Ba, and Sr doped materials to probe the spin dynamics as a function of temperature and field. The ground state spin dynamics for a half-metallic ferromagnet was not expected to differ much from the conventional picture of well-defined spin waves. We found [2] that the long wavelength magnetic excitations were in fact the usual spin waves, with a dispersion relation given by $E=\Delta+D(T)q^2$ where $\Delta$ represents the spin wave energy gap and the spin stiffness coefficient $D(T)$ is directly related to the exchange interactions. For the optimal doping concentration of $x=1/3$ the spin wave gap $\Delta$ was too small ( < 0.02 meV) to be determined, which demonstrates that these are “soft” isotropic ferromagnets, comparable to very soft amorphous ferromagnets. Measurements in single crystal samples of La$_{0.85}$Sr$_{0.15}$MnO$_3$, on the other hand, show that at large $q$ the spin waves in the ground state are heavily damped, indicating a strong magnon-electron interaction. Such an interaction is forbidden in the ground state of a half-metallic ferromagnet, and the large observed damping suggests that hybridization effects in a multiband model must be included in the description of these materials.

With increasing temperature the spin wave linewidths increase rapidly, which again is associated with the itinerant nature of the $e_g$ electrons. More interesting, though, was the discovery of a
quasielastic component of the scattering that develops rapidly as the Curie temperature is approached. Systematic results as a function of Ca doping reveal that this feature is strongest at optimal doping ($x \approx 0.15$), where it becomes the dominant feature in the spectral weight function as $T \to T_C$. The width of this scattering is proportional to $q^2$, indicating that it represents spin diffusion. The correlation length, on the other hand, is anomalously small ($\sim 10$ Å) and only weakly temperature dependent.

These results suggest that this quasielastic component is associated with the localization of the $e_g$ electrons on the Mn$^{3+}$/Mn$^{4+}$ lattice, and may be related to the formation of spin polaron in the system. It is this spin diffusion that drives the ferromagnetic phase transition rather than the thermal population of conventional spin waves.

To further investigate the nature of this spin diffusion component, we have been carrying out additional measurements on the Sr and Ba-doped systems, on polycrystalline samples as well as single crystals. Figure 3(a) shows some inelastic data on La$_{0.75}$Sr$_{0.15}$MnO$_3$ ($T_C = 235$ K), collected at 210 and 220 K for a reduced wave vector $q = 0.125$ away from the (002) reciprocal point. We see the development of the quasielastic component, and the strength of this scattering is shown in Fig. 3(b) as a function of temperature. We observe a significant intensity starting at 210 K ($\sim 25$K below $T_C$) and the scattering peaks at $T_C$. At and above $T_C$ all the scattering is quasielastic. For the more heavily doped La$_{0.70}$Sr$_{0.30}$MnO$_3$ crystal we find that the central component becomes evident much further away ($\sim 100$K) from the Curie temperature, as shown in Fig. 3(c). Similar data have been obtained on both polycrystalline and single crystal samples of the Ba-doped system. It thus appears that the coexistence of spin-wave excitations and spin diffusion is a common characteristic for these manganites, and is directly related to the colossal magnetoresistance properties observed in the vicinity of $T_C$.

**Magnetic Resonance Gap**

The “magnetic resonance peak” is a strikingly sharp collective magnetic excitation first observed in inelastic neutron scattering experiments on YBa$_2$Cu$_3$O$_7$ [3]. The excitation is localized in energy (41 meV) and momentum ($q = \pi, \pi$), the antiferromagnetic ordering wave vector in the undoped parent compound, and is present only in the superconducting state. As this mode is a novel signature of the superconducting state in the cuprates, proponents of all major theories of high temperature superconductivity have proposed explanations of this phenomenon. These theories can be classified into two basic mechanisms. In the first model, the resonance peak is due to electron-hole pair production across the superconducting energy gap. Interestingly, this
model requires d-wave symmetry of the gap function. While neutron data cannot be reproduced in a generic noninteracting electron model, band structure singularities, spin fluctuations, or interlayer pair tunneling effects have been held responsible for the sharpness of the peak in both energy and momentum. In the second model, the peak originates from a particle-particle resonance which appears in correlated-electron models often used to describe the electronic state in the cuprates. The matrix element coupling this resonance to the magnetic neutron cross section vanishes in the normal state, but is nonzero in the superconducting state. This explanation of the neutron data is also the cornerstone of the recent "SO(5) theory" linking antiferromagnetism and d-wave superconductivity which is generating much attention in the theoretical community. Both of these models are consistent, at least on a qualitative level, with all of the presently available neutron data, including the functional form of the cross section in energy and momentum, the temperature and doping dependencies, and the absolute spectral weight.

The idea behind the Zn substitution experiments is straightforward. Because of the fundamentally different mechanisms responsible for the resonance in both models, the energy at which the resonance occurs is determined by different physical parameters. In the "gap model", the resonance energy is essentially equal to $2\Delta_{\text{max}}$, where $\Delta_{\text{max}}$ is the maximum superconducting energy gap which in turn is proportional to the superconducting transition temperature $T_c$. In the SO(5) model of Zhang and collaborators, on the other hand, the resonance energy does not depend on the gap, but is instead proportional to the doping level. In previous neutron experiments which showed that the resonance energy decreases as the oxygen level x in YBa$_2$Cu$_3$O$_{6+x}$ is decreased, both $T_c$ and the doping level were decreased simultaneously, so that these experiments did not discriminate between the two rival theories. By contrast, Zn substitution suppresses $T_c$ (and thus the gap) dramatically while leaving the carrier concentration almost unaffected. Thus, if the resonance energy decreases significantly with Zn substitution, Zhang's explanation, and with it the entire SO(5) theory, would be disproven.

In the triple-axis experiment, a large single crystal of composition YBa$_2$Cu$_{0.97}$Zn$_{0.03}$O$_7$ was investigated, and evidence for a resolution-limited resonance peak centered at 37 meV was found as shown in Fig. 4. If confirmed and extended in future studies on more heavily Zn-substituted crystals, the observed substantial renormalization of the resonance energy would provide strong support for the gap interpretation of the resonance peak.

**Magnetic Theory for R$_2$CuO$_4$**

Magnetic interactions in rare earth (R) cuprate R$_2$CuO$_4$ systems (which become superconducting under electron doping) have been the subject of extensive study. This is mainly due to their simpler structures compared to the hole-doped superconducting cuprates and their novel magnetic properties involving both the Cu- and R-subsystems. In the case of Ce-doped Sm$_2$CuO$_4$, coexisting rare earth magnetism and superconductivity has also been observed. Therefore the nature of magnetic interactions which determine the 3 dimensional (3D) magnetic structure and the correlation between rare earth magnetism and superconductivity are both of fundamental importance.

Recently we have developed a theory [4] in which the various novel anisotropic magnetic interactions in the cuprates can be given a microscopic explanation. From these interactions it was possible to have a global understanding of the 3D spin structure of various layered magnetic systems, but many magnetic properties of Nd$_3$CuO$_4$ remained unexplained. Among these unexplained properties are the following: 1) Although it is now understood that the R ions exhibit magnetic
magnetism and superconductivity

Moments that are mainly induced by the exchange field of the Cu ions, the role of the R-R interactions is less well quantified. 2) Unlike La<sub>2</sub>CuO<sub>4</sub> and Sr<sub>2</sub>CuCl<sub>2</sub>O<sub>2</sub>, in R<sub>2</sub>CuO<sub>4</sub>, the Cu spins prefer a noncollinear arrangement as shown in Fig. 5. A detailed analysis of the energetics of these noncollinear structures on the basis of a microscopic model has not yet been given. 3) In particular, the sequence of spin reorientation phase transitions in Nd<sub>2</sub>CuO<sub>4</sub> shown in Fig. 5 (and the absence of such reorientations in Pr<sub>2</sub>CuO<sub>4</sub>) has not been explained in terms of a microscopic model. It is the purpose of the present work to explain some of these issues. Our conclusions are summarized below.

![Fig. 5. The magnetic unit cell for the noncollinear phases I, II, and III of Nd<sub>2</sub>CuO<sub>4</sub>. The open circles are Cu ions and the filled ones Nd ions. Note that in all phases each set of three planes (one Cu plane together with its two neighboring Nd planes) forms a rigid unit (here labeled A and B) within which the relative spin orientations remain fixed. In passing from one phase to another the relative orientations of one rigid unit](image)

We show that due to the exchange field acting on the rare earth ion and crystalline electric field interactions, there is a strong single ion anisotropy which aligns the Cu and R=Pr, Nd magnetization along the [100]-axis, as observed. This same type of calculation also indicates that for Sm in Sm<sub>2</sub>CuO<sub>4</sub> the easy axis lies along [001], again in agreement with observations.

Crystalline electric field theory with a Cu-R exchange interaction and an exchange field of the order 0.080 meV for Nd (corresponding to a splitting of the lowest doublet of 0.3 meV), and 0.139 meV for Pr, successfully explains many properties, such as the induced R magnetization, and the splitting of the Kramers doublet, etc., at all temperatures.

We propose a model involving Nd-Nd (X), Nd-Cu (Y), and Cu-Cu (Z) interactions between neighboring tightly bound units A and B due to interactions between the Cu plaquette and the Nd ions adjacent to it as shown in Fig. 5. In view of the frustration, only pseudodipolar interplanar interactions effectively contribute. Then the mean-field free energy is proportional to

\[ F = \sigma \psi(T) \]

where \( \sigma \) is +1 in phases I and III and is -1 in phase II. We find that due to the strong temperature dependence of \( M_{Nd}(T) \), the interactions X, Y, and Z compete and thus \( \psi(T) \) changes sign twice, leading to the observed successive phase transitions. For Pr<sub>2</sub>CuO<sub>4</sub>, \( M_{Pr}(T) \) is weakly temperature dependent. Therefore \( \psi(T) \) does not change sign with temperature and thus there is no phase transition. This is the simplest model that explains both the three consecutive phase transitions observed in Nd<sub>2</sub>CuO<sub>4</sub> as well as the absence of such phase transitions in Pr<sub>2</sub>CuO<sub>4</sub>.

![Fig. 6. Top Panel: Temperature dependence of the three spin-wave modes at zero wave vector which involve motion of the Cu spins. The experimental points of Ivanov for two of these modes are shown by filled and open circles. The bottom curve is 2000meV. Bottom Panel: Nd-spinwave spectrum along various high-symmetry directions. The squares, circles, and triangles are mode energies determined by the inelastic neutron experiments. Note that the calculations (solid line) predict a strong dispersion of the acoustic mode at small wave vector. At the far right we show the density of states.](image)
The final phenomenon which we address is the spin-wave spectrum of Nd$_2$CuO$_4$. There are two new ingredients in Nd$_2$CuO$_4$ which are not present in, say, La$_2$CuO$_4$. The first of these is the existence of low energy excitations on the rare earth sublattices. These excitations will give rise to nearly flat optical magnon modes, reminiscent of the analogous rare earth excitations in the rare earth iron garnets. The second new feature of Nd$_2$CuO$_4$ is the noncollinearity of both the Cu and Nd moments. We have calculated the spin-wave spectrum of Nd$_2$CuO$_4$ within a simplified three-plane model which qualitatively reproduces the spectrum obtained from inelastic neutron scattering, as is shown in Fig. 6. The resulting Cu-Nd optical modes have a temperature dependence which agrees quite well (see top panel in Fig. 6) with the experimental results. Another interesting feature of this system is the existence of a Goldstone mode which reflects a symmetry of the dipolar interactions with respect to a suitable rotation of the moments in the easy plane. When the four-fold tetragonal anisotropy is taken into account, this mode develops a small gap. The energy of the acoustic spin-wave mode at zero wave vector is predicted to be $\hbar \omega_0 = (2k_\text{d} \Delta)^{1/2} \approx 5 \text{ meV}$, where $k_\text{d}$ is the small four-fold anisotropy in the plane and $\Delta$ is the splitting of the lowest Nd doublet in the Cu exchange field. This mode has not yet been observed, but clearly its observation is highly desirable.

Spin Ladders

Not only can copper oxides superconduct, but they are also the basis for a number of interesting quasi-one-dimensional $S=1/2$ quantum magnets. In particular, materials have been synthesized that are experimental realizations of spin-chains (Sr$_2$CuO$_3$), spin ladders with two (SrCu$_2$O$_3$, Sr$_{14}$Cu$_{24}$O$_{41}$) and three (Sr$_3$Cu$_6$O$_{12}$) rungs, and spins in a zig-zag chain (SrCuO$_2$). The main exchange interaction in all of these systems comes from the covalent 180° Cu-O-Cu bond and is of order $J/k_B \approx 2000 \text{ K}$ (single bond energy). However, because $J$ in these orthorhombic materials only acts in one direction, the systems are magnetically quasi-one-dimensional and Néel order is absent down to very low temperatures. The combination of low dimensionality and the ability to accept hole carriers from off-chain dopants makes these materials unique model systems in which to explore charge transport through a strongly fluctuating magnetic state.

One of the copper-oxide spin chains that we have studied is SrCuO$_2$ [5]. The Cu ions in this material form zig-zag chains along the $c$ axis as shown in Fig. 7. Susceptibility measurements indicate that $J_2 \approx 180 \text{ meV}$, while the nearest neighbor $90^\circ$ Cu-O-Cu exchange interaction is expected to fall in the range $-10 \text{ meV} < J_1 < 10 \text{ meV}$, and interchain coupling should be weaker still.

![Fig. 7. Temperature dependence of the integrated intensity of the magnetic Bragg peak close to (0.5,0,0.5) in SrCuO$_2$. The data were taken with the crystal oriented in the ($h0l$) zone and thus the coarse vertical resolution is oriented along the $b$ direction where the magnetic correlation length is short. The energy resolution is 0.24 meV. Also shown is a schematic of the zig-zag chain structure.](image)

The zig-zag spin chain with antiferromagnetic next-nearest neighbor interactions, $J_2>0$, is interesting because $J_1$ and $J_2$ compete and produce a frustrated one-dimensional magnet. For classical spins ($S \to \infty$) and $-4 < J_1 / J_2 < 4$ the compromise between these interactions is an incommensurate spiral with $\omega_m = (1/\pi)\cos^{-1}(J_1/4J_2)$ where $\omega_m c^*$ is the magnetic wave vector. In the quantum limit ($S=1/2$), on the other hand, frustration favors dimerization, which always lurks in one dimension, and produces a gap in the excitation spectrum for $-4 < J_1 / J_2 < 4.14650$. This phase is commensurate with $\omega_m = 1$ for $2 < J_1 / J_2 < 4.14650$, but outside this range spin correlations are incommensurate with $\omega_m \to 0.5$ for $J_1 / J_2 \to 0$. The limit corresponds to Néel-like order in decoupled $J_2$ spin chains. For a pure one-dimensional system, the correlation length at $T=0$ is expected to be finite in the dimerized phase and to vary as $\xi/c \approx 1/(4\omega_m^2)$ for $J_1/J_2 \to 0$. The gap should then vary as $\Delta \approx \pi J_2 (2\omega_m^{-1})$.

In real materials, the interchain coupling could significantly modify the low temperature behavior, especially when the gap is small, and
this appears to be the case in SrCuO$_2$. Our neutron measurements reveal weak elastic magnetic Bragg scattering developing at $Q_m \approx (0.5,0,0.5)$ for $T_c < T \sim 2$ K, in agreement with indications of magnetic order seen in p$x$SR, specific heat, and susceptibility measurements. Fig. 7 shows the temperature-dependent integrated intensity, where a very unusual order parameter curve is observed, as well as an unusually small ordered moment ($<0.1$ $\mu_B$).

![Diffraction scans through the magnetic elastic scattering close to (0.507, 0, 0.5) in SrCuO$_2$.](image)

**Fig. 8.** Diffraction scans through the magnetic elastic scattering close to (0.507, 0, 0.5) in SrCuO$_2$. In all cases a non-magnetic high-temperature background has been subtracted. The energy resolution in these scans was 0.24 meV for (a) and (c) and 0.8 meV for (b). The wave vector resolution is shown by horizontal bars.

Bragg scans through the magnetic diffraction peak are shown in Fig. 8. Along the chain direction, $c^*$, there are in fact two incommensurate peaks with $l_m = 1/2 \pm 0.0036(2)$. Using this value for the incommensurability, the theoretical results above predict $\Delta = 4$ meV and $\xi = 63$ $c$. Experimentally, however, the peaks are resolution limited along the zig-zag spin chains, corresponding to an experimental lower bound on the correlation length $\xi > 500$ $c$. Moreover, inelastic scattering clearly shows that the low temperature magnetic excitation spectrum is gapless ($\Delta < 0.1$ meV) close to (0.5,0,0.5), which suggests that the zig-zag chains are coupled with an exchange interaction $\mathcal{J}_F = \Delta \approx 4$ meV, where $z$ is the coordination number in the off-chain directions. Under these circumstances, it is reasonable to use the classical expression for $l_m$ to extract an estimate for nearest neighbor interaction $|J_1| = 4 J_2 |\cos l_m \pi| \approx 8$ meV.

Diffraction scans along directions perpendicular to the chain reveal that the spin order is also incommensurate along $a$, with a correlation length $\xi \approx 36(2)$ $a$. Most surprising, however, is the very broad peak along the $b$ direction, which spans the better part of the Brillouin zone and corresponds to a correlation length $\xi = 2.2(5)b$. There is even a temperature-dependent rod of magnetic scattering along this direction, suggesting that the frozen spin structure in SrCuO$_2$ actually consists of nearly perfectly ordered incommensurate two-dimensional layers, which are then stacked with little regard for inter-plane phase coherence along the $b$ direction. It remains to be seen whether this is an intrinsic frustration and quantum-fluctuation-induced glassy structure, or whether chemical disorder plays an important role as well.
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Crystallography

The World Wide Web (WWW) based proposal and beam time request system was fully implemented for the 32-detector high-resolution powder diffractometer at BT-1 in FY97. Approximately 120 proposals were received and scheduled in the system’s first year of operation. Over 1000 data sets were collected on approximately 320 different materials under various experimental conditions. A few examples of the wide range of studies are highlighted in this section; many other crystallographic contributions are included in the sections on Chemical Physics of Materials and Magnetism and Superconductivity.

A materials screening program with a WWW interface was also implemented, so that a researcher may anticipate potential difficulties before scheduling an experiment. Input of chemical formula and sample density is used to calculate beam attenuation, due to either neutron absorption and/or incoherent scattering and an estimate of neutron activation assuming a 24 h irradiation. The program alerts researchers to samples with high beam attenuation (µR > 1), considerable gamma radiation while in the beam, or significant immediate or long-term neutron activation. It is planned to expand these capabilities to allow for more accurate estimation of neutron activation based on the actual sample irradiation history. This WWW page may be accessed from http://rrdjazz.nist.gov/~toby.

Instrumentation

- Ge(311) Monochromator

The available data collection options were greatly enhanced with the installation of a new Ge(311) monochromator at the 75° take-off angle position, replacing the old Cu(220) monochromator. The five Ge crystals were hot-pressed to give a mosaic spread of 0.25° and placed in the focusing holder and aligned. The Ge(311) wavelength of approximately 2.08 Å is ideal for the study of zeolites and other materials with large unit cells and also for structures with magnetic reflections for which the complete absence of λ/2 intensities greatly facilitates the identification of superstructure peaks. Additionally, the greater diffracted intensity provided by the longer wavelength permits the study of smaller samples in a reasonable data collection time. The characteristics of the three monochromator options are summarized in Table 1.

<table>
<thead>
<tr>
<th>Monochromator</th>
<th>Take-off Angle (°)</th>
<th>Wavelength (Å)</th>
<th>Relative Intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ge(311)</td>
<td>75</td>
<td>2.079</td>
<td>3.34</td>
</tr>
<tr>
<td>Cu(311)</td>
<td>90</td>
<td>1.540</td>
<td>1.00</td>
</tr>
<tr>
<td>Si(531)</td>
<td>120</td>
<td>1.590</td>
<td>0.33</td>
</tr>
</tbody>
</table>

- Incident Collimation

A new 7° in-pile collimator was installed in place of the original one that had been damaged. Instead of using aluminum blades, the new collimator has stretched film (“PEEK”, poly ether ether ketone) coated with Gd₂O₃. The resultant neutron flux is approximately twice that which was obtained with the Al-blade collimator, even when initially installed. The ratio of diffracted intensities using the 7° and 15° in-pile collimators ranges from 0.55 to 0.70 for the three monochromators. This is significantly greater than the theoretical value of 0.47, indicating that a PEEK film 15° collimator might give increased intensity over that obtained with the current Al collimator. A new 15° collimator has been ordered. The neutron flux was measured at the sample position using Au foil and was found to be 7 × 10⁵ n/cm²/s for the Ge(311) monochromator at 15° in-pile collimation.

- Background Reduction

The low-angle background was significantly reduced through the addition of an incident slit system that eliminates much of the fast neutron background. Incident beam widths up to 16 mm (5/8 in) are allowed. The difficulties with fast neutron background at high angles have yet to be resolved, but are much less important.

Crystal Structures

- A New Phase of ReO₂

Rhenium oxides are often used to improve supported metal catalysts used in hydrogenation reactions. Under the conditions of plant operation, it has generally been assumed that the rhenium oxide is reduced to rhenium metal. However, there has been some speculation that partially oxidized Re may also be present. Thus,
XANES/EXAFS experiments were carried out at the APS to determine both the oxidation state and the coordination geometry around the Re atoms. As part of this experiment, the spectra of a number of rhenium oxide standards were measured and analyzed. The spectrum of ReO$_2$ (obtained commercially), however, proved to be problematic; the observed spectrum did not match with that calculated from the orthorhombic crystal structure reported in 1957. Since the reported structure determination was not of high quality, it was decided to re-refine the structure using neutron powder diffraction in order to obtain more accurate oxygen positions.

An examination of the neutron powder pattern revealed that the known orthorhombic ReO$_2$ phase made up only a small fraction of the material. Matching the unknown lines against other known phases of rhenium oxides demonstrated that the material was contaminated with a significant amount of ReO$_3$, in addition to yet another unknown phase. A general search matching the major d-spacings of the unknown phase hit upon one form of MoO$_2$ with slightly different monoclinic unit cell parameters. The structure of this new monoclinic form of ReO$_2$, along with that of the orthorhombic ReO$_2$ and the cubic ReO$_3$ phases, was refined in a simultaneous refinement of the neutron powder data and synchrotron x-ray data collected at the APS.

The results show that the commercial sample of ReO$_2$ consisted of the following three phases: (a) the known orthorhombic phase of ReO$_2$ (4.5%), space group $Pbcn$, $a = 4.8084(5)$, $b = 5.6318(6)$, $c = 4.6118(4)$ Å; (b) the previously unknown monoclinic phase of ReO$_2$ (61.3%), space group $P2_1/c$, $a = 5.6149(2)$, $b = 4.8117(2)$, $c = 5.5552(4)$ Å, $\beta = 120.554(4)^\circ$; and (c) the known cubic phase of ReO$_3$ (25.2%), space group $Pm3m$, $a = 3.7483(1)$ Å. The reason for the poor fit between the observed and calculated EXAFS patterns is now clear. The ReO$_2$ "standard" is actually a mixture of three phases in which the rhenium has two different oxidation states.

- **Ba$_3$Fe$_{21}$Ti$_6$O$_{53}$**

  The desire to produce smaller and lighter radio devices, such as cellular telephones, has driven research efforts to identify new materials with high dielectric constants and to attempt to understand the factors that cause some materials to have high dielectric constants while similar related materials do not. The barium-iron titanates are being systematically studied by the NIST Ceramics Division due to the wide variation in electronic properties seen in this phase field.

  The crystal structure of one new material in this series was first investigated by single crystal x-ray diffraction. The unit cell was found to be monoclinic, space group $C2/m$, with approximate dimensions $a = 19.41$, $b = 20.28$, $c = 10.08$ Å; $\beta = 105.27^\circ$. The single crystal study was able to demonstrate that the asymmetric unit for this material consists of 54 atomic sites: three occupied by Ba atoms, 33 by O atoms and 18 shared by Fe and Ti atoms. If all sites are fully occupied, the chemical formula would be Ba$_3$Fe$_{21}$Ti$_6$O$_{53}$; however, valence arguments predict a formula of Ba$_3$Fe$_{21}$Ti$_6$O$_{53}$ with a vacancy level of $\sim$3% for the Fe/Ti atomic sites. Analysis of the x-ray data could not determine the distribution of Fe and Ti atoms among the shared sites and gave no information about likely vacancy locations.

  The structure was next refined using Rietveld refinement of combined x-ray synchrotron and neutron powder diffraction data. The atomic coordinates for the atoms on all 54 sites were refined, as well as the Ti and Fe atom occupancies for all 18 shared sites with no chemical or physical constraints. Since no constraints on bond distances or on occupancies were used, the reliability of the results can be evaluated from the refined site occupancies and chemical composition: the smallest observed occupancy was 0.01(4) and the largest total site occupancy was 1.01(9). The net chemical composition was determined to be Ba$_3$Fe$_{21}$Ti$_6$O$_{53}$ in excellent agreement with the predicted formula. A large portion of the vacancies were demonstrated to occur on one crystallographic site with Fe occupancy of 0.66(3) and Ti occupancy of 0.08(4). It is very likely that the remainder of the vacancies are distributed over several other sites.

- **Structure and Magnetic Order in La$_{1-x}$Ca$_x$MnO$_3$**

  Interest in rare-earth manganites has been recently stimulated by the observation of "giant" (and even "colossal") magnetoresistance. These compounds have the basic perovskite structure and display numerous and complex magnetic and structural transitions, some of which are strongly coupled with changes of electrical conductivity. Since the magnetic structures of these materials depend on the coupling of Mn$^{3+}$ and Mn$^{4+}$ cations, methods have been devised to change the relative...
concentrations of these cations. The system La$_{1-x}$Ca$_x$MnO$_3$ has been studied extensively because it offers the possibility of varying the Mn formal valence over the entire range between +3 and +4, without significant change of the La/Ca size, due to the fact that the ionic radii of La$^{3+}$(XII) and Ca$^{2+}$(XII) are almost identical (1.36 and 1.34 Å, respectively).

In order to establish the relationship between crystal structure and magnetic and electronic properties in rare-earth manganites, the nuclear and magnetic structures of La$_{1-x}$Ca$_x$MnO$_3$ have been studied by neutron powder diffraction methods for the compositions $x = 0.06$, 0.15, 0.175, 0.25 and 0.33. At low concentrations of Ca ($x = 0.06$) the oxidized sample contains cation vacancies and the structure is ferromagnetic, while in reduced samples all atomic sites are fully occupied and the structure is antiferromagnetic. This result explains the discrepancies found in published phase diagrams. In the samples with compositions $x \geq 0.15$ the structural distortions associated with the magnetic and electronic transitions increase with increasing Ca content. These distortions consist mainly of an increase in the tilting of the MnO$_6$ octahedra and a consequent sharp decrease of the Mn-Mn separations as the system becomes metallic and ferromagnetic. These readjustments of the structure may be responsible for the metallic character of the bonds at the transition from insulating to metallic behavior. The magnetic field dependence of the lattice parameters, studied in sample $x = 0.33$ at two fixed temperatures (270 and 240 K), demonstrates that there is strong coupling between the magnetization and the structural properties in this system.

- **Template Location in Zeolite CIT-1**

The CIT-1 zeolite is unique in that when synthesized using a N,N,N-trimethyl-(-)-cismyrtanylammomium cation as a structure directing agent (SDA), the zeolite grows nearly free of stacking faults. Several other similar organic amines can be used as SDAs to produce a version of the same zeolite that is heavily faulted, SSZ-33. Relatively little is understood about the interactions between SDAs and zeolites. Stacking faults occur in many zeolite systems; this particular system provides an opportunity for the study of the effect of the SDA on zeolite structure as well as the genesis of stacking faults.

Metropolis Monte-Carlo docking techniques were used to identify possible locations where the

![Fig. 1. A view of the CIT-1 tetrahedral atoms comprising the zeolite framework (thin lines) viewed down the $b$ axis. The packing of structure-directing organic molecules as determined by Rietveld refinement and molecular mechanics is shown with thick lines.](image-url)

SDA molecules can be accommodated by the CIT-1 pore structure at high loading levels. Only three such locations were found from 12 attempts. Rietveld refinement using both neutron and synchrotron x-ray powder diffraction data from a sample of CIT-1 containing a partially deuterated SDA and a non-deuterated SDA demonstrated that the molecules are sited in two of these locations, but not the third. The SDA molecules pack tightly in the CIT-1 pores demonstrating how these molecules provide a scaffolding that the zeolite crystallizes around (see Fig. 1). Additional molecular mechanics analysis is in progress to study the energetics of SDA packing for different template molecules in several configurations.

- **Template Mediated Growth of Rare Earth Carbides**

Highly oriented pyrolytic graphite (HOPG) consists of an array of grains that share a common $c$ axis, but which are randomly oriented in the $a$—$b$ plane. When reacted with thulium in the solid state, wafers of pure HOPG form highly oriented carbide samples. This reaction destroys the graphitic layers and disperses the carbon atoms throughout the interstitial sites of a new lattice formed by rare-earth atoms. Even though the...
graphite is completely consumed during the reaction, its texture and morphology are inherited by the carbide product. The graphite thus provides a template for the growth of the carbide sample.

![Graphite and Carbide Structures](image)

**Fig. 2** A comparison, drawn to scale, of the typical rare earth metal (RE), trigonal hypocarbide (RE$_2$C) and graphite (C) crystal structures. Note the hypocarbide's similarity to the pure metal and its dissimilarity (particularly in lattice spacing) to graphite.

When thulium metal vapor was reacted with HOPG, the increased mass of the HOPG wafers indicated the formation of the previously unreported hypocarbide Tm$_2$C. Neutron diffraction data were obtained on triple axis spectrometers. The observed intensities were independent of sample rotations about the c axis, but revealed a c-axis mosaic of about 3°, approximately 30% larger than that of the HOPG reactant. The space group was identified as R3m, the same as for all other RE$_2$C compounds, with unit cell parameters $a = 3.56(1)$ and $c = 17.45(2)$ Å comparable to those of the RE$_2$C phases of the neighboring rare earth hypocarbides. Whereas a perfectly ordered RE$_2$C compound has one fully occupied carbon 3a site (0,0,0) at $z = 0$, this material was found to have two partially occupied carbon sites at $z = 0$ and $\frac{1}{2}$ (site 3b) with fractional occupancies of 0.76(5) and 0.16(4), respectively. The thulium atoms fully occupy the 6c sites at 0,0,z with $z = \frac{1}{4} + \delta$, where $\delta$ represents a slight shift of a thulium layer toward the higher density interstitial carbon layer.

Figure 2 shows a comparison of the structures of the rare earth metals, RE$_2$C and graphite. In spite of the dissimilarities between the graphite and hypocarbide lattices, the hypocarbide adopts the same orientational texture and morphology as the parent HOPG material. A growth mechanism is proposed where the hypocarbide forms between two distinct interfaces, one with the thulium vapor which is commensurate and the other with the graphite which is incommensurate. The low corrugation potential provided by the graphite allows the hypocarbide to grow to macroscopic thickness without destroying the texture and morphology which the graphite imparts to the hypocarbide. This is believed to be the first observation of a complete template-mediated reaction on a macroscopic scale.

**NIST Crystallographic Data Center**

In FY97 the NIST Crystallographic Data Center initiated a new collaborative project on full structural crystallographic descriptions of inorganic materials. Two new partnerships have been formalized, one with FIZ Karlsruhe and the Gmelin Institute in Germany (Inorganic Crystal Structure Database), and a second with Toth Information Systems in Canada (Metals and Intermetallics Database). The participants will work together to develop and maintain a collection of evaluated data, with full structural information on non-organic crystalline substances, and to disseminate these data in computerized formats to researchers and software developers worldwide. These collaborations will form the basis for future Data Center activities.

The existing NIST Crystal Data database, which contains evaluated crystallographic data such as unit cell parameters but does not contain atomic coordinates, has also continued to be developed and upgraded. A major effort was made this year to reorganize, restructure, and document Data Center operations so that these operations can be continued while new products are created by the same staff. As part of this modernization effort, a new version of the Master Database, containing approximately 240,000 entries, was implemented using a modern database management software package. Also during this year, several scientific evaluation and processing routines were revised, and approximately 20,000 inorganic entries were reevaluated and edited. Concurrent with these efforts, the two distribution databases, NIST
Crystal Data and the Electron Diffraction Database, were produced for distribution to the scientific community.
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Surface and Interfacial Studies

This past year has been a very productive one for neutron reflectometry studies. A number of important experiments in polymer science, magnetism, Langmuir-Blodgett films, and other topical areas were successfully performed. A sampling of this research is highlighted in the following subsections.

Studies of Wetting of d-Pentane on Water

Spreading of alkanes on water is an important problem both from both fundamental and applications point of view. Applications of this problem lie in petroleum engineering, where the hydrodynamic flows and the subsequent recovery rates of oil and gas are closely related to the spreading characteristics of oil on the water rich phase [1]. Therefore, it is important to understand the wetting of "model" oils, namely alkanes, on water under different conditions.

Fig. 1. Sample cell and temperature control assembly used in the wetting experiments.

Until a few years ago it was known that alkanes higher than octane do not wet water at room temperature, instead forming well defined lenses on the surface of water, whereas lower alkanes were thought to spread on water. More recent experiments, however, show that heptane and hexane also form lenses on the water surface and thus are nonwetting [2]. The case of pentane is still somewhat controversial. In a recent paper Ragil et. al. report the observation of continuous wetting of pentane on water as the temperature is increased [3]. They observed with ellipsometry, a continuous increase in the thickness of the pentane film on water as a function of increasing temperature at the saturated vapor pressure of pentane. Fitting of ellipticity data, however, involves the assumption that both water/pentane and pentane/vapor interfaces are sharp.

We have carried out neutron reflectivity experiments on the pentane-water system in order to elucidate the density profile of these wetting films. Since precise temperature control is important for these studies, a special temperature control device was built to control the temperature of the cell to better than a mK from room temperature to 75°C. The sample cell contains two reservoirs, the larger one made from a 6 cm dia., 12 cm long fused quartz tube is filled with water. The smaller reservoir for pentane is attached as a side to the larger reservoir. The cell is contained within two aluminum shells. The outer shell is insulated from the outside by ¼ inch thick foam insulation. The outer shell is maintained at a temperature of T +/- .005°C, the inner shell is kept at T+dT +/- .001°C. The value of dT was typically kept to be 0.05°C. With this arrangement the cell could be maintained with a short term (2-3 hrs) temperature stability of 0.2-0.3 mK and longer term (24 hours) stability of 1-1.5 mK.

In order to avoid a rising meniscus of water along the cell walls, the cell was coated with OTS using a standard literature procedure. The OTS film renders the cell walls hydrophobic and is known to be a robust film. About 150 cc of deionized water was placed in to the cell and degassed under vacuum by freezing and thawing. Deuterated pentane [2 cc] was transferred under vacuum into the cell. The cell was subsequently sealed under vacuum. Prior to putting the sealed cell in the temperature control assembly, all of the pentane was distilled into the smaller pentane reservoir.

The cell was then equilibrated at slightly higher than room temperature [in our case 25°C] for a period of two days before being transferred to the neutron reflectometer. A series of reflectivity scans were performed as a function of time, which showed that reflectivity reached equilibrium in 16-18 hours. In fact, at each change of temperature it typically took 10-20 hours to reach equilibrium reflectivity profiles. Such profiles at various temperatures are shown in Fig. 2.

At 25°C the reflectivity profile shows a clear minimum at ca. 0.1 Å⁻¹, meaning that there is well defined film of d-pentane on water whose thickness is 63 Å.
Movement of the reflectivity minimum to higher Q on increasing the temperature clearly shows that the equilibrium film thickness is decreasing at higher temperatures. The film thickness at the highest temperature we measured (65°C) is only 35 angstroms. While the film thickness at 25°C is in reasonable agreement with that measured with ellipsometry by Ragil et al. [3], temperature dependence of film thickness in our measurement is completely opposite to the ellipsometry result.

The reason for this discrepancy is not clear at present. One reason the difference can be the use of d-pentane in our study which is needed to have a neutron contrast. Ragil et al. calculated the Hamaker constant for h-pentane-water system and showed that the Hamaker constant changes sign at 51°C, very close to their experimentally determined wetting temperature. A similar calculation of Hamaker constant for d-pentane-water system shows that the wetting temperature for this system should be 42°C, clearly not what we observe in our study. Another reason for the discrepancy can be the deterioration of the OTS coating on the walls of the cell. Surface phenomena are typically very sensitive to very small amount of impurities. However, the fact that we have been able to reproduce our results, quantitatively, in three different cells argues against such an explanation.

**Effects of Copolymer Additives on the Phase Behavior of Polymer Blend Films**

Studies of finite size effects on the equilibrium properties and kinetic processes of materials confined to thin films provide important insight into the processing of materials in thin film coating applications. Many recent experimental and theoretical investigations have focused on fundamental understanding of the phase behaviors resulting from varying film thickness. Modification of the interparticle or interfacial interactions near the boundaries of confined materials can lead to essentially new phenomena which may provide useful technological applications. Moreover, quantitative changes in blend morphology and interfacial tension that occur become more interesting with addition of block copolymer. These results have direct importance in thin film coatings. In the present study, we use state-of-art neutron reflection, optical and atomic force microscopy techniques to characterize the interfacial activity of diblock copolymer, and quantify phase separation (macrophase) and microphase separation of polymer blend films.

In the bulk state (thickness of 40 μm to 500 μm) of a binary mixture of deuterated polystyrene (PSD)/hydrogenated polybutadiene (PB), small angle neutron scattering (SANS) and temperature jump light scattering (TJLS) experiments have demonstrated that a small amount of PSD-PB diblock copolymer additives suppresses the concentration fluctuations near the transition temperature of a binary blend, and shifts the phase boundaries downward linearly with increasing copolymer content. As copolymer concentration increases, micelle formation is evident in the scattering function, as are the competing effects of concentration fluctuations (macrophase separation) and ordering (microphase separation) between different types of polymers. Moreover, at a constant, shallow quench depth, the kinetics of phase separation were greatly retarded by the presence of the copolymer (greater than 1.6% copolymer additives).

To investigate the effects of block copolymer additives on the phase behavior of polymer blend films (thickness less than 2000 Å), blends of fixed binary composition (near its critical composition) with various copolymer concentrations were studied as a function of time by neutron reflection (NR), optical (OM) and atomic force (AFM) microscopy measure-
Variations in film thickness were achieved by varying the solution concentration and spinning speed. As cast (t=0), all films appeared homogeneous and uniform under the optical microscope. Each film was placed under quiescent conditions at ambient (~25°C) temperature, and the temporal pattern evolution at the free boundary observed and imaged by OM and AFM. The time-development optical micrographs of the surface pattern formation associated with the phase separation in the blend film were studied and compared to the previous study of the kinetics of bulk phase separation for this PSD/PB blend using TJLS.

Fig. 3. Atom force micrographs of polymer blend films films (1000) of PSD/PD (75:25) with (part b)/without (part b) 1% PSD-PB copolymer additives.

Preliminary microscopy results have shown that, with addition of small amounts (less than 0.1%) of PSD-PB diblock copolymer into the blend, the time-development of morphology is very different from that of the pure binary blend film. Fig. 3 shows AFM micrographs of film samples with (Fig. 3a) and without (Fig. 3b) 1% diblock copolymer. These two samples were both spun cast on at the same substrate, at the same thickness (1000 Å), and captured at equal time (t~24 hrs). The dramatic alteration of the surface pattern formation in thin film upon addition of 1% symmetric PSD-PB diblock copolymer is a quite different result from kinetics results of TJLS measurements in the bulk state, where there is no significant change in the phase separation kinetics via spinodal decomposition with addition of 1.6% diblock copolymer.

Neutron reflectivity measurements were conducted to study the density profile of block copolymer blend normal to the silicon solid interface in the early stages of phase separation. Fig. 5 shows the reflectivity data (1 hour after casting) as a function of wavevector Q in a semi-log plot for polymer blend (400Å with/without diblock copolymer additives). Note that the kinetics of phase separation in the

Fig. 4. Neutron reflectivity data of PSD/PB blend films with/without diblock copolymer additives (400 Å) as a function of Q vector in a semi-log plot. Different copolymer contents are shown by different symbols as indicated in the legend.
Fig. 5. Neutron reflectivity data of PSD/PB blend with 8.6% PSD-PB diblock copolymer additives (1000 Å) for different time after spun cast. Insert is the scattering profile for the best fit to the data. A pure binary blend film is very fast, the spinodal decomposition surface pattern develops after 2 two hours and the surface becomes rough. However, the air-polymer surface remains smooth for more than 3 days after being spun cast for blend film with 8.6% diblock copolymer. The phase separation kinetics slows down dramatically upon addition of the diblock copolymer. Further investigation on the kinetics of phase separation in blend films with various copolymer concentrations of film thickness from 2000 Å to 400 Å is in progress. Figure 5 shows how the scattering density profile evolves as a function of time for a blend film (1000 Å) with 8.6% diblock copolymer. Evidently, a bilayer profile is formed and a smooth surface pattern is observed as shown in part (b) of Fig. 3.

In conclusion, neutron reflectivity measurements provide complementary results on the effect of copolymer additives to slow down phase separation kinetics in thin blend films and time evolution of the scattering density profile of polymers normal to the silicon surface during the early stage of the polymer blend films.

**Ordering vs. Microphase Separation in Thin Diblock Copolymer Films**

An interesting question with regard to block copolymer thin films is the nature of the order disorder transition (ODT) or microphase-separation transition (MST), and how it differs from bulk transition. However there has been little work on this subject since the studies of Menelle et al., which found evidence for an upward shift in the transition temperature with decreasing film thickness. We here present highlights of a more detailed study of this question, made possible in part by the recent increases in flux and resulting faster data acquisition times. We here describe studies of P(dS-b-nBMA) thin films, but have observed similar results for more familiar systems such as P(dS-b-I) and P(dS-b-MMA). P(dS-b-nBMA) has an unusual inverted ODT, becoming more ordered with increasing temperature. This behavior is associated with large volume-of-mixing effects.

Figure 6a shows neutron reflectivity profiles (points) taken for a P(dS-b-nBMA) film (Mw=68,000) at a series of temperatures from 100 to 200°C. The sample was contained in a diffusion-pumped heater cell during the measurements, and the temperature was increased from one scan to the next. Best-fit scattering length densities are shown in Fig. 6b. Annealing leads to partial ordering at the film surfaces, characterized by a damped cosine volume fraction profile with period L and decay length ξ. These composition oscillations give rise to the broad quasi-Bragg peak in the reflectivity data. ξ grows as the temperature is raised, and the Bragg peak intensifies and sharpens. A steady contraction of the Kiessig fringes is also appar-
ent with increasing temperature, due to thermal expansion. This polymer has a bulk LODT at 225-250°C, and is thus "disordered" at the temperatures of the data in Fig. 6, consistent with the lack of any sudden sharpening of the Bragg peak.

A number of subtle but distinct changes occur in the reflectivity data at approximately 160°C, however, which are associated with the onset of film thickness discretization (island formation).

What is remarkable is that the overlap between the surface-ordered regions is extremely weak at the temperature where island formation begins to occur (Fig. 6b). The film thickness is approximately eight times the decay length of $\xi=300$ Å. The onset of island formation is an indisputable sign that the order parameter is phase coherent across the entire film, despite the fact that it is only weak microphase separated in the center of the film (the temperature is 50-75°C below the bulk microphase separation temperature). "Ordering" and "microphase separation" have thus been decoupled due to wetting and finite size effects.

The question then arises as to what vestige of the bulk MST remains when that temperature is reached. Fig. 8 shows the intensity of the first order Bragg peak reflection vs. temperature, for films of several different thicknesses.
The polymer in this case is P(dS-b-nBMA) with Mw=85,000, and the bulk MST occurs at approximately 155°C. The thickest film has a sharp, bulk-like MST — the width is approximately 1°C — indicating a large discontinuous jump in \( \xi \). As the film thickness is reduced, the transition becomes broader and less distinct, until only a change in slope marking the onset of the transition remains. Thus one must consider two separate processes in block copolymer thin films — the ODT and the MST. For sufficiently thick films, the two coincide — microphase separation and phase coherence (ordering) occur in the center of the film at the same temperature. For thinner films, however, phase coherence can be established at temperatures far removed from the bulk MST, resulting in island formation. Residual microphase separation still occurs near the bulk MST, but becomes increasingly weaker as the film thickness is reduced and the film is more ordered.

**Polymer Interdiffusion Near the Polymer/Solid Interface**

The performance of materials in many technological applications such as electronics packaging and adhesives is often dependent upon knowledge about polymer chain mobility near the polymer/solid interface. Measurements of bulk polymer properties are not helpful because the properties of the interfacial polymer are different from those of the bulk polymer. Geometric constraints on the chain conformations by and enthalpic interaction energies with the solid surface both perturb the polymers from the bulk state. For example, it has been observed that ultrathin polymer films of polystyrene on different substrates (or no substrate) show increased or decreased apparent glass transition temperatures depending upon the nature of the polymer/solid interaction energy and the degree of chain confinement. To date, experimental data for polymer chain mobility near the polymer/solid interface are limited, particularly for polymer melt systems where buried interfaces must be probed.

In this study, polymer mobility near a solid surface is measured using neutron reflectometry by monitoring the interdiffusion between deuterated poly(methyl methacrylate) (PMMA) and hydrogenated PMMA layers on a silicon substrate. Neutron reflectometry is an ideal technique to study this problem because of the very high resolution and the strong contrast between the deuterated and hydrogenated components. The short-range polymer chain movement (interdiffusion distances <150 Å) at different distances from the substrate surface are measured from bilayer samples with lower deuterated layers of varying thicknesses, \( h \), with a hydrogenated polymer layers top layer. From a series of samples, an estimate of the effective distance the solid substrate perturbs the polymer diffusive dynamics from those of the bulk polymer can be determined and correlated with the conformational characteristics of the chains. Previous interdiffusion experiments have focused on either diffusion free from substrate effects or monitoring the overall chain movement from a solid surface.

The bilayer samples are prepared with lower deuterated thicknesses ranging from 35 Å to 669 Å with hydrogenated overlayers (800 Å to 1500 Å thick) floated onto the lower layers from deionized water. Two different relative molecular mass pairs are used: deuterated PMMA \( M_c = 143,000 \) and deuterated PMMA \( M_c = 260,000 \) and hydrogenated PMMA \( M_c = 262,000 \). The samples are annealed at 150°C, 35°C above the bulk glass transition temperature in a vacuum oven and periodically removed to measure the reflectivity. The measurements were performed at the National Institute of Standards and Technology NG7 reflectometer.
The measured interfacial width plotted as a function of the square root of time for the deuterated PMMA $M_f=135,000$ bilayer samples. The error bars represent the standard uncertainty in the measurement.

Changes in the concentration profiles with annealing time were determined from fits to the reflectivity profiles. The interfacial width, $\Delta \sigma$, is characterized from the second moment of the derivative of the concentration profile between the two polymer layers. The initial roughness from the as cast film is quadratically subtracted through the expression $\Delta \sigma = \sqrt{\sigma^2 - \sigma_o^2}$, where $\sigma$ is the interfacial width from the measurement and $\sigma^2$ is the initial roughness. In Fig. 9, the interfacial width for the deuterated PMMA $M_f=135,000$ series is plotted as a function of the square root of time. From Fig. 9, it is clear that the rate of interdiffusion depends strongly on the initial size do the deuterated layer. After several hours of annealing, $\Delta \sigma$ for the thinnest layer is a factor of five smaller than $\Delta \sigma$ of the thickest bilayer sample. Similar data are obtained from the higher molecular weight series. The interdiffusion rate for each sample is characterized by a linear fit to the data in Fig. 9. For Fickian diffusion, the slope of the linear fit is proportional to the bulk diffusion constant. It is important to note that the diffusion coefficient determined here is not the bulk diffusion coefficient, but an effective monomer diffusion coefficient. The Fickian limit is not clearly reached here as the diffusion distances are less than the bulk radius of gyration, $R_g$ of the polymer. Nevertheless, such a fit provides a good measure of the interdiffusion rate over the time scale of the experiment. The effective diffusion coefficients are shown as a function of the lower film size normalized on the polymer bulk $R_g$ in Fig. 10. From Fig. 10, the thinnest layer shave an effective diffusion constant almost two orders of magnitude smaller than that of the thickest films which gradually approaches that of the substrate-free value as the lower film size increases. The effective range of the substrate on the polymer dynamics is approximately $3R_g$. The larger molecular weight series also shows decreased chain segment mobility $3R_g$ from the substrate surface.

The decrease in the interdiffusion rate can be related to the polymer chain conformations near the substrate surface and the attractive enthalpic interaction energy between PMMA and silicon oxide. For the thinnest layers ($h<R_g$), the chains in the lower film have conformations that are extended parallel to the substrate from geometric constraints and have numerous contacts with the substrate. From a large number of contact points, only a small attractive interaction energy is needed to effec-
tively fix the polymer chains to the surface. The result is a large decrease in the observed interdiffusion constant. For intermediate lower film sizes \((R_g < h < 3R_g)\), polymer chains at the polymer-polymer interface are affected by the reduced mobility of the adsorbed layer structure with chains pinned to the surface. For the thickest layers \((h > 3R_g)\), the polymer chains are not affected by from the substrate. These results show that the polymer dynamics at temperatures well above the \(T_g\) of the bulk polymer are altered at distances more than \(R_g\) from the surface. Work is currently under way utilizing different molecular weights as well as varying polymer-substrate interaction energies to better understand the dynamics near the polymer-solid interface.

**Interfacial Width Determination in Immiscible Homopolymer/Random Copolymer Bilayers**

Many important practical applications of polymer blends utilize blends of homopolymers with random copolymers, where the copolymers act as reinforcing agents at the interfaces. Thus, a knowledge of the interface width between a homopolymer and a copolymer is useful. In this study we investigate one such system, deuterated polyphenylene oxide (dPXE) and a random copolymer styrene acrylonitrile (SAN), in which there is no chemical or grafting reaction, but only a favorable interaction. The interface toughness of such systems depend primarily on the number of effective entanglements across the immiscible interface and how far one phase penetrates into the other. Here we have used neutron reflection to investigate the interface width between dPXE and SAN for varying AN composition, \(\phi_{AN}\) between 0.15 to 0.40 weight fraction.

For this experiment bilayer samples of the two polymers were prepared as follows. Thin layers of dPXE were spun cast from dilute toluene solution onto acid-cleaned polished silicon wafers that were typically 10 cm in diameter and 5 mm thick. The thickness of this first layer was approximately 40 nm thick. SAN layers of different AN compositions were then spin coated from methyl ethylketone (MEK) solutions onto glass slides and subsequently floated off onto water. The silicon substrate with the previously coated dPXE layer was used then to pick up the floating SAN film to make a bilayered sample with the construction Si/dPPO/SAN. Samples were placed in vacuum at room temperature for several hours to remove any residual water or solvent molecules.

![Neutron reflection through silicon from a series of Si/dPXE/SAN bilayer films, for different AN content.](image)

**Fig. 11.** Neutron reflection through silicon from a series of Si/dPXE/SAN bilayer films, for different AN content. For reflectivity sets from top to bottom, \(\phi_{AN} = 0.15, 0.20, 0.25, 0.31 \) and 0.40. The thin solid line in each set shows reflectivity from as-cast samples, while dashes and circles correspond to the reflectivity after annealing for 1.5 hours and 9 hours at 140 °C respectively. A progressive damping with decrease \(\phi_{AN}\) is predicted from theory, but quantitative values of the experimental widths are substantially larger.

Neutron reflection measurements with the incident beam entering through the silicon wafer were performed on the samples as-cast and after annealing at elevated temperatures.

Figure 11 shows a set of neutron reflection measurements, off-set from each other for clarity, for the series of Si/dpp0E/SAN samples having \(\phi_{AN} = 0.15, 0.20, 0.25, 0.31\) and 0.40, both as-cast and following annealing at 140 °C for 1.5 hours and 9 hours. It is observed that all the as-cast samples have roughly similar undamped oscillations which correspond to an interface width of ~1 nm. However, upon annealing, the oscillation damping varies in inverse relationship to \(\phi_{AN}\). Annealing longer at 140 °C, or at the higher temperature of 180 °C did not significantly alter the reflectivity pro-
files. This trend is expected from calculations using the interaction parameter, $\chi_{\text{pposAN}}$ for this system. For sufficiently low $\phi_{\text{AN}}$, the homopolymer and random copolymer become miscible. Neutron reflection measurements on a dppo/PS ($\phi_{\text{AN}} = 0$) system confirm that the system is miscible, since the oscillations get progressively damped with annealing time and eventually no oscillations in the reflectivity profile are observed. Preliminary fits to the data in Fig. 11 indicate that the interface widths are larger than the calculated value from theory for low values of $\phi_{\text{AN}}$. Additional broadening arising from capillary waves may thus be important as well in thin film geometry.

**Field History of the Magnetic Structure in GMR Co/Cu Multilayers**

Giant magnetoresistance (GMR) has recently been observed in magnetic multilayers composed of alternating ferromagnetic and nonmagnetic layers, such as Fe/Cr and Co/Cu. Specifically, the magnetoresistance, MR, is defined as $MR(0) = [R(0) - R(H_{sat})]/R(H_{sat})$, where the zero-field resistance, $R(0)$, of these materials is larger than that measured in saturating fields, $R(H_{sat})$. The largest GMR is generally associated with an antiparallel alignment of the ferromagnetic layers across the nonmagnetic interlayers, as determined by neutron reflectivity, bulk magnetization and related techniques. In most multilayer systems, the strength of the antiferromagnetic interlayer coupling and the magnitude of the GMR oscillate and decay exponentially with increasing thickness of the nonmagnetic layer.

For magnetic sensor applications, the challenge is to maximize MR while reducing the saturation field. High field sensitivity can be achieved in Co/Cu multilayers in which thick Cu layers (> 5 - 6 nm) give rise to weak interlayer coupling. For example, (111) Co(6 nm)/Cu(6 nm) multilayers grown by sputtering techniques have saturating fields smaller than 200 Oe and yield an MR(0) of several percent. After saturation, a maximum in MR occurs at the coercive field, $H_C$, where the net magnetization of the sample is zero. However, the MR obtained in the coercive state is not nearly as large as that obtained in the as-prepared state. Even after demagnetizing the sample, the MR never exceeds the as-prepared value.

![Graph](image)

**Fig. 12** Specular polarized neutron reflectivity for [Co(6nm)/Cu(6nm)]$_{20}$ multilayer at room temperature in (a) the as-prepared state and (b) the coercive state ($H_C = 54$ Oe). The data have not been corrected for background, sample footprint or polarization efficiencies. The open and shaded circles correspond to the (-) and (+++) cross sections respectively. The open and shaded squares designate the (+) and (-) cross sections. The arrow points to the appropriate vertical axis for each set of cross sections.

Using specular and off-specular polarized neutron reflectivity (PNR), we have examined several Co(6 nm)/Cu(6 nm) multilayers to determine the difference between the Co magnetic structure in the as-prepared and coercive states. These experiments were performed at room temperature on the NG-1 reflectometer. Specular PNR provides a depth profile of the magnetic moment if the in-plane magnetic domains are large (of order 100 μm), while off-specular PNR is sensitive to smaller in-plane domains. All four spin cross sections, (+ +), (- -), (+ -) and (- +), were measured in each configuration to determine the orientation of the Co moments within the sample growth plane.
Fig. 13. Transverse $Q_z$ scan at the half-ordered position ($Q_z=0.031$ Å$^{-1}$) for [Co(6 nm)/Cu(6 nm)]$_9$ at room temperature for the (a) as-prepared state and (b) the coercive state ($H_c=540$ Oe). Only the (+) and (-) spin-flip cross sections are shown (shaded and open circles respectively). The data have not been corrected for background or polarization efficiencies, which are greater than 98%.

We first characterized each sample in the as-prepared state in a small field of 1.5 Oe. Figure 1(a) shows specular scans along the $Q_z$ direction for a Co(6 nm)/Cu(6 nm) multilayer with 20 repeats.

The (+) and (-) cross sections are effectively equal through the critical region and at the first-order superlattice peak position ($Q_z=0.058$ Å$^{-1}$) indicating that there is no ferromagnetic component of the Co moment parallel to the field direction. However, a pronounced peak is evident in all four cross sections at the half-order position ($Q_z=0.031$ Å$^{-1}$). Most of the Co moments are thus aligned antiparallel across the intervening Cu layers in the as-prepared state. The narrow width of this reflection indicates that the antiferromagnetic order in this sample is coherent through many superlattice bilayers. Similar half-order peaks were observed for other comparable samples in the as-prepared state, but the intensities were typically smaller and the widths were broader. A smaller fraction of the Co moments are aligned antiparallel in these samples, and the growth-axis coherence is limited to only a few bilayers. The characteristics of this initial antiferromagnetic spin state are apparently sensitive to growth conditions and/or sample storage time and environment.

This antiferromagnetic order is irreversibly destroyed by the application of a field. After saturation in a -200 Oe field, the PNR data for the coercive state ($H_c=54$ Oe) differ substantially from the as-prepared data, as demonstrated in Fig. 12(b). The half-order magnetic reflection is absent, and no other magnetic scattering is apparent in these specular data. The Co moments are not correlated along the growth axis direction.

Additional details of the Co spin structure can be gained from off-specular $Q_x$ scans centered at the half-order peak position ($Q_z=0.031$ Å$^{-1}$). Only the (+) and (-) spin-flip off-specular data are shown in Fig. 13, because they are entirely of magnetic origin. The qualitative features of the (+) and (-) non-spin-flip data are similar. Figure 13(a) for the as-prepared state shows a narrow specular peak at $Q_z=0.0$ Å$^{-1}$ on top of a broad diffuse feature. (These data are among the best examples of magnetic diffuse scattering currently available.) Pronounced dips occur symmetrically at angular scattering positions where the incident (or scattered) neutron beam is exactly parallel to the sample face and is thus reflected out of the detector. These features can be ignored in a qualitative treatment of the data, but must be considered in a full dynamical model.

The presence of specular intensity indicates that a small portion of the Co moments order in in-plane domains larger than approximately 100 µm. The observation of diffuse intensity suggests that the remaining Co moments align in substantially smaller domains. (We note that some of the diffuse scattering may originate from macroscopic roughness between the Cu and ferromagnetic Co layers at the interfaces, but x-ray characterization of this sample indicates that this contribution is reasonably small.) From the inverse of the width of the diffuse scattering, we can roughly estimate that the in-plane domain size is 0.2 – 1.0 µm.
This magnetic diffuse scattering completely disappears in saturating fields as the Co in-plane domains coalesce, but it is recovered at the coercive field where the smaller domains reform [Fig. 13(b)]. The width of this scattering is comparable to that of the as-prepared data, indicating that the in-plane domain size is again 0.2 - 1.0 \mu m. The overall appearance of the data differs, however, and the central specular reflection is absent.

From both the specular and off-specular PNR data in Figs. 12 and 13, we conclude that the larger MR for as-prepared Co/Cu multilayers arises from long-range antiferromagnetic order along the growth axis among in-plane domains of various sizes. This antiferromagnetic order is present only after growth and cannot be recovered after field cycling. The smaller MR at the coercive field is associated with the lack of correlation among the Co domains along the growth axis and within the sample plane. In our future studies of these materials, we hope to determine the physical mechanism responsible for this irreversibility and thus attempt to isolate the antiferromagnetic state that exhibits maximum MR. In addition, we are developing a dynamical model of the off-specular data in order to extract information about the in-plane domain structure that cannot be obtained from other measurement techniques.

**Antiferromagnetic Phase Transition and Interlayer Spin Coherence in Short-period EuTe/PbTe Superlattices (SLp)** [4]

EuTe and PbTe are both NaCl-type and well lattice-matched \(a_{\text{EuTe}}=6.59 \text{ Å}, a_{\text{PbTe}}=6.46 \text{ Å}\). EuTe/PbTe SLs prepared by MBE on (111) BaF\(_2\) are of very high structural quality, showing many orders of satellites to X-ray Bragg reflections. Neutron diffraction reveals details of spin ordering in the EuTe layers at low \(T\). Bulk EuTe is a Type II FCC antiferromagnet — below \(T_N=9.6\) the Eu\(^{2+}\) spins form ferromagnetic (FM) "sheets" on (111)-type planes, with adjacent sheets antiferromagnetically (AFM) correlated. This structure is preserved in the EuTe/PbTe systems — however, while in bulk four equivalent domain types are possible corresponding to four families of (111) planes, in the SLs the small mismatch strain in EuTe always selects a single arrangement with the FM sheets parallel to the layers. The dependence of the \(T_N\) on the EuTe layer thickness \(D_{\text{EuTe}}\) obtained from ac \(\chi(T)\$ measurements (with \(f=10 \text{ Hz}, \text{ and 5 Gs in-plane field amplitude}\)) on a series of 12 samples is displayed in Fig. 14 (with neutron \(T_N\) data being in excellent agreement). While the low \(T_N\) values for small \(D_{\text{EuTe}}\) apparently reflect the proximity of the 3D-2D transition, the increase above the bulk \(T_N\) level for larger thicknesses is associated with the increasing in-plane strain that changes the Eu-Eu distances and thus the exchange constants.

![Fig. 14. The dependence of the transition temperature \(T_N\) on the EuTe layer thickness observed in a series of EuTe/PbTe SL samples.](image)

![Fig. 15. Simulated diffraction data from: (a) an uncoupled SL – the broad maximum, (b) coupled SL – the multi-peaked curve.](image)

Neutron diffraction also allows one to distinguish states in which successive EuTe layers are magnetically correlated or uncorre-
lated. In the total absence of correlations, the shape of the AFM reflections in Q-scans parallel to the SL growth axis \( z \) essentially reproduces the shape of the single layer structure factor \( I_{zz}(Qz) \propto \sin^2(\xi dQ_z/2)\sin^2(dQ_z/2) \) where \( d \) is the distance between the spin "sheets" (Fig 15a). In contrast, in the case of spin coherence in successive layers, the spectrum exhibits sharp "satellite" peaks at \( \Delta Q_z = 2\pi/D \) intervals (where \( D \) is the SL period), with heights "modulated" by the \( |I_{zz}|^2 \) function (Fig. 15b). In our experiments, distinct satellite peak patterns were observed in almost all investigated samples with thicknesses of the PbTe spacers \( D_{\text{PbTe}} \leq 60\text{Å} \) (an example is shown in Fig. 16). These results clearly attest to the existence of some kind of a long-range spin-spin interaction force in the system. Exchange transfer across non-magnetic spacers of similar thicknesses occurs in many metallic SL systems with FM layers. It is well established that conduction electrons play a crucial role in this process [5]. However, EuTe is a wide-gap semiconductor with virtually no mobile carriers at low \( T \), and in PbTe, a narrow-gap semiconductor, the carrier concentration is only \( n \approx 10^{17} \text{ cm}^{-3} \) — several orders of magnitude less than in typical metals. Moreover, the increase of carrier concentration in the PbTe layers to \( n \approx 10^{20} \text{ cm}^{-3} \) (through doping with Bi) does not enhance the coupling effects — on the contrary, in all such samples investigated by us the satellite lines were either totally absent, or their sharpness visibly deteriorated in comparison with those seen in equivalent undoped samples. Thus, the observed coupling cannot be explained on the grounds of the carrier-mediated mechanism that applies to metallic SLs. Another "easy" explanation of this effect be coupling maintained by internal magnetic fields associated with thickness fluctuations of the EuTe layers — as shown by computer simulations, such fields may be as strong as \( B_{\text{int}} \approx 20-50 \text{ Gs} \). However, the formation of such correlations should be impossible if the sample is cooled through \( T_N \) at external \( B \) of the same strength as \( B_{\text{int}} \), whereas in several samples the satellites were still observed when the cooling occurred at \( B_{\text{int}} \) considerably stronger than \( B_{\text{int}} \) (Fig. 17).

![Fig. 16. Magnetic diffraction data from a ((EuTe)$_5$)(PbTe)$_{12300}$ SL specimen at 4.2 K.](image)

![Fig. 17. Magnetic diffraction data from a ((EuTe)$_5$)(PbTe)$_{1400}$ SL cooled through the $T_N$ at different external magnetic fields.](image)

In view of the above, our results strongly suggest that in the EuTe/PbTe system there is a long-range magnetic interaction mechanism not yet taken into consideration in theoretical analyses. Most theoretical studies of magnetic interactions in Eu chalcogenides and related systems were done in 1970's and 80's in context of research on bulk systems, in which only interactions within the nearest few coordination shells are relevant, and weak interactions of longer range can be ignored. However, in SLs where the situation is changed, such interactions may become of importance. The results of our experiments on EuTe/PbTe systems provide a strong motivation for undertaking new theoretical insight into this issue.
Neutron Reflectivity, X-ray Reflectivity, and Spectroscopic Ellipsometry Characterization of SiO$_2$ on Si (100) [6].

Improved metrology methods are critically needed for the characterization and process control of the ultrathin gate dielectrics of today's and tomorrow's technology. Optical techniques such as ellipsometry are generally used to monitor gate dielectric production. Unfortunately, for very thin films, the accuracy of these optical methods degrades because they are model dependent [6], and use wavelengths of radiation that are very large compared to the film thickness. Neutron and x-ray reflectivity are nondestructive, short wavelength techniques (we use $\lambda=0.475$ nm, and $\lambda=0.154$ nm, respectively). X-ray reflectivity is a relatively common analytical tool. However, it is not well suited for the case of SiO$_2$ on Si because the x-ray contrast between them (or difference in scattering length density, SLD) is relatively low, 7.6%. Neutron reflectivity is better suited for the study of the SiO$_2$/Si system because there is a large contrast, 65% [6]. We show here that the dynamic range of neutron reflectivity, $>10^4$, has been brought to a level on par with that of laboratory x-ray reflectivity measurements.

The sample is a nominally 10 nm thick thermal oxide film on silicon (100). This moderate thickness was chosen to increase our confidence in the results of the various characterization methods, while remaining thin enough that the results are revelent.

![Fig. 19. X-ray reflectivity data and fit. The inset is the SLD profile determined by the fit.](image19)

Single-wavelength ellipsometry done before and after the neutron scattering indicated that a contamination layer formed on the sample sometime during the transit, handling, and/or measurement of the sample. This contamination layer was also present on the sample's surface during subsequent x-ray and spectroscopic ellipsometry, SE measurements. An aggressive organic clean was performed and SE was repeated. The results of the SE are shown in Fig. 18. Simple, one-layer analysis indicates that the clean sample is 10.8 nm thick, and the contaminated sample is 0.9 nm thicker. The missing material can be interpreted as the contamination layer. The x-ray reflectivity data in Fig. 19, confirms the presence of this The missing material can be interpreted as the contamination layer. The solid line is the best fit to the data, and corresponds to the profile shown in the inset. There are two periods of oscillation observed in these data, a high frequency period corresponds to $2\pi$ divided by the 10.14 nm thickness of the SiO$_2$ film, and a low fre-
Table 1. Parameters used in the best fits to the data from the three techniques. NA indicates a parameter not included in the model, ND, a parameter not determined by fitting, rather a bulk, or standard value was used. Roughness is the full width at half max of the derivative of the profile about the interface above the given layer. Thicknesses are measured between the middle of adjacent interfaces [8].

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Contamination layer</td>
<td>NA</td>
<td>NA</td>
<td>0.93</td>
<td>0.13</td>
</tr>
<tr>
<td>Si</td>
<td>Roughness [nm]</td>
<td>Thickness [nm]</td>
<td>0.69</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>Density [gm/cm³]</td>
<td></td>
<td>2.24</td>
<td>2.21</td>
</tr>
</tbody>
</table>

frequency modulation due to the 1.03 nm thick contamination layer. The parameters used in the fits are shown in Table 1.

![Fig. 20. Neutron reflectivity data and fit. The inset is the SLD profile determined by the fit.](image)

Figure 20 shows the neutron reflectivity data, preliminary fit, and, in the inset, the corresponding SLD profile compared to that from the x-ray data. The fitted parameters are very close to those from the x-ray fits. The inset is the SLD profile determined by the fit. In Table 1 we compare the structural profiles obtained from the 3 different analysis techniques. With x-ray reflectivity we gain a direct sensitivity to the surface contamination layer. The x-ray measured value of 1.03 nm agrees well with the 0.9 nm difference in thickness measured but spectroscopic ellipsometry before and after cleaning. The thickness of surface contamination as measured by neutron reflectivity was 0.34 nm thinner. Part of this difference may be explained by the assignment of an additional 0.13 nm to the SiO₂ layer, and the rest can be explained by additional contamination received after the neutron measurements were completed. By comparing the structural profiles obtained by three different techniques, which arise from three different scattering length densities we are able to gain multiple perspectives on the interfacial structure of a thin SiO₂ film on Si. While the ellipsometry measurements give quick and reproducible results they do not have the resolution to distinguish various layers. X-ray reflectivity is better able to distinguish the ~1 nm surface contamination layer. With neutron reflectivity there is a much higher contrast between SiO₂ and Si than in x-ray reflectivity, thus we are better able to describe the interface between SiO₂ and Si.

Neutron and X-ray reflectometry studies of rough interfaces in a Langmuir-Blodgett film

Langmuir-Blodgett (LB) films have been studied extensively with neutron and x-ray reflectometry. Diffuse scattering data show that their interlayer interfaces are typically self-affine, though the exact nature of this roughness varies significantly with the film composition. Self-affine interfaces have also been found in many different metallic films, where their presence can be related to growth processes.

In this report, we describe neutron and x-ray reflectometry studies of a 20-bilayer barium stearate LB film grown on a silicon substrate with alternating hydrogenated and deuterated bilayers. The large number (35) of Bragg peaks in the x-ray specular reflectivity permits the accurate use of diffuse peak width data to characterize the interlayer roughness.

By examining Kiessig fringes in the neutron and x-ray specular reflectivities, we also study islanding in the film, and find support for a mechanism of islanding related to the film preparation. Incomplete transfer during the
study islanding in the film, and find support for a mechanism of islanding related to the film preparation. Incomplete transfer during the deposition process is likely responsible for the islanding.

X-ray reflectometry experiments were performed at NIST with a double-axis diffractometer using CuKα radiation. Transverse and longitudinal scans were made with the sample in two orientations. A miscut angle of 0.22 degree was measured relative to the Si (111) surface, and the sample was first oriented so the scattering plane was perpendicular to the miscut steps, and later so it was parallel to the steps. Neutron reflectivity was measured with the NG-1 reflectometer at the NIST Center for Neutron Research.

A detailed analysis of diffuse lineshapes using more extensive data than has been previously considered was performed. The large number of Bragg peaks in the x-ray specular reflectivity suggests that the interlayer roughness in the LB film is highly conformal.

\[ \text{Fig. 21. Log-log plot of the HWHM of the diffuse peaks vs. } q_z, \text{ measured with the scattering plane parallel (squares) and perpendicular (circles) to the miscut steps. The difference in length scales over which the interlayer roughness is approximately self-affine, presumably a consequence of the steps.} \]

The log-log plot of the HWHM of the diffuse peaks vs. \( q_z \) should be linear if the roughness is self-affine [9]. Fig. 21 is a log-log plot of two sets of HWHM data for our LB film. The circles are from transverse x-ray scans made with the sample oriented so the scattering plane was perpendicular to the miscut steps, and the squares are from scans with the scattering plane parallel to the steps. Best-fit lines for both sets of data are also shown. The slopes of the best-fit lines are in excellent agreement, yielding roughness exponents of \( h=0.820 \) and \( h=0.825 \), as indicated in the figure.

For both sample orientations, the transverse scans show a resolution broadened specular component, indicating finite length scales perpendicular and parallel to the steps at which the interlayer roughness no longer appears self-affine. The specular component is larger compared to the diffuse component and decays more slowly in the scans perpendicular to the steps than in the scans parallel to the steps. This suggests that the lateral correlation of the film is interrupted by the steps, which are approximately 3 Å high and 750 Å wide. Apparently, however, the steps do not affect the short-range correlation of the film, since a single roughness exponent characterizes the short-range height fluctuations across and along the steps. Intuitively, one expects that the steps may provide a sharp cutoff in the correlation of the film, so that points on the film are completely correlated if they are 'above' the same step, and totally uncorrelated if they are above different steps. Without committing to a model for the correlation of the film along the steps, we can still obtain an approximate lower bound on the length scale over which the film no longer appears self-affine in this direction. In order for the steps to have the significant impact that they do on the correlation of the film, the film must be nearly self-affine at least at a length scale on the order of the step width, or 750 Å. The fact that the film appears self-affine over larger length scales along the steps than across them is also evidenced by the difference in intercepts of the best-fit lines in Fig. 21. It is interesting to note that if we assume the correlation of the film along the steps is described by the exponential cutoff model [10], we obtain lower bounds on the saturation rms roughness (\( \sigma \)) and correlation length (\( \lambda \)) of 5 Å and 1200 Å, respectively, which agree with the lower bound we obtain from comparing the HWHM data from scans across and along the steps. We can only obtain lower bounds on these parameters because the log-log plot of our data does not show significant deviations from linearity, which should occur at lower \( q_z \).

The x-ray specular reflectivity for this film shows, apart from a large number of Bragg peaks, many clearly defined Kiessig fringes.
The most striking feature of the Kiessig fringes is their modulation. The modulation of the Kiessig fringes implies that the top bilayer of the film (and perhaps others) is not completely present. From the modulation has been inferred that only 40% of the twentieth bilayer is present.

**Direct Inversion of Specular Reflectometry**

The phase determination and inversion techniques developed at the NIST Center for Neutron Research have been applied to data obtained from neutron reflectivity experiments performed on thin film samples for the first time. The experiments were performed on the reflectometer located on guide tube NG-1 at an incident wavelength of 4.75 Å.

![Reflectivity Diagram](https://example.com/reflectivity.png)

**Fig. 22.** Reflectivities of composite films of unknown with Ni, Cu, and Mo references (top to bottom at Q=0.03 Å). Measurements extended to Q=0.28 Å⁻¹. Lower inset: fitted reference potentials with Si cap. Upper inset: resultant Im r(Q) for the unknown part of the potential. Values below Q=0.015 were interpolated (see text).

Dynamical phase determination requires, in general, that the reflectivity of the film of interest be measured in proximity to three known films as references[11, 13]. (Other recent work has shown that two references suffice, but the analysis is more complicated.) The complex reflection amplitude r(Q) for the isolated unknown is extracted algebraically from these composite spectra. The phase of reflection from symmetric potentials is measurable without references[12].

The reference method of phase determination was applied to deuterated polystyrene on Si. Neutron reflectivities (not shown) were measured for Ni, Cu, and Mo reference layers approximately 2.5 cm wide on the same single crystalline silicon substrate of diameter approximately 10.2 cm.

The films were deposited by sputtering, and some Cr was added between the metal layers and the Si to inhibit interdiffusion and enhance adhesion. The three adjacent bands were covered with a Si “cap” layer, and a layer of deuterated polystyrene was deposited onto this.

Nonlinear least squares fitting of the reference reflectivities gave the scattering length density profiles appearing in the lower inset of Fig. 22. Finally, a deuterated polystyrene film was spin-coated onto the Si cap. The Si cap and polystyrene layer were treated together as the “unknown” potential for this study.

The reflectivities for the composite systems are given in Fig. 22. The upper inset shows the extracted Im r(Q) for the unknown. Values below the Si critical wavevector were interpolated to zero using a low-Q-fitted rectangular barrier. The data in Fig. 22 were obtained with the Si substrate as the fronting medium for the neutron beam. Measurements (not shown) also were made with air as fronting, which gave equivalent results.

The measured r(Q) was inverted for the reflecting potential using the Gel'fand-Levitan-Marchenko (GLM) method. The result is shown in Fig. 23.

![Inverted Potentials](https://example.com/inverted_potentials.png)

**Fig. 23.** Inverted potentials from the data in Fig. 1. The dashed line is the expected profile.

The unknown film (as seen from the substrate side) is expected to be a uniform Si layer, approximately 90 Å, thick abutting a uniform layer of deuterated polystyrene, approximately 150 Å thick. This model fits the composite reflectivities.
The retrieved potential has the correct shape overall but is significantly distorted between 0 Å, and 120 Å. Tests with simulations indicate that these deviations are attributable to our choice of references, which caused two of the three composite reflectivities in Fig. 23 to coincide for Q between 0.05 Å^-1, and 0.07 Å^-1 and thus precluded a reliable determination of r(Q) in this part of the spectrum.

A sample with a symmetric potential was prepared by spin-coating a deuterated polystyrene film onto a single crystalline Si substrate, which had been chemically treated to remove the native oxide layer. The film was placed in direct contact with an aqueous reservoir contrast matched to the substrate. This construction effectively ensured symmetric fronting and backing with smooth, conformal interfaces.

We have presented examples designed to demonstrate the present experimental feasibility of phase determination and inversion of neutron reflectivity data. As seen in the first example, the choice of references can be important, but forethought and experience with the technique preempts such problems for a wide range of physically interesting films. The phase determination method for symmetric potentials can be extended to a wider range of films which are fabricated in symmetric configurations for the purpose. More detailed discussions of these results will be presented in a comprehensive report[4].
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Macromolecular and Microstructure Studies

Two, high resolution, 30 m long, small angle neutron scattering (SANS) instruments, and a moderate resolution 8 m SANS instrument, are the principal tools used at the NCNR to characterize the nanoscale structure (~1 to 400 nm) of a wide variety of materials including polymers, colloids and microemulsions, microporous media, biological macromolecular complexes, nanocrystalline metals and ceramics, molecular composites, and many others. Over 200 researchers from domestic and foreign universities, and industrial and government laboratories, carried out experiments on these instruments during the year covered in this report. The titles of the studies conducted in the past year, in these areas, are listed at the end of this section. Summarized below are highlights of some of this work in which NCNR staff scientists have played a leading role.

Polymerization of Rod-Like Surfactant Micelles

Surfactant molecules self-assemble into micellar aggregates at concentrations greater than their critical micelle concentration (CMC). A variety of aggregate structures can form such as spherical or rod-like micelles, vesicles, or lamellar phases. In particular, long, entangled, rod-like micelles display very rich rheological behavior, often at very low total surfactant concentrations (only a few mM). Such solutions show highly non-linear rheology, and can be highly viscous and viscoelastic. The equilibrium and dynamics of the micellar structures, however, are determined by a delicate balance of intermolecular forces that can be easily disrupted. For example, increasing the temperature or adding electrolyte can alter the micellar structure and have dramatic effects on the resulting solution viscosity. A method for "locking in" the micellar structure so that it is less sensitive to environmental changes would be advantageous for applications. One approach is the stabilization of surfactant structures by the use of polymerizable surfactants, and this technique has been applied to vesicular structures for possible application as drug delivery systems or model biological membranes.

We have attempted to capture the entangled network structure of rod-like micelles through the use of the polymerizable surfactant cetyltrimethylammonium vinyl benzoate (CTVB), prepared here at NIST [1]. Aromatic counterions bind tightly to the micellar surface and promote growth of the micelles into highly elongated structures at very low concentrations (CMC = 0.007 wt%). A solution of 0.1 wt% (2 mM) CTVB in D₂O is significantly more viscous than pure D₂O, and highly elastic. Although the total surfactant concentration is very low, polymerization is still possible since the polymerizable species (the counterions) are highly concentrated at the micellar surface. Initiation of the reaction with a free radical initiator (5 mol % based on surfactant) results in a fast reaction, completed within 15 minutes at 60°C.

SANS data for the unpolymerized and polymerized micelles are shown in Fig. 1. The upper and lower data points are the unpolymerized micelles at 30°C and 60°C respectively. The reduction in the low-Q scattering at 60°C indicates a decrease in the micelle length at higher temperatures, in agreement with living polymer models. The middle data set is the same sample, after free-radical polymerization at 60°C. The increased low Q scattering (compared to micelles at 60°C) and Q⁻¹ dependence indicates cylindrical structures. The polymerized structures retain the same cylindrical cross-sectional structure of the micelles, as evident from the overlap of the SANS data at Q > 0.08 Å⁻¹. The polymerized solution, however, does not retain the viscoelastic properties of the parent micellar solution, but rather be-
comes as fluid as the pure D$_2$O solvent. The polymerized micelles are modeled well as non-interacting cylinders (solid line) of D = 40 Å and L = 420 Å at a volume fraction of f = 9.2 x 10$^{-4}$. Zimm analysis of a concentration series yielded a molecular weight of the surfactant-polymer complex of 300,000 g/mol, corresponding to an average length of 380 Å, in good agreement with the cylinder model that was used to model the full Q-range of the data.

These results show that the polymerized structures do retain some of the physical dimensions of the parent micelles, but none of the rheological properties. Future experiments will focus on polymerization conditions that retain the cylindrical microstructure as well as preserve the viscoelasticity of the original micellar solution.

**Diblock Copolymer Mixtures under Shear**

Block copolymers are widely used commercially as compatibilizers, adhesives and as thermoplastic elastomers due to their unique physical and mechanical properties. They are also model systems to examine the process of self assembly (found in surfactant and lipid membranes). In an effort to control microstructure, and hence physical and mechanical properties, mixtures of diblock copolymers have been the subject of several recent studies. Most of these studies have found that diblock mixtures obey, in general, mean-field theories and standard mixing laws.

![Fig. 2. Compositional dependence of the Order-Disorder Temperature for a series of styrene-isoprene diblock copolymer blends. The straight line is the simple mixing law prediction.](image)

In the present study [2], we have examined blends of diblock copolymers of polystyrene (PS) and 1,4 polyisoprene (PI). The first diblock is nearly symmetrical (named D19), has an overall molecular weight of 19 K, and possesses an order-disorder temperature (ODT) of 90 ± 2°C. The second diblock (D78) is highly asymmetrical containing only 11 vol. % PS with an overall molecular weight of 78.5 K, and an ODT of 156 ± 2°C.

A series of mixtures of these two diblock copolymers were prepared spanning the entire range of compositions between the two pure components. The ODTs for the samples were determined by SANS as a function of temperature. These were further verified by dynamic mechanical rheological measurements as a function of temperature in a melt state rheometer. The ODT's determined by SANS and rheology agree within experimental error and are shown in Fig. 2.

The ODT for the blends is dramatically lowered from the values expected from a simple mixing law (straight line). Furthermore the ODT values near both limits of composition show an unexpected decrease. The correlation hole d-spacing (2p/q$_{\text{max}}$) obtained from the SANS peak intensity (at q$_{\text{max}}$) for the series of blends in the single phase region (at 90°C) shows considerable non-linearity as a function of blend composition (as shown in Fig. 3).

In order to probe the microstructure and alignment kinetics of these diblock copolymer mixtures, in-situ shearing experiments using the NIST Plate/Plate Shear Cell were undertaken. Scattering measurements were performed with the neutron beam along the velocity-gradient direction as well as along the neutral direction, so as to completely probe the microstructure as well as its evolution.

![Fig. 3. Dependence of the correlation hole d-spacing (2p/q$_{\text{max}}$) for a series of styrene-isoprene diblock copolymer blends at 90°C. Based on the SANS "spot patterns", a microstructure is determined.](image)

The in-situ shear SANS experiments revealed an interesting phase behavior (also shown in Fig. 3). No thermally-induced order-order
transitions were observed in the melt-state, although upon cooling to room temperature distortions to some of the aligned structures were observed. As expected the pure D19 sample is lamellar (at 82 and 85°C) and D78 possesses a spherical microstructure which arranges into a BCC crystal upon application of large amplitude shear at a temperature of 100°C. Upon cooling, D78 exhibits considerable strain in its packing with the reflections being slightly displaced. In situ shear experiments were also carried out on blends containing D78 as the majority component. Surprisingly, lamellar microdomains were observed for blends containing up to 65 wt. % D78 (i.e., a styrene volume fraction of 0.21). These could also be aligned “parallel” (with layer normals in the velocity gradient direction) and “perpendicular” (layer normals along the neutral direction), with the “perpendicular” aligned sample capable of being flipped to a predominately “parallel” state. Samples containing a higher level of D78 exhibited cylindrical microstructure during the in-situ alignment at high temperatures. However, a sample with 75 wt. % D78, exhibited a mixed microstructure upon cooling down to room temperature with a predominantly lamellar orientation near the stationary surface.

The phase behavior and microstructure of polystyrene-polyisoprene diblock copolymer blends (with a symmetric and an asymmetric component) is remarkably varied. The ODT was found to show significant deviations from a simple mixing law. Furthermore, the microstructures for these blends are considerably different from those observed for pure diblock copolymers with the same composition of the constituent chains. Moreover, a destabilization of the ordered lamellar (or spherical) phase is observed for a small addition of spherical (or lamellar) diblock, respectively.

Shear-Induced Micellar Crystal Structures in Triblock Copolymer Solutions

Amphiphilic triblock copolymers have attracted considerable interest recently both for their potential applications as novel surfactants and as model systems for the study of macromolecular self-assembly. In particular, triblocks of polyethylene oxide (PEO) and polypropylene oxide (PPO) have been found to possess rich structure in solution due to the increasing hydrophobicity of PPO with increasing temperature. Symmetric PEO_nPPO_mPEO_n triblocks are soluble in water at low temperatures, but are driven to aggregate and form micelles as the temperature is raised. Further heating for concentra-

tions above ~ 20 weight % leads to a polycrystalline gel-like phase which can be aligned to form a single crystal by imposing a weak shear field.

We have found in our SANS studies [3] of the commercially available triblock, PEO_{25}PPO_{40}PEO_{25}, known as P85, that shear can not only align polycrystalline domains, but can induce transformations to structures not previously observed which can be highly ordered and highly stable. For example, the application of large amplitude oscillatory shear (400% strain, 17 s^{-1} maximum shear rate) to a 30 weight % solution of P85 in D_{2}O at 30°C (in the gel-like phase), produces SANS patterns with several orders of

![SANS patterns](image_url)

Fig. 4. Top: SANS patterns following the application of oscillatory shear to a 30 wt. % solution of spherical, triblock copolymer micelles at 30°C. The two patterns, measured with the beam perpendicular (upper left), and parallel (upper right) to the walls of the shear cell, are indicative of a hexagonal micellar crystal structure that is nearly HCP. The lower half of the figure shows the calculated diffraction peak positions, with approximate relative intensities in shades of gray, for this structure for the two measurement geometries. This is a surprising result since only cubic or cu-
batic structures have thus far been reported for this same triblock copolymer [4].

The hexagonal structure formed in P85 by large amplitude oscillatory shear showed no tendency to change over several hours and was disrupted only by imposing a steady continuous shear flow. The structure of the flowing system inferred from the SANS data (tangential views, in particular) appears to consist of highly oriented close-packed planes, parallel to the shear cell walls, that move relative to one another with a slip-stick type of motion among the interstitial sites in adjacent planes. This type of structure and motion is a common feature of concentrated charge-stabilized latex colloidal solutions. Most remarkably, when steady shear is stopped, the system transforms reversibly into still another structure that is presently not understood, but is neither simple hexagonal nor cubic (fcc or bcc).

**Scaling Laws for Polymers in Marginal Solvents**

The ability of scaling laws to predict fundamental physical parameters describing polymer chains in semidilute solutions have produced a dramatic increase in theoretical and experimental interest in polymer solutions over the last two decades. As shown on a temperature-concentration (T-C) diagram for a particular polymer solvent system, scaling laws predicted the presence of three scaling regimes [5], the dilute regime where the polymer concentration ϕ is below the value where separate coils interact, the good solvent semidilute regime where the coils overlap (semidilute) and swell between contacts, and the theta semidilute solvent regime where coils overlap but do not swell. Each regime has physical parameters that scale by power-laws with respect to either the polymer volume fraction ϕ, or to the excluded volume parameter, v which is proportional to the reduced temperature τ = (T−θ)/θ, where T is the temperature and θ is the theta point (lower critical solution temperature) for the system.

<table>
<thead>
<tr>
<th>Region</th>
<th>Scaling Law</th>
</tr>
</thead>
<tbody>
<tr>
<td>Good [5]</td>
<td>ϕ^{1/2}τ^{-1/2}</td>
</tr>
<tr>
<td>Marginal [6]</td>
<td>ϕ^{-1/2}τ^{-1/2}</td>
</tr>
<tr>
<td>Theta [5]</td>
<td>ϕ^{-1}</td>
</tr>
</tbody>
</table>

Subsequent experimental investigations revealed some shortcomings of the scaling law predictions, particularly for shorter chains or poorer solvent quality. Schaefer [6] attributed much of the discrepancy to lack of incorporation of chain stiffness in the scaling theory. Using a perturbation approach and the blob model (where short lengths of the chain between contact points obey the ideal thermodynamic interactions, and the random walk of the individual blobs swell due to the excluded volume effect), and incorporating the effect of chain stiffness upon swelling at short length scales, a marginal semidilute solvent regime with its own scaling laws was predicted. Table 1 shows the predicted scaling exponents for the different semidilute regimes. To test the predictions for scaling behavior in marginal solvents over a wider region of T-C than ever before, the solvent Decalin (decahydronaphthalene) was used in place of the often used solvent cyclohexane. Like cyclohexane, this solvent has a strong dependence of v upon reduced temperature τ, both having a small Flory’s reduced residual partial molar entropy of dilution for the system χ_{\phi} = 0.2. It has a larger range of accessible temperature \( t_{\text{max}} = 0.6 \) versus 0.1 for cyclohexane (due to its higher boiling point / theta temperature ratio). In addition most prior studies used polymer of insufficient molecular weight to clearly limit the effect of dilute solvent regime. In this study, very high molecular weight polystyrene \( M_w = 1.54 \times 10^7 \) g/mole was used to keep the dilute solution regime as far as possible from the experimentally accessible T-C region as shown as shaded region in Fig. 5.

Fig. 5. Temperature-concentration diagram based on Schaefer et al model [6] for 1.54x10^7 g/mole molecular weight polystyrene in Decalin.

In Fig. 5. Using this system, both the concentration and solvent quality could be probed over a large range that is within the limits predicted for the marginal solvent regime. Figure 5 shows the
expected T-C diagram for the experimental system. Note that the transition between different scaling regimes is gradual, i.e., the scaling exponents are expected to have a gradual transition with respect to different parts of the diagram.

![Graph](image)

Fig. 6. Measured screening length versus reduced temperature $\tau$. Legend indicates different sample polymer concentrations.

Figure 6 shows the measured screening lengths derived from the SANS measurement [7] as a function of $\tau$ and $\phi$. All the trends in the data are as expected. The power-law fit exponents of the data as a function of $\tau$ are listed in Table 2.

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>m</th>
<th>possible regime(s) fit</th>
</tr>
</thead>
<tbody>
<tr>
<td>.010</td>
<td>.17</td>
<td>dilute/good</td>
</tr>
<tr>
<td>.021</td>
<td>.24</td>
<td>good</td>
</tr>
<tr>
<td>.041</td>
<td>.33</td>
<td>good/marginal</td>
</tr>
<tr>
<td>.080</td>
<td>.37</td>
<td>good/marginal</td>
</tr>
<tr>
<td>.16</td>
<td>.29</td>
<td>good/marginal</td>
</tr>
<tr>
<td>.30</td>
<td>.22</td>
<td>marginal/theta</td>
</tr>
</tbody>
</table>

Table 2. Measured exponents for the temperature dependence of the screening length: $\xi \propto A\tau^m$.

The measured scaling exponents agree qualitatively with T-C diagram. The theta regime is evident in the constancy of $\xi$ for the low temperature data for the $\phi = 0.30$ sample. The fit to the $\phi=0.021$ sample data agrees with the good solvent regime. The rest of the higher concentration data lies within the marginal regime of the T-C diagram which should have an exponent of 0.5, while the observed value is $\sim 0.35$. These results indicate a transition to an exponent between the good and marginal solvent predictions, partly in agreement with Schaefer’s prediction.
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Neutron Beam Applications

Neutron Diffraction Measurement of Residual Stress

Considerable progress has been made in the last five years at NIST in a number of areas relating to the neutron diffraction measurement of residual stress. This includes the development of new methods of sample alignment ("ALIGN"), and the development of a comprehensive data reduction program ("STRESS"). The most significant accomplishment in FY97, however, is the essentially routine utilization of the new multipurpose double-axis diffractometer, "DARTS", with a number of state-of-the-art features specifically for improved residual stress measurement. The software with which data from this instrument is analyzed ("CONVERT") has been developed.

Titles of applications of the neutron diffraction technique using DARTS are listed in the Research Topics section. Selected projects are described in more detail below.

• Instrumentation

  DARTS. A new multipurpose neutron diffraction instrument for residual stress, texture and single-crystal diffraction studies became operational in March of 1996. The principal features were summarized in the FY96 Annual Report and pictured on the WWW (at http://rrd jazz/ bt8.html). Several features are unique to DARTS and have proved to be enormously important in facilitating sample handling, in maximizing the quality of data (e.g. signal/noise), and increasing thru-put relative to the instrument at BT-6 previously used for these measurements. In particular, the capability of accommodating large specimens is facilitated by the ability to withdraw the pre- and post-sample apertures, rotate and translate the sample, and then reposition the apertures all under computer control, programmable in a command file. This feature significantly reduces the number of times that a specimen must be removed from the sample table, which always requires a time-consuming re-alignment. Also, a number of safety features, unique to DARTS, have been incorporated, including carefully-integrated shielding which minimizes neutron background even up to the reactor face. Comparison of measurements at DARTS and the BT-6 instrument on comparable steel samples indicate that a target Δd/d sensitivity (e.g. 5x10⁻⁵) can be achieved ≈5x faster on DARTS than on the old instrument.

  Along with significantly improved measurement capabilities, CONVERT and STRESS, the data reduction/fitting and stress determination programs, have been re-coded to extend capabilities and to improve user friendliness. With relatively minor changes in data I/O to CONVERT (to accommodate local dataformats), it is expected that the programs could be generally useful to the entire neutron diffraction residual stress community.

  Material Properties under Load Conditions. An important part on the field of residual stress analysis by neutron diffraction is the investigation of material behavior under applied load, that is, under a known stress state. Such experiments include the measurement of elastic compliance and the study of plastic deformation as well. Since stresses cannot be measured directly but only the strains, a residual stress analysis requires the knowledge of the elastic constants of the material. Although their measurement is possible by other methods as well, the phase and orientation selectivity of neutron diffraction offers new prospects for the determination of elastic properties for a particular group of materials. Such materials include multiphase materials in which the single phases cannot be synthesized, textured materials, and materials which can be synthesized as a powder only. While the phase selectivity enables the measurement of the strain state of one particular phase, the orientation selectivity leads to the diffraction elastic constants which are specific for every (hkl).

  The measurement of the elastic response of the material requires that the stress state of the sample can be varied in a wide range while the absolute stress has to be known with a high degree of accuracy. In addition to the stress, the macroscopic strain of the sample needs to be measured simultaneously for the investigation of the plastic deformation behaviour. These requirements are fulfilled by the stress rig which has recently been added to the BT8 sample environment. The mechanical design is shown in Fig. 1.

  This device was obtained from UKEA Harwell where it was specifically designed for neutron diffraction applications. It features a 10 kN load cell, a stepping motor with an attached ultrafine reduction mechanism and an adapter for measurements under compressive load. The maximum applied load depends on the sample diameter, but the standard specimen holder limits the diameter to 5 mm which leads to an upper limit of the applied stress of 510 MPa at this diameter. The high gear reduction together with the leadscrew
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Fig. 1. Schematic of the stress rig.

1-stepping motor, resolution 1:360
2-gear, reduction 1:2500
3-tensile bar
4-kN load cell
5-beam orientation in transmission (Young's modulus)
6-beam orientation in reflection (Poisson's ratio)
7-stainless steel frame
8-compression sample in compression adapter

give a theoretical pathlength of 2.8x10^{-9} m per motor step. This way even very short and stiff samples can be measured, including ceramics which are preferably tested in compression mode.

The stress rig is fully integrated into the BT8 sample environment. All operations of the rig are now under full computer control with user access through command files. Even the operation in more sophisticated plastic deformation modes like strain rate control and fatigue can be easily achieved. The overall reliability of the rig has been tested by measurements in tensile and compression mode on a 2.25% Cr, 1% Mo steel. The result is shown in Fig. 2. The measurement of Poisson's ratio delivered 0.256. Therefore the diffraction elastic constants are: \( s_3 = -1.131 \times 10^{-6}\) MPa^{-1} and \( s_2 = 5.550 \times 10^{-6}\) MPa^{-1}.

It is also possible to calculate the diffraction elastic constants from the single crystal constants. Using \( C_{11} = 228.09 \text{ GPa} \), \( C_{12} = 113.48 \text{ GPa} \) and \( C_{44} = 110.86 \text{ GPa} \) as single crystal data, the corresponding calculated values are \( s_{3\text{calc}} = -1.127 \times 10^{-6}\) MPa^{-1} and \( s_{2\text{calc}} = 5.579 \times 10^{-6}\) MPa^{-1}.

These results demonstrate that both in compression and tensile modes accuracies better than 2% can be achieved. The accuracy itself is limited mostly by the counting statistics and the determination of the peak position. The excellent agreement between measured and calculated values is very promising for the investigation of materials with unknown elastic constants by neutron diffraction.

![Graph showing compression test for Young's Modulus Steel, (011) reflection]

Experiments which have been scheduled for the near future will include the investigation of the elastic response of two phase single crystals and the plastic deformation of aluminum single crystals. An important example of two-phase single crystals are the γ′ hardened nickel based superalloys. Here the single phases cannot satisfactorily be synthesized so that elastic constants have to be measured on the two-phase composite. The purpose of the plastic deformation experiment will be the investigation of the formation of dislocation cell walls in the weakly anisotropic aluminum.

Future plans include the enhancement of the stress rig with a suitable heating device based on focusing intense light sources. In this mode the highly interesting temperature dependent properties of materials will become accessible.

- **Residual Stress Measurements**

  *Bent Pipes.* A determination of residual stresses in two mild steel tubes (shown in Fig. 3)
which were subjected to four-point bends was completed in FY97. Tube I is seamless, tube II has a weld parallel to the cylindrical axis. After bending, the central 260 mm, together with end pieces, were cut out of the tubes for neutron diffraction measurements. Using a nominal 2x2x2 mm$^3$ gauge volume, strain components were measured as a function of depth beneath the surface at 22.5° intervals around the circumference of the tubes at the mid-plane, and with higher density around the bend/weld line on the bent tubes.

![Schematic of the bent tube](image)

**Fig. 3.** Schematic of the bent tube before and after bending. The weld is parallel to the cylinder axis. The central 260 mm and the outer 100 mm portions were cut out and used for the neutron measurements.

At each measurement point, five Q-directions were examined in the r-θ plane, and one along the axial direction. The value of $d_0$ was obtained from the average of several position and orientation measurements on the tube end pieces. Diffraction elastic constants for the [110] reflection in steel were obtained from earlier measurements. All three normal residual stress components were determined along with the r-θ shear component. Results for the axial stress component is shown in Fig. 4.

It should be noted that the four point bending fixture was positioned along 0° and 180° on the tube and that the measured stresses are essentially mirror symmetric about the plane passing through these positions. It is also of interest that at ~90° away from the bend points a sharp compressive to tensile transition occurs in the stress profile. We expect to compare these results with an FE calculation and with results obtained with magnetic probes.

**Residual Stress Standards.** In January of 1996 a new, international collaboration was initiated under the Versailles Project on Advanced Materials and Standards ("VAMAS"). The title of the technical work area (TWA) is "Measurement of Residual Stress" and the final objective is to collect the appropriate technical information required for the preparation of a draft standard for neutron residual stress measurements.

One of the first tasks agreed on within the TWA is to circulate reference samples among the participants in order to demonstrate the consistency of measurements even when performed at different types of neutron facilities. Two types of samples were prepared: a ceramic composite, and an aluminum shrink-fit ring/plug. For each type, two identical specimens were prepared -- one for circulation among European labs, one for circulation among North American labs. In addition, in the case of the shrink-fit specimens two "reference" plugs of the starting material were also provided. We have completed measurements on a ring/plug and the associated reference plug.

![Axial stress distribution](image)

**Fig. 4.** Axial stress distribution for both bent tubes. The arrows correspond to the direction of applied force (0°).

Some of the relevant technical details are as follows: The "reference plug" is a cylinder 25 mm diameter and 50 mm long; the "ring/plug" sample is a cylinder 50 mm in diameter and 50 mm long. A scribed line with an arrow on each indicates a common direction. A very specific protocol was developed for the measurements so that all participating laboratories would have data sets which could be compared without interpolation or ambiguity. For example, measurements along the scribed diameter at mid-height for certain radii were specified. The reference $d_0$'s would be obtained at the center of the reference plug. The reflection(s) examined would be chosen by the experimenters since not all instruments can access all Bragg reflections equally well. As of the third meeting for this TWA (June, 1997), about half of the participants -- including NIST -- had completed their measurements on the ring/plug samples. Although some variations occur among the reporting labs, the results are overall in quite good agreement. One negative aspect is the fact that grain-grain interaction microstresses are significant. The result is that $d$'s determined from the center of the reference plug.
are not representative of \( d_0 \)'s over the entire ring/plug sample. Because of this a comparison with the well-known analytical model for a shrink-fit ring/plugs fails.

Characterization of both reference specimens by all participants should be completed in FY98.

**Fig. 5.** Sketch of the welded plate in butt-weld geometry

**Welded Steel Plates.** Within the framework of cooperation with industry, weldments on steel plates in different geometries have been investigated. The first weldment in butt-weld geometry is shown in Fig. 5. The dimensions of that sample were 305 \( \times \) 305 \( \times \) 12.7 mm\(^3\). The total number of measurement points was 30 for the middle section and 10 for each of the outer sections. The sampling volume dimensions were 2\( \times \)2\( \times \)2 mm\(^3\). The \( d_0 \) measurement was performed for both geometries on one of the plate corners. The close proximity of three free surfaces and the distance to the source of the residual stresses approximates nearly unstressed material.

The strain measurements were performed in 3 directions of the scattering vector \( Q \): normal to the weld in the plane, parallel to the weld and normal to the surface. The maximum thickness of this structure is 25.4 mm, so that neutron path lengths of no more than about 40 mm were achieved. One result of the residual stress analysis is shown for the parallel direction in Fig. 6. This contour plot demonstrates that the comparatively simple geometry leads to a smooth decay of the high tensile stresses close to the weld to rather weak compressive stresses at 25 mm distance. There is also no pronounced depth dependence. However, there is a slight asymmetry of the stress distribution normal to the surface which indicates some influence by the backing plate.

**Fig. 6.** Contour plot of the residual stresses parallel to the weld

The second weldment was in lap-joint geometry, with similar plate dimensions. Comparing results for the butt welded plates and the lap joint weldments shows quite different properties. For example, residual stress components determined along the mid-plane (i.e. at 6.35 mm depth in the 12.7 mm thick plates), parallel to the weld line differ with distance from the fusion zone interface as shown in the Table. These results are typical of the detail that can be obtained with the DARTS instrument, most probably the most versatile in the world for sub-surface residual stress determination. It is clear that the differences in the weldments are significant. Furthermore, the correctness of models should be clearly distinguishable when predictions are compared to the complete neutron results.
**Thermally Sprayed Coatings.** Among the most widely used applications of plasma spraying are thermal barrier coatings (TBC) for combustion engines and aircraft turbines, where their thermal protection helps achieve higher efficiencies and longer engine life [1]. The coating properties – and therefore the service life – are strongly affected by residual stress. Stresses result from the unique production process, involving high temperature differences, as well as from thermal cycles during service. High residual stress can lead to cracking and spallation of the coating, which shortens its service life. Therefore it is necessary to know the residual stress in order to optimize the production process.

Although the x-ray diffraction method of stress determination was developed long ago and is widely used for “classical” bulk materials, its application to thermally sprayed coatings is complicated by the coatings’ inhomogeneous structure with cracks and pores. Therefore, interpretation of the results is sometimes problematic. Neutrons can overcome some of the drawbacks of x-rays, yet their application to plasma sprayed coatings has begun only recently [2]. In principle, the neutron diffraction method has several distinct advantages over other methods. 1) It is possible to perform triaxial stress analysis throughout the thickness of both the coating and the substrate without material removal. 2) The stress can be determined in all phases of a multi-phase coating. 3) Repeated measurements can be performed on mechanically or thermally fatigued specimens. 4) Stress concentrations and shape/edge effects in actual parts can be located.

In the initial experiments on the DARTS instrument at the NCNR, all coatings were plasma sprayed in air on steel substrates using a Plasma Technik PT-F4 system, except for one Ni coating produced by vacuum plasma spraying (VPS) using a PT-F4V torch. For the NiCrAlY coatings [Ni + 16.5Cr + 5.5Al + 0.5Y (wt%; UCAR Ni-346), two different deposition temperatures were selected by using air cooling or no cooling during spraying. These were 250 °C and 460 °C, respectively. Some of the specimens were annealed in a vacuum furnace (650 °C for 5 hours), to provide a stress-free reference. Some coatings were detached from the substrates. Details concerning samples and measurement conditions are available elsewhere [3]. Although the stress-free lattice spacing was measured, which normally allows this stress to be calculated, this procedure could not be employed because of lattice parameter changes associated with chemistry (a different amount of nickel and aluminum oxides was observed on bottom and surface side of the coatings). The stresses were measured along a line through the specimen thickness, assuming that the obtained profile is valid for the whole cross-section.

Application of this method to coatings poses certain challenges, as compared to application to bulk materials. For example, there is a relatively small volume of material available for diffraction. Depending on the specimen geometry, there are two solutions to this problem. For thin coatings (Ni), the largest apertures were used, defining a gauge volume (5x5x5 mm$^3$) that was larger than the diffracting material thickness. Then, data were taken for different positions of the coating in the gauge volume. The intensity vs. position profile was fitted by a theoretical curve whose maximum marked the position of specimen exactly centered in the gauge volume; only those data were then used for stress evaluation. For thicker specimens (NiCrAlY, YSZ, steel), where stress gradients were of interest, the gauge volume had to be relatively narrow but could be extended in the direction perpendicular to the plane of the beams (the dimensions were 1x1x7 or 0.5x0.5x7 mm$^3$).

In both cases, there were instances where more than one material was immersed in the gauge volume. Therefore, the diffraction conditions had to be selected so as to obtain sufficiently separated peaks, and contamination of the measured peaks by higher-order reflections of other peaks has to be avoided. A special computer program was developed to aid in optimization of diffraction conditions for a given combination of specimen materials and instrument characteristics.

In cases when the gauge volume is only partially filled with the diffracting material (near-surface measurement), there are certain artificial
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<table>
<thead>
<tr>
<th>Butt weld (left/rt avg.)</th>
<th>280±18</th>
<th>201±16</th>
<th>80±10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lap Joint (top plate)</td>
<td>225±20</td>
<td>99±10</td>
<td>-7±9</td>
</tr>
<tr>
<td>Lap Joint (bottom plate)</td>
<td>104±18</td>
<td>141±12</td>
<td>-167±12</td>
</tr>
</tbody>
</table>
effects on diffraction peak position, which override changes due to stress. These were quantified by a calibration measurement on annealed (stress-free) NiCrAlY and steel specimens; other experimental data were then corrected with this calibration. Stress measurements were complemented by calculations, which required knowledge of thermal and mechanical properties of the materials under study. Therefore, the coefficient of thermal expansion (CTE) and deformation characteristics (elastic constants) were experimentally determined. Some of the stress calculations were done using the Multitherm computer program [4].

![Image](image_url)

**Fig. 7.** Residual stress vs. depth (in mm) in the as-sprayed (T = 460 °C) NiCrAlY coating on a steel substrate. The abbreviations NC and Fe refer to the coating and substrate, respectively. The x and y axes are parallel with the specimen length and width direction in the coating plane, the z axis (thickness direction) is perpendicular to the plane. Position z = 0 marks the interface.

Figure 7 shows the through-thickness profile of in-plane residual stresses in the steel substrate and NiCrAlY coating deposited at 460 °C. The stress state is a complex result of quenching and thermal mismatch stress. Stresses of both signs can be observed in the coating as well as the substrate, with a slight difference in the x and y directions. A strong stress gradient is present in the coating, with tension near the surface and compression near the interface. A leveling of the substrate stress near the interface suggests that plastic deformation in compression has taken place there. Fig. 8 presents the stress profile in an identical specimen after annealing at 650 °C. Residual stress present in this specimen should be a result of thermal mismatch only. Here the residual stress in the coating is compressive and in the substrate mostly tensile. Also included in the figure are the results of the Multitherm calculation with experimentally determined properties:

\[
\text{NiCrAlY:} \quad E = 172 \text{ GPa} \\
\text{CTE} = (12.41 + 0.0056 T) \times 10^{-6} \text{ °C}^{-1} \\
\text{Steel:} \quad E = 209 \text{ GPa} \\
\text{CTE} = (11.36 + 0.0117 T) \times 10^{-6} \text{ °C}^{-1}. \\
\]

The stress values in the coating were rescaled by an \( E(\text{bulk})/E(\text{coating}) \) factor to allow direct comparison with diffraction data (i.e., both are presented "as seen by neutrons" which probe the inside of the splats where bulk elastic constants apply, whereas the coating as a whole acts on the substrate with its stiffness reduced by pores and cracks). As can be seen, a satisfactory agreement is reached.

From these data, (and results for a coating detached from a substrate) an approximate qualitative "history" of the stress evolution during and after spraying can be constructed. As a new coating layer is being deposited, its contraction during rapid cooling (from the solidification temperature to the current substrate temperature) is restricted by adherence to the substrate. Therefore, a tensile stress develops in the deposit. Subsequent layers experience a similar process; this leads to a stress gradient with more tensile stress on the surface, whose magnitude is limited by the coating strength. This gradient creates a significant bending moment which can lead to coating delamination when the coating thickness reaches a critical point. Tensile stress in the coating is balanced by compression in the substrate and is partially accommodated by substrate contraction and bending. If the forces and moments acting on the substrate reach sufficient magnitude to cause yielding, plastic deformation occurs (most likely at the substrate/coating interface). When the deposition is finished the whole couple cools down to ambient temperature and the thermal mismatch (difference in their thermal expansivities) becomes a controlling factor. In this case, the substrate's CTE is slightly higher over most of the actual temperature range. Therefore, the stress in the substrate shifts towards tension and stress in the coating shifts towards compression, thus partially reverting previous stress distribution (Fig. 8). When the coating is detached, the net force imposed on it by the substrate (and vice versa) is removed; therefore, the average in-plane stress in any cross-section is zero, as the coating is free to expand or contract. The remaining moment, resulting from the stress gradient, also diminishes, as it is accommodated by free bending. If the stress distribution before detachment was linear and all dilation and bending took place elastically, the residual stress in the free coating would be zero. Thus, the residual stress observed in our detached specimen
can be a result of non-linear stress distribution and/or inelastic deformation.

Fig. 8. Residual stress vs. depth (in mm) in the annealed \( (T = 650 \degree C) \) counterpart of the previous specimen. Solid lines refer to neutron diffraction data, dashed line (MT) represents the calculation \( 0 \degree C \) counterpart of the previous specimen. Solid lines refer to neutron diffraction data, dashed line (MT) represents the calculation.

In order to compare the deformation measured in unbroken crystal grains to macroscopic deformation of the whole coating, an \textit{in situ} three-point bending test was conducted. Initially, the measured slope follows the one of a bulk material, but deviates from it at a relatively small strain (about \( 2 \times 10^5 \)). This indicates that inelastic deformation has occurred; this phenomenon can be roughly compared to plastic yielding in bulk metals. Upon unloading, the experimental slope did not follow the “elastic” part. This can be explained as follows: When the specimen was loaded beyond the elastic limit and then unloaded, the strain distribution would be no longer linear but rather assume a “zigzag” pattern. The spatial resolution of neutron diffraction at these conditions was not sufficient to distinguish this change; averaging over a certain volume \( (0.5 \times 0.5 \times 7 \text{ mm}^3) \) would then reduce the apparent strain gradient magnitude.

In summary, neutron diffraction was successfully applied for residual stress determination on various plasma sprayed coatings, as the only method capable of non-destructive in-depth stress profiling. Measurements were performed on as-sprayed, annealed and free-standing specimens and complemented with calculation based on experimentally determined material properties. This approach allows us to assess the individual role of quenching and thermal mismatch stresses in the final residual stress distribution and to discuss qualitatively the stress evolution during various processing stages. This research was supported by the MRSEC program of the National Science Foundation under award number DMR 9632570.

### Texture Studies

Texture measurements were performed on the reference plug of the VAMAS ring/plug system described above. The sampling volume used was \( 5 \times 5 \times 5 \text{ mm}^3 \) centered in the plug so no absorption correction was needed. The results for the \( (111), (002), (022) \) and \( (113) \) pole figures are summarized in Fig. 9. For convenience, the numbers accompanying each pole figure are multiples of average intensity (rather than “X random”). Nevertheless, the pole figures do show the degree of preferred orientation, which is directly relevant to the significance of the round robin results.

### References


### Research Topics

**Evaluation of New Neutron Area-Detectors**
Y. T. Cheng

“DARTS”: A New Neutron Diffractometer for Residual Stress Measurement, Texture Determination, and Single Crystal Diffraction
P. C. Brand, H. J. Prask and T. Gnaupel-Herold

‘CONV’ and ‘STRESS’: New Codes for Data
Reduction in Neutron Diffraction Residual Stress Measurements
  P. C. Brand12
Software Development for Texture Studies on "DARTS"
  P. C. Brand12
A New Stress Rig for the Residual Stress Measurement Project
Possible Correlation of FWHM and \(d_0\) for Diffraction Peaks in Weldments
  P. C. Brand12 and H. J. Prask12
Characterization of a Standard Reference Specimen for Residual Stress Measurements as Part of VAMAS
  P. C. Brand12, H. J. Prask12 and T. Gnäupel-Herold20
Measurement and Modeling of Residual Stresses in Multi-phase Weldments
Residual Stresses around Weldments in Various Steel-Plate Configurations
Determination of Residual Stresses in an Al plate for Helicopter Applications
  P. C. Brand12, H. J. Prask12 and D. Ludin1
Residual Stresses in a Stub Beam of a 737 Aircraft
Residual Stresses in a Failed Steel Structural Member
  P. C. Brand12, H. J. Prask12, E. Drescher-Krasicka14 and C. Ostertag20
Residual Stresses around a Weld in Inconel-617
  P.C. Brand12, H.J. Prask12, T. N. Crump6 and E. Drescher-Krasicka14
Residual Stresses in Infrastructure Components
  P. C. Brand12, H. J. Prask12, R. Livingston7, D. Balzor13, A. Clark13 and D. McColskey13
Residual Stress Studies for Science Based Stockpile Stewardship
  P.C. Brand12, H.J. Prask12 and M. Bourke8
Residual Stresses in Thermally-Sprayed Coatings
  J. Matejicek19, P. C. Brand12, H. J. Prask12, S. Sampath19 and H. Herman19
Residual Stresses in a Shrink-Fit Fe/SiC Ring
  P. C. Brand12 and S. F. Trevino2
Residual Stresses in Functionally-Graded Coatings
  H. Bruck22, P. C. Brand12 and H. J. Prask12
Residual Stress Measurements on Railroad Rails
  P. C. Brand12, J. Gordon10, G. M. Hicho14, and H. J. Prask12
Residual Stress Analysis of Bent Steel Pipes
  P. C. Brand12, J. Goff17, M. T. Hutchings1, D. J. Butter1, and H. J. Prask12
Neutron Diffraction Validation of Residual Stress Measurements by Scanning Acoustic Imaging
  P.C. Brand12, H.J. Prask12, and E. Drescher-Krasicka14
Neutron Autoradiography of Paintings
  Y.-T. Cheng11,10 and J. Olin18,16

Affiliations
1 AEA Technology, United Kingdom.
2 Army Research Laboratory
3 Boeing Corporation, Seattle
4 Boeing Helicopter Group, Philadelphia
5 Caterpillar Company
6 DuPont
7 Federal Highway Administration
8 Los Alamos National Laboratory
9 Naval Surface Warfare Center at Carderock
10 Neutek Inc.
11 NIST, Analytical Chemistry Division
12 NIST Center for Neutron Research
13 NIST, Materials Reliability Division, Boulder
14 NIST, Metallurgy Division
15 Oak Ridge National Laboratory
16 Olin Conservation, Inc.
17 Oxford University, United Kingdom
18 Smithsonian Institution
19 State University of New York at Stony Brook
20 University of California at Berkeley
21 University of Maryland at College Park
22 University of South Carolina
23 U.S. Department of Transportation
The Disk Chopper Spectrometer

The Disk Chopper Spectrometer (DCS), located at the NG-4 neutron guide, will be used for a variety of experiments such as studies of magnetic and vibrational excitations, tunneling spectroscopy, and quasielastic neutron scattering investigations of local and translational diffusion [1]. One of the challenges in designing this instrument was to provide a high energy resolution option, albeit at the expense of intensity, without having to resort to neutron wavelengths which severely limit the range of available wave vector transfers. The instrument promises to be versatile, popular, and fully competitive with comparable instruments in Europe.

The DCS uses a set of seven chopper disks and a partitioned (channeled) guide to produce monochromatic pulses of neutrons at the sample position. The first and last chopper pairs determine the incident wavelength and the three intermediate choppers remove contaminant wavelengths and unwanted pulses [1]. There are three slots, with different angular widths, in each of the disks belonging to the first and last counter-rotating chopper pairs. By appropriately phasing these disks the instrument can be operated in one of three distinct "resolution modes", without having to change the incident wavelength or the speed of the choppers. Other design features of the DCS include the optical filter [2], a general purpose sample chamber, a gas-filled flight chamber, a support structure for the flight chamber and its shielding, and a set of racks which hold three banks of detectors (see Fig. 2 in ref. [3]).

The chopper pedestals and lower housings have been installed and aligned, and the channeled neutron guide has been installed and aligned within the housings and a series of steel guide casings mounted between the housings (Fig. 1). A pneumatically operated local beam shutter has been installed at the upstream end of the chopper system. Gold foil measurements at this location gave an estimated thermal neutron capture flux of $2.7 \times 10^9$ n-cm$^{-2}$-s$^{-1}$, in excellent agreement with the results of Monte Carlo calculations. The measured average capture flux at the end of the guide (at the downstream end of the chopper system) is $1.0 \times 10^9$ n-cm$^{-2}$-s$^{-1}$. This result is consistent with calculation if certain deleterious effects, such as possible waviness of the internal glass plates in the channeled guides, are included in the simulations. The capture flux distribution in the beam at the end of the chopper system is shown in Fig. 2. Individual channels within the guide are clearly seen. At the time of writing we do not fully understand the ratios of intensities in the different channels.

Fig. 1. A photograph of the NG-4 beam line, looking towards the cold source, taken in September 1997. Standard shields surround the first ≈23.5m of guide within the neutron guide hall. Roughly 1.8m thereafter, there is a beam shutter (not visible), followed by ≈10.5m of guide enclosed in rectangular cross section metal casings. Each of the four chopper pedestals supports a lower housing penetrated by the guide. The upper surfaces of the lower vacuum housings are sealed with plates to permit vacuum tests of the system. They will later be replaced with upper housings that carry the choppers themselves.

Measurements at the end of the chopper system indicate that the combined fast neutron and gamma ray dose rate in the beam amounts to less than (possibly much less than) 2 mrem/h with the local beam shutter closed. This finding is consistent with detailed calculations of anticipated dose rates by N. Rosov (private communication). Important (and very welcome) conclusions are that the optical filter performs very well [2], and
that there will be no need to install an additional crystal filter.

We have continued to test the chopper system, in close collaboration with our colleagues Stephan Polachowski and Juergen Raebiger of the Forschungszentrum (FZ) Jülich (Germany). In order to improve the mechanical stability of the choppers with respect to axial disturbances it was decided to replace the original magnetic bearing control modules, which had linear power stages. Initially, they were replaced with newly designed modules equipped with pulse width modulated (PWM) power stages previously tested at FZ Jülich. These tests were performed using a chopper essentially identical to the choppers in the time-of-flight instrument "NEAT" at the Hahn Meitner Institute (HMI), Berlin. However, extensive tests at NIST forced all concerned to conclude that the new magnetic bearing control modules, as then designed, could not be field-modified to permit high-speed operation of our choppers due to mechanical differences between the two chopper designs. The development of an acceptable electronic design for the control modules proved to be more challenging than expected. An acceptable design was finally achieved in mid-August as demonstrated by full speed tests of one of the NIST choppers to 20,000 rpm. Following fabrication of these new modules, our colleagues from FZ Jülich will come to NIST to install them on the choppers. They will also perform extensive tests to convince all concerned that the complete chopper system is working properly and according to expectations.

The sample chamber, and its interface to the guide, has been designed and fabrication should begin soon. An important feature is a removable guide section which will be mounted within the chamber; its purpose is to bring the beam close to the sample in order to minimize intensity losses due to beam divergence. The chamber is designed to enable access to the sample from the side and from above. It has multiple gas-tight feed-throughs. There is also provision to form a flexible gas-tight seal, above the beam height but within the chamber, in order to be able to backfill with a gas such as argon. The seal will normally take the form of an annulus, stretching from the outer surface of the sample environmental equipment (e.g. a cryostat) to the inner surface of the sample chamber. The design of the seal permits limited translational and orientational adjustments in order to align the sample.

The flight chamber (see Fig. 2 in ref. [3]) is complete and will be ready for installation upon completion of the sample chamber assembly. The fifteen detector racks, which accurately locate 913 $^3$He proportional detectors relative to the sample, have been fabricated and assembled. (The final machining of the rails which support the detector brackets (see Fig. 2 in ref. [4]) was performed using the Octahedral Hexapod machine in the Shops [5].) All of the shielding material required for the spectrometer assembly has been purchased and received. We are developing a detailed plan for the assembly, installation and alignment of the sample chamber, flight chamber, support structure and detector racks.

Considerable progress has been made in the design and initial testing of the data acquisition system. The heart of the system is a set of 20 MHz 32-input time-to-digital converter (TDC) boards, each of which encodes neutron events into 30-bit data words containing 10 bits of detector information and 20 bits of time information (with 100 ns resolution). Virtually all of the board logic is handled within a single field programmable gate array (FPGA) chip. Up to 29 TDC boards, needed in order to process events from as many as 913 individual detectors, will reside in two VME crates. A bus controller (also an FPGA device) will serialize events received from the TDC boards and feed them to a VME digital I/O module. A VME-based Pentium CPU will read event words from the digital I/O module and map them into 20-bit words using table lookup procedures. The 20-bit words will then be treated as addresses.
The High Flux Backscattering Spectrometer

The NCNR High-Flux Backscattering Spectrometer (HFBS) is nearing completion and testing is already underway on the primary spectrometer which is located at the end of guide NG-2. This new instrument will enable scientists to perform high energy resolution studies (≤ 1 μeV) of the low-frequency dynamics of a large variety of systems over a wide dynamic range. The applications of backscattering spectroscopy are numerous and include studies of rotational tunneling, molecular reorientations, diffusion, dynamics of liquids and glasses, and critical scattering near phase transitions.

A backscattering spectrometer can be viewed most simply as a limiting case of a triple-axis spectrometer where the scattering angles 2θ of both the monochromator and analyzer are 180°. In this limit the backscattered neutrons will have a wavelength λ = 2d that is set by the spacing d between Bragg planes. The HFBS uses the (111) reflection from silicon to monochromate and analyze the neutron energies so that λ = 6.27 Å.

In keeping with the triple-axis analogy, the HFBS will operate in a fixed final-energy mode with E_f = 2.08 meV. The incident neutron energy E_i cannot be varied in the traditional way, i.e. by changing the scattering angle of the monochromator, as this would cause the crystal to move out of the backscattering condition. Instead, E_i is varied using a Si(111) monochromator attached to a Doppler drive which, when running at full speed, will give users access to a maximum neutron energy transfer of ΔE = ±60 μeV. The target energy resolution for the HFBS is 0.75 μeV FWHM with a Q-range of 0.15 to 1.8 Å⁻¹.

Fig. 3. Schematic diagram of the HFBS located on NG-2.

The principle limitation of backscattering spectroscopy lies in the low neutron flux that results from having such a sharp energy resolution. This can be compensated for in part by using large analyzer crystals that integrate the scattered signal over a large solid angle, thereby increasing the intensity on the detectors while reducing the overall Q-resolution. However, this geometry creates a severe mismatch between the neutron beam divergences of the primary and secondary spectrometers because the primary beam divergence is limited by the critical angle for total reflection of the guide. This has been a longstanding problem with backscattering spectrometers throughout the world.

The primary design goal of the HFBS is to minimize this mismatch as much as possible using state-of-the-art neutron optics while still meeting the target energy resolution. To this end, the instrument design incorporates a 4 meter long converging guide, a large spherically-focussing monochromator and analyzer, and a novel device known as a phase-space transformation (PST) chopper. It is hoped that these elements, in conjunction with the new liquid hydrogen cold source, will provide a significant increase in flux beyond what is presently available at other backscattering facilities.
This fiscal year has seen the completion of the beam delivery system for the HFBS. This includes the installation and testing of the liquid nitrogen cooled Be/Bi crystal filters, the neutron velocity selector, the thermal shutter, and the converging guide. In addition, all of the guide shielding has been installed. The converging guide has $2\beta_{\text{Ni}}$-equivalent supermirror coatings on all interior surfaces and focuses the 15 cm by 6 cm neutron beam cross section down to 2.8 cm by 2.8 cm. Gold foil activation measurements of the thermal neutron flux both before and after the converging guide indicate a flux gain of 3.9. While this value is higher than the ideal gain factor of 3.1, it is consistent with calculations that include small deviations in the reflectivity profiles of both the NG-2 and converging guides. The effective flux at 6.27 Å after the converging guide is $2.4 \times 10^3$ n/cm$^2$/sec. Autoradiographs of the beam profile from Dy foils indicate a uniform neutron intensity pattern at the exit of the converging guide that does not vary by more than 8% over the guide area.

The PST chopper, which follows the converging guide, exploits the physics of Bragg diffraction from moving mosaic crystals to convert the incident spread in neutron energies into angular divergence. The chopper consists of a 1 meter diameter disk that is divided into six sectors. The periphery of alternate sectors is covered with highly-oriented pyrolytic graphite (HOPG) crystals 3.5 cm high, 2.8 cm wide, and 0.15 cm thick which are mounted inside magnesium cassettes. The HOPG (002) lattice planes are aligned perpendicular to the axis of rotation of the chopper disk so that when spinning, the crystals move perpendicular to the scattering vector.

Neutrons that are Bragg diffracted from the rotating PST chopper are Doppler-shifted up or down in energy depending on whether their energies are less than or greater than 2.08 meV, respectively. This corresponds to a tilting of the outgoing Bragg-diffracted phase space element with respect to the nominal final neutron wavevector $k_f$. Monte Carlo simulations suggest that the phase-space transformation process could enhance the incident neutron by up to a factor of 4 or 5 relative to that diffracted from a stationary chopper. The total diffracted flux, however, will depend directly on the reflectivity of the HOPG crystals. The PST chopper system is now complete. The chopper disk has been dynamically balanced, mounted inside its housing, and a new motor drive system has been installed. Tests of the PST gain factor and chopper performance are underway.

An additional flux increase is obtained by spherically bending the silicon crystals used to monochromate and analyze the incident and scattered neutrons. The bending introduces a small lattice gradient along the [111] direction, thereby increasing the bandwidth of neutron energies that satisfy the backscattered Bragg condition. In the case of the analyzer, this bending is achieved by gluing thin Si(111) wafers onto spherically cut aluminum backing plates. The flux increase that results from this bending scales with the FWHM of the energy resolution, assuming a constant reflectivity. The finished analyzer will stand 2 meters tall, span $-39^\circ < \theta < 126^\circ$ in scattering angle, and cover 20% of 4$\pi$ steradians, nearly 70% more than that on IN16.

The monochromator has been completed, and most of the analyzer assembly is finished. Delivery of the entire analyzer is expected by the end of 1997. Several other major items have been completed in this fiscal year, and they include the Doppler drive system, a laser Doppler vibrometer (which will be used to measure the instantaneous velocity of the monochromator), and a VME-based data acquisition system.
The Neutron Spin Echo Spectrometer

The Neutron Spin Echo (NSE) spectrometer is being built and will be operated as a PRT facility involving NIST, Forschungszentrum (FZ) Jülich, and Exxon Research and Engineering Co. The FZ-Jülich has been operating a similar spectrometer that has been fully operational since the beginning of 1997. The NSE spectrometer (Fig. 4) is being installed at the end position of guide NG-5. The instrument is optimized to maximize the neutron flux on the sample by keeping the length as short as possible, while achieving as high a resolution as practicable. The practical maximum Fourier time is roughly 6x10^{19} \lambda^3 s m^{-3} (i.e. 30 ns for 8 Å neutrons). The design has reduced the magnetic field coupling between the two main coils in order to allow access to large momentum transfers (up to 2 Å⁻¹). The incident beam will be monochromatized typically to 10% by a mechanical velocity selector, although a backup \Delta \lambda = 20% selector that is shared with the backscattering spectrometer is also available. The beam will be polarized by a transmission cavity similar to that developed for SANS; delivery of the cavity is expected at the end of September 1997. An optical filter, similar to that designed for the NG-4 Disk Chopper Spectrometer, has been constructed and will be installed in October 1997. This optical filter will eliminate the requirement for a Bi/Be filter, and so increase the flux on the sample by 40%. The flux transmission through the optical filter is estimated to be 75% at 6 Å and 100% above 8 Å.

Correction elements have been constructed (at the FZ-Jülich) that will allow not only off-axis neutrons to satisfy the echo condition but also divergent neutrons. Tests performed at Jülich have shown that the echo condition at 30 ns can be satisfied over the entire area of a 30x30 cm² detector. This allows experiments to be per-
formed more quickly. A recent test at Jülich showed that a complete data set of 15 Fourier
times at each of 12 Q-values could be collected in 12 hours on a dilute polymer solution (2.5% polyisoprene in dimethylcyclohexane).

Unlike SANS, where the polarization analysis can be performed anywhere along the scattered flight path, the polarization analysis for NSE can only be performed just before the detector. In order to satisfy the demand on mechanical stability for good polarization efficiency, a monolithic array of polarizing supermirror elements has been designed that will allow all neutrons from a sample of up to 5 cm in diameter to be analyzed and detected. Delivery of the supermirror elements for a 5x7 cm² prototype array is expected in October 1997.

The epoxy tanzboden is almost completed. The initial layers of gravel and epoxy (necessary to provide a level subsurface) were laid down very successfully. There have been some difficulties with the epoxy-only pour to provide the final surface: The pot life of the epoxy is not long enough to allow mixing and pouring, in a single container, the 55 gallons required to cover 35 m² so that the entire floor self-levels. The final pour will be done with ten or eleven 5 gallon batches performed in parallel.

Thermal Neutron Instrument Modernization Program

We are presently in a multi-year modernization to develop a suite of modernized instruments that would have the highest scientific and technological impact in the long term. This upgrade will eventually include two new double-focussing thermal neutron triple-axis spectrometers, one dedicated filter analyzer spectrometer (FANS), and a horizontally focussed sub-thermal (2-20meV) triple axis. In addition to these inelastic instruments, a Perfect Crystal SANS instrument will be located at the BT-5 position. These new instruments will complement the existing High Resolution Powder Diffractometer at BT-1 and the Residual Stress/Single Crystal Diffractometer recently installed at BT-8. Detailed descriptions of the status of individual spectrometers are included below in separate sections. Here we describe progress on the early design effort which has focussed on components common to all of the new inelastic spectrometers.

We have developed a new standard beam-shutter system that will allow full utilization of the beam tube diameter available at NCNR. This required abandoning the existing design where the shutter and beam collimators are combined in a single unit. The new design features a beam tube liner and rotating shutter section that will operate inside the biological shield of the reactor and will allow for a beam as large as 16 cm tall and 7.5 cm wide. The beam collimators will be placed within a rotating drum external to the reactor biological shielding. A complete shutter system has been constructed and will be installed and tested at BT-7 in the coming year.

Detailed design has also been completed on a new monochromator drum that will allow use of the larger beams available with the new shutters. We have optimized the design for a monochromator height of 20 cm. Our design was based on a preliminary design for a monochromator drum originally developed for the Advanced Neutron Source. Three units have been ordered and are now under construction.

The Filter Analyzer Neutron Spectrometer (FANS)

The increasing complexity of new materials and processes is an important factor driving the development of new characterization tools. The traditional vibrational spectroscopies, infrared absorption and Raman scattering, have long played a central role. In principle, neutrons are a more versatile dynamical probe than photons because the fundamental nature of the neutron-nucleus interaction permits the observation of all the vibrations, not just those which satisfy appropriate symmetry-based selection rules. Furthermore the output of an inelastic neutron spectrum can be directly related to the vibrational density of states, providing a powerful testing ground for theoretical modeling of materials as well as a means to design materials with specific thermal properties.

However inelastic neutron scattering spectra have long suffered from the rather low intensity. To address this, a new, high intensity filter-analyzer neutron spectrometer (FANS) is being designed and constructed for installation in the reactor hall by a consortium of scientists from the University of Pennsylvania, the University of California at Santa Barbara, NIST, Hughes Aircraft, and DuPont. The throughput and sensitivity of FANS will exceed by a factor of at least 50 that of the filter-analyzer currently in use on the BT4 spectrometer over an energy range of 10 to 150 meV (80 cm⁻¹ to 1200 cm⁻¹). This will provide opportunities for new users and new kinds of ex-
periments with much smaller samples. For instance, FANS will be used to study intra- and intermolecular vibrations in molecular crystals and liquids, polymers, guest-host systems (hydrogen in metals, hydrocarbons in zeolite catalysts, sorbed gases on surfaces etc.), to characterize novel forms of carbon (fullerenes, tubules, foams and aerogels, amorphous carbons, fibers, etc.), novel candidate molecules for environmentally acceptable refrigerants, gas separation materials, aging of cements etc.

The operation of FANS is conceptually simple [7]. Monochromatic neutrons of variable energy $E_i$ are inelastically scattered from the sample. Then, using a low-pass Bragg cutoff filter, only those neutrons with a final energy less than the filter cutoff energy are detected. The low-pass filter consists of a cooled polycrystalline material (lattice constant $d$) which transmits only those neutrons with wavelengths longer than $2d$. The cutoff wavelength coresponds to an energy cutoff of about 3 meV for beryllium or about 1.1 meV if powdered graphite is placed in series with the beryllium. Inelastic spectra are recorded by scanning the incident energy and detecting all scattered neutrons with $E_f < E_{\text{cutoff}}$. The accessible energy transfer range of this instrument is limited on the high end to 200 meV ($1600 \text{ cm}^{-1}$) by the anticipated beam divergence which places a lower limit on the monochromator angle, and on the low end to 10 meV (80 cm$^{-1}$) by leakage of short-wavelength neutrons from higher-order monochromator diffraction.

Most of the gain of FANS compared to the current filter analyzer option on BT4 arises from the much larger solid angle covered by the secondary spectrometer (0.2% of $4\pi$ sr compared to 9%). Thus, most of the work to date has been directed toward the design of this much larger, cryogenically cooled, filter system. In fact, the development of the FANS spectrometer has been divided into two phases. In the first phase a subsection of the full filter-analyzer assembly will be used with the existing BT-4 drum and monochromators. This will allow us to realize a significant portion of the intensity gain rather quickly. Later, in the second phase, the existing BT-4 drum will be removed and a new thermal shutter system and monochromator drum (discussed above) will be installed. A second “wedge” will be added to complete the filter analyzer assembly and attached to the new drum. Detailed design is nearly complete for the first phase of the filter assembly and fabrication of these parts will begin shortly.

The design effort has included calculations of the neutronics in the filter material. These results demonstrated that the entire filter assembly will operate successfully at liquid nitrogen temperatures, forgoing the need for more a complicated closed-cycle He refrigeration system. We have calculated the heat load on the filter material to determine the amount of thermal shielding required and performed a finite element analysis to ensure the mechanical integrity of the vacuum chamber including the neutron windows. In addition, extensive neutron background tests have been made at BT-4 to optimize the amount and type of neutron shielding required for the analyzer assembly.

Furthermore, we have accepted delivery of all of the detectors, detector electronics, and all of the machined beryllium filter components. Procurement of the graphite portion of the filter and of the shielding pieces that separate the filter elements is in progress. Barring unforeseen problems, the phase I portion of the spectrometer should be ready for installation sometime in 1998. Engineering design is well underway for the phase II portion of the analyzer. We have also developed a procedure for fabricating appropriate Ge(311) monochromators which will be used to cover the low energy range of the spectrometer. Recently, a monochromator of this type was installed on the BT-1 powder diffractometer and is performing well.

**Monochromator Development**

The intensity-limited science of neutron scattering constantly calls for instrumental developments that provide an increase of flux on the sample. In most situations an improved monochromator offers a relatively inexpensive intensity gain, or better instrument resolution, with little or no change to other existing instrumentation. Monochromator crystals should have a large coherent structure factor, small absorption and incoherent scattering cross sections, and a high Debye temperature to minimize thermal diffuse scattering. Ideally the monochromator crystal should possess an anisotropic mosaic distribution that is matched to the angular acceptance of the instrument collimation system in the horizontal direction, and comparatively small in the vertical direction to maximize the flux on the sample when used in a focusing condition. Finally, the diamond structure is preferred as it eliminates second order contamination for some reflections. Both silicon and germanium satisfy many of these
requirements, and are commercially available as large single crystals.
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**Fig. 5.** Plots of Ge(311) pressing data: Crystal mosaic vs. temperature at a constant load of 1700 kg (3750 psi), and crystal mosaic vs. pressure at a constant temperature of 795 degrees C.

With these criteria in mind, we chose to upgrade the NIST BT-1 high resolution powder diffractometer by replacing the vertically focusing Cu(220) monochromator with a vertically focusing Ge(311) monochromator at 2θ=75°, where 2θ is the scattering angle from the monochromator. The new monochromator would have the same angular resolution as the Cu (220) monochromator it was designed to replace, but the larger d-spacing, and therefore longer wavelength of 2.0775 Å, would provide better resolution in Q-space, where Q is the magnitude of the wave vector transfer. Furthermore, the minimum in the resolution for this configuration occurs at Q ≈ 3.5 Å⁻¹, which compliments the characteristics of the other two monochromators, Cu(311) 2θ=90° and Si(531) 2θ=120°, which have minima in the resolution at Q values of 5.8 Å and 7.2 Å respectively. In addition, because of the diamond structure of Ge, the use of the Ge(311) reflection results in the elimination of second order (λ/2) beam contamination and so dismisses the need for intensity reducing filters.

The Ge(311) crystals, of dimension 50 x 20 x 10 mm, were plastically deformed in a vacuum hot press at temperatures between 780 and 825°C, and pressures between 1600 - 1700 kg (3527 - 3748 psi.). The crystals were placed on their (311) face between stainless steel pressrams (ground flat and parallel to within 0.005 inches) in a nitrogen environment, and brought up to the pressing temperature over a period of approximately an hour. The load was applied for three minutes and released, and the crystal was allowed to cool to room temperature over a minimum of five hours.

The induced crystal mosaic as a function of pressure and temperature was slightly unstable and seems to behave differently depending on the sample. This somewhat scattered response can be seen in Fig. 5 where we plot the crystal mosaic vs. temperature at a constant pressure, and the mosaic vs. pressure at a constant temperature. Although some samples had to be pressed twice to attain the desired mosaic, other samples, at the same pressure and temperature settings, overshot the ideal mosaic in only one cycle.

The assembled monochromator is comprised of five Ge(311) crystals clipped into aluminum support fingers that are fixed to a vertical focusing device. Each crystal has a Gaussian peak profile with a FWHM in the range 0.20° to 0.37°, and a peak neutron reflectivity (that varies with position on the crystal) of approximately 15-20% at 2.08 Å.
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**Fig. 6.** Sample curves produced by Ge(311) monochromator. Al₂O₃, at λ=2.077 Å, peaks are fit with Gaussians.

The Ge(311) monochromator installed in the NIST BT-1 powder diffractometer yields the
highest neutron flux ($7 \times 10^5$ n/cm$^2$ sec with 15° in-pile collimation), and best resolution at low values of the scattering vector $Q$, of the three available monochromators. Diffraction patterns obtained using the Ge(311) monochromator display nearly perfect Gaussian lineshapes (Fig. 6). The Ge(311) monochromator has been used successfully for measurements on zeolite materials, magnetic ordering and phase change studies, and in cases where high-angle diffraction data are not needed.

**Perfect Crystal SANS Diffractometer**

In order to extend the measurement range of the NCNR's two, 30 m, pinhole geometry SANS instruments to larger length scales (up to $\sim 10^4$ nm), a perfect crystal diffractometer (PCD) with large triple-bounce, channel-cut crystals (Bose-Hart geometry) is being constructed at a dedicated thermal neutron beam port (BT-5). The multiple reflections suppress the "wings" of the beam profile in order to improve the signal-to-noise at the lowest scattering angles. By using three reflections before and after the sample, the wings decay as $Q^{-6}$. The PCD will cover a $Q$-range from 0.001 to 0.1 nm$^{-1}$, thus extending the low-$Q$ limit of the present SANS instruments by more than an order of magnitude.

Due to space limitations and the desire to maximize the intensity on this generally flux-limited type of instrument, the PCD was originally planned to operate close to the reactor face in a vertical scattering plane. During the past year, however, a way has been found to build the instrument in a horizontal scattering geometry without compromising the estimated beam intensity [8]. The redesigned layout of the instrument is shown in Fig. 7. A key element of this design is the premonochromator which ideally should produce a diffracted beam with the nearly perfect correlation between wavelength and angle needed to satisfy the Bragg condition at the first channel-cut crystal. The required $\lambda-\theta_m$ correlation at the channel-cut monochromator implies that $d\theta_m/d\lambda = d(2\theta_m)/d\lambda$ where $\theta_m$ is the Bragg angle at the premonochromator. This equation leads to the relation $d_{pm}^2 = 4d_m^2 - 3z_m^2/4$ for the optimum premonochromator $d$-spacing $d_{pm}$ ($d_m$ is the $d$-spacing of the channel-cut crystal monochromator). The premonochromator must also have a mosaic spread, $\eta_m$, such that $2\eta_m = \Delta\theta$ where $\Delta\theta$ is the divergence required to give the desired $\Delta\lambda/\lambda$. For Si(220) channel-cut crystals and a wavelength of 2.4 Å, either $30'$ mosaic Ge(111) or pyrolytic graphite (002) as the premonochromator would closely satisfy these conditions. With this approach, the premonochromator can be located some distance from the beam port with minimal loss of useful flux since the required (horizontal) beam divergence before the premonochromator is small. The premonochromator will also be vertically curved to focus on the sample and tall enough (~10 cm) to accept the full vertical divergence of the beam port.

Two triple-bounce, channel-cut Si(220) crystals have been acquired which preliminary tests have shown to have the required degree of perfection. The beam port liner, beam shutter and front end shielding for the instrument have been constructed and will be installed in early 1998. Detailed design of the remainder of the instrument will be completed in the spring of 1998.

The construction of the PCD is partially supported by the National Science Foundation through Agreement No. 94-23101.
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Reactor Operations and Engineering

For the second year in a row, the reactor has operated well, with no major problems. On-line time was at 70% of real time, in spite of a one-month shutdown for maintenance of the neutron guides, and an additional one week shutdown for shipment of spent reactor fuel. There were very few unplanned reactor shutdowns, and almost all of those which occurred were the result of commercial power interruptions. As a result of the unique fuel management program, fuel utilization remains the highest of any reactor of comparable power in the world.

We have moved to a seven-week operating cycle, 38 days at power and 11 days shut down for refueling, maintenance and surveillance testing. This has allowed us to predict availability substantially in advance, and provide a better planning basis for experimental activities. In addition to this basic cycle, there is one longer shutdown each year to allow for special requirements, such as operator training.

During the year, NIST has signed interagency agreements and awarded contracts that will assure a long term supply of fuel, heavy water and control rods. With this accomplished, we have all of the necessary supplies and arrangements required for the next decade of reactor operation. A revised Safety Analysis Report has been drafted, and chapter by chapter review and approval by all concerned is underway. In anticipation of the upcoming retirement of senior personnel, three operator trainees, one electronics engineer and two guest researchers have been added to the Reactor Operations and Engineering staffs. A new, full scale refueling mockup stand allows staff to be trained in the complex procedures in an off-line mode, without requiring reactor shutdown.

Numerous reactor upgrades and improvements are planned and/or underway. These include a new digital fuel transfer panel, an actual size fuel transfer training station, modernization of the cooling tower and the ventilation system, complete redesign and upgrade of the pneumatic irradiation system and associated radiochemistry laboratories. In addition a new public address system is being installed and major improvements in nuclear, process and radiation monitoring systems are planned. All of these activities are an integral part of our plan to apply for a new license the reactor extending 20 years beyond the current expiration date in 2004.

During the past year, the group was awarded a group Gold Medal, the highest award of the Department of Commerce, for their "...small, excellent staff...with an unrivaled record of safe operation and high availability." A key element in the award was the high cost effectiveness of the NIST facility compared to any comparable neutron source in the world.
Blends

- Polystyrene/Polybutadiene/Poly (styrene-
butadiene) Blends Under Shear

The effects of shear on the behavior of a blend of polystyrene (PS), polybutadiene (PB), and poly(styrene-butadiene) (PS-PB) diblock copolymer have been examined by SANS as a function of copolymer concentration, shear rate, and temperature for a fixed ratio of PS to PB. The quiescent behavior has been previously examined, and for a range of copolymer concentrations (<12 wt %), the phase separation temperature is lower than for the pure two-component blend of PS and PB.

In experiments on samples where all polystyrene is deuterium labeled (PSD), shear induced a suppression of concentration fluctuations in the low block copolymer concentration samples (3 and 5 wt %), as was observed in the blend without copolymer present. However, a sample containing 8.6 wt % copolymer demonstrated shear enhancement of concentration fluctuations. Hence, at higher concentrations, the copolymer appeared to destabilize the phase behavior of the mixture during shear. The data were fit to the Ornstein-Zernike equation to obtain the correlation length of the labeled species, $\xi$ and the susceptibility, $S(q=0)$. From these two quantities, the interfacial contribution to the Ginzburg-Landau free energy, $\kappa$, was obtained. The magnitude of $\kappa$ decreased with increasing copolymer content and was independent of shear rate. The decrease in $\kappa$ with increasing copolymer content indicates the energy cost for formation of interfaces decreased at higher copolymer concentrations.

Another set of experiments was conducted on samples with the polystyrene in the block copolymer being the only deuterium labeled component in the mixture. Due to the low concentration of the labeled component, data was only obtained on a sample containing 8.6 wt % copolymer. A peak in the scattering was observed, which increased in intensity and shifted to lower angle as the critical temperature was approached from the one-phase region. No shear rate dependence in the scattering was observed. Data was also obtained on a 8.6 wt % solution of the labeled copolymer in dioctyl phthalate. Over the same range of temperatures and shear rates used on the three component mixture, no shear rate or temperature dependence was observed in the scattering from the copolymer solution. The scattering from the copolymer solution was assumed to represent the copolymer form factor, so that the structure factor for the copolymer-only-labeled sample could be obtained. The resulting structure factor was fit to the Ornstein-Zernike relation to obtain a correlation length for the copolymer in the mixture. The magnitude of the copolymer correlation length is consistent with the picture of the copolymer location being primarily where $|\nabla \psi|$ is a maximum.

- Stilbene Labeled PS/PVME Blends

Deuterated polystyrene (PS) labeled with a stilbene derivative dye (3 mol %) was blended with poly(vinyl methyl ether) (PVME) to examine the effect of photoisomerization of the dye on the phase behavior of the blend as a function of temperature and dye irradiation time by SANS. The non-irradiated samples are presumed to contain only dye in the trans isomeric state. With increasing exposure time, the dye is converted to the cis isomeric state. The isomeric state of the dye is presumed to influence the PS chain conformation as well as the interaction with the PVME. The phase behavior has been previously examined by light scattering [1].

The random phase approximation (RPA) for two component mixtures was used to fit the data and extract the average segment length in the mixture and the interaction parameter, $\chi$. Plots of $\chi$ versus inverse temperature for various irradiation times are linear, with the slope increasing with increasing irradiation time. Further data analysis is in progress.

- Polyolefin Blends Under Shear

This work is part of a CRADA with Exxon to study the phase behavior of their metallocene catalyzed polyolefin materials. As part of this work the influence of shear on the phase behavior of these blends was examined by SANS using the in-situ SANS shear cell of the Polymers Division. Two model blends of the polyolefins were examined. One of the blends displayed lower critical solution temperature (LCST) behavior while the other blend exhibited upper critical solution tem-
perature (UCST) behavior. Qualitatively both systems appear to demonstrate shear induced suppression of concentration fluctuations, however, quantitative evaluation of the data is still in progress.

**Filled Polymers**

- **SANS Characterization of Silicone Polymer Filler Blends**

  The goal of this work is to measure the chain dimensions of poly(dimethyl siloxane) (PDMS) polymers in solution, bulk, and in the presence of a variety of fillers at various filler concentrations by SANS. Preliminary measurements have concentrated on the solution characterization of the individual fillers and polymers. Radius of gyration values for the polymers in solution have been obtained and are in good agreement with values derived from gel permeation chromatography. Data analysis on the filler materials is still in progress.

  Isotopic blends of deuterated and protonated PDMS were prepared, and the scattering as a function of deuterated polymer concentration was obtained. The low concentration data were analyzed using the traditional Zimm plot formalism. The random phase approximation (RPA) formalism was also utilized for fitting higher deuterated polymer concentrations. The zero concentration limit for the radius of gyration ($R_g$) with the Zimm and RPA formalisms were identical. From the RPA fits, there is apparently a strong dependence of $R_g$ with the ratio of deuterated to protonated polymer, which will be explored in more detail. Measurements to obtain $R_g$ in the presence of filler materials are in progress.

- **SANS as a Method for Characterization of Filled Polymers**

  In this study, the utility of SANS will be assessed as a characterization method for filled polymers. A number of other techniques exist for characterization of these materials, hence parameters uniquely obtainable by SANS are desired which may be correlated to bulk properties of the filled materials. Test samples have been evaluated from two sources. The first set of samples was received from the Building and Fire Research Laboratory (BFRL) of NIST. The samples were polypropylenes filled with silica gel particles. The samples were examined as a function of primary particle size (5 and 20 μm), mechanical history (once or twice extruded), pore volume, and surface treatment. Preliminary results indicate that SANS could distinguish differences in the samples based on pore volume and surface treatment, but not on primary particle size and mechanical history. Evaluation of various schemes for quantitative fitting of the scattering and determination of mechanical properties of the materials is in progress.

  A second set of samples was obtained from Goodyear Tire and Rubber Company. The samples were polybutadiene and styrene-butadiene rubber (SBR) filled with fumed silica or carbon black. Three different types of carbon black and three different types of fumed silica, with different surface areas, were examined in each matrix as a function of filler concentration. No differences among the fumed silicas could be observed and only one of the carbon blacks showed any significant differences in the scattering. Measurements on samples with other variations are planned.

**Interfaces and Thin Films**

- **Wetting Transition in Polymer Thin Films**

  In this project Neutron Reflectivity measurements are used to study the composition profile of a binary polymer blend near a surface. Monitoring the adsorption profile of one component affords the possibility to observe a wetting transition close to the blend’s critical point. A wetting transition is defined as the change from an incomplete to a complete wetting state of a substrate by a second phase. This wetting transition is well established in binary mixtures of small molecules in the vicinity of the critical point of the phase diagram [2]. However, little experimental work has been done on polymer mixtures concerning the wetting transition [3-5].

  Neutron reflectivity experiments are in progress in order to measure the surface enrichment in blends of deuterated polystyrene (dPS) and polybutadiene (PB). This blend exhibits an upper critical solution temperature type phase behavior. In several experiments the adsorption behavior of a blend with a near critical composition on different surfaces was studied as a function of temperature approaching the binodal curve. The results show that PB preferentially adsorbs on hydrogenated silicon surfaces. Further experiments showed that it is possible to change from preferential adsorption of PB to a preferential dPS adsorption by modifying the surface with a grafted polystyrene monolayer. Due to this surface modification, a thick dPS-rich adsorption layer now forms at the polymer brush/polymer blend interface as the binodal curve is approached. The in-
fluence of such a brush layer on the wetting properties of a small molecule binary system has recently been studied [6].

Currently, we are studying the composition dependence of the adsorption. More reflectivity experiments will be done with polymer films of different bulk composition.

- **Copolymer Composition Effects on Homopolymer / Random Copolymer Interface**

Many important practical applications utilize blends of homopolymers with random copolymers, where the copolymers act as reinforcing agents at the interfaces. The interfacial toughness in these systems depends primarily on the number of effective entanglements across the immiscible interface and how far one phase penetrates into the other. A knowledge of the interface width between a homopolymer and a copolymer [7] is therefore vital for predicting properties of such materials. In this project we investigate one such system, deuterated polyphenylene oxide (dPXE) and a random copolymer styrene acrylonitrile (SAN), in which there is no chemical or grafting reaction [8], but only a favorable interaction. Here we have used neutron reflection to investigate the interface width between dPXE and SAN for varying AN composition.

Neutron reflection measurements were performed for a series of Si/dPXE/SAN floated bilayer samples, with SAN having \( \phi_{AN} = 0.15, 0.20, 0.25, 0.31 \) and 0.40. Films as-cast and after annealing at 140 °C for 1.5 hours, 9 hours and 180 °C for 3 hours were measured. All as-cast samples exhibited sharp interface widths on the order of typically 1 nm, indicative of good sample quality. These interfaces broadened upon annealing at 140 °C for 1.5 hours in inverse relationship to \( \phi_{AN} \). Through swap experiments, deuterium labeling effects were found to be unimportant for this system which is dominated by strong interactions. Such a trend is qualitatively expected from calculations estimating the ternary interaction parameters, \( \chi_{PPPOP}, \chi_{PPOPA}, \chi_{PPSAN} \) and \( \chi_{PSAN} \) for this system. Quantitative fits to the data indicate that the interface widths are in acceptable range of calculated values from theory. Annealing for 9 hours at 140 °C, or at the higher temperature of 180 °C did not significantly alter the reflectivity profiles. Additional broadening may arise from capillary waves in thin film geometry. This idea was tested in bilayer films with very thin layer thicknesses. The interface widths were confirmed to be substantially broader in these samples. For sufficiently low \( \phi_{AN} \), the homopolymer and random copolymer should become miscible. Neutron reflection measurements on a reference dPXE/PS (\( \phi_{AN} = 0 \)) system confirmed that the system is miscible in this limit.

**Investigation of the Regimes in Dendrimer Solution**

This study is the first to focus on the behavior of dendrimers in solution over the whole range of concentration (range of mass fraction \( x, 0.01 \leq x \leq 0.80 \)) [9]. The two poly(propylene imine) dendrimers DAB(\( \text{PA})_{32} \) and DAB(\( \text{PA})_{44} \) were used. Based on the result of this study we give the first definition of solution regimes for dendrimers [10].

We define the 'dilute solution regime' for dendrimers to reach to a dendrimer volume fraction, \( \phi^* < \phi^{*RCP} = 0.64 \), the value \( \phi^* \) being calculated from the radius of the dendrimer at infinite dilution. In this regime, the radius of the dendrimer does not depend on the concentration.

![Fig. 1. Values of the volume fraction of poly(propylene imine) dendrimers, plotted versus the dendrimer mass fraction \( x \) (O and ●: DAB(\( \text{PA})_{32}, \square \) and ■: DAB(\( \text{PA})_{44} \)).](attachment:image.png)

At the threshold value \( \phi^* = \phi^{*RCP} = 0.64 \), the dendrimers take a random close packing arrangement. In concentrated solution, i.e. \( \phi^* \geq \phi^{*RCP} \), the dendrimers collapse by an amount that the value of the dendrimer volume fraction, \( \phi \), equals the value of random close packing spheres (\( \phi = \phi_{RCP} = 0.64 \)). The validity of the model is limited to high concentrations by the point where the dendrimers have a segment density close to the value of the bulk dendrimer. We refer to this model as the 'random close packing of collapsing dendrimers'.
The collapse of the dendrimers is observed experimentally by measuring the SANS at various dendrimer mass fractions up to \( x = 0.80 \) in the solvent \( \text{CD}_2\text{OH} \), and calculating the structure factor \( S(q) \) on the basis of the decoupling approximation by using an extrapolated form factor \( P(q) \). \( S(q) \) is analyzed in terms of a mean dendrimer-dendrimer distance. The figure shows the data for the dendrimer volume fraction, \( \phi \), as a function of the dendrimer mass fraction \( x (\phi^*) \), calculated from the radius of the dendrimer dilute solution; \( \phi_{\text{app}} \), calculated from the dendrimer-dendrimer distance).

**Effect of Solvent Quality on Starburst Dendrimers**

Dendrimers are unique molecules in respect to their regular and highly branched structure. Extensive characterization studies of dendrimers by the polymer blends group have shown that dendrimers are spherical and very uniform. This makes them excellent candidates for calibration materials with a well-defined diameter in the range \( 3 \text{ nm} \leq d \leq 15 \text{ nm} \), depending on the family and generation of the particular dendrimer. Crucial for the introduction of dendrimers as calibration standards is to know the sensitivity of the dendrimer to parameters such as solvent quality and temperature.

- **Dendrimer in Pure Solvents of Different Solvent Quality**

  The radius of gyration of a generation 8 poly(amidoamine) (PAMAM) dendrimer was measured by SANS in dilute solution using water, methyl-, ethyl-, and \( n \)-butyl alcohol as solvents. The solvent quality for PAMAM dendrimers decreases from water to \( n \)-butyl alcohol. The radius of gyration was calculated from the SANS data by applying a Guinier fit. A weak dependence of the dendrimer size on the solvent quality is found (Fig. 2). The radius of gyration varies by 4 Å when changing the solvent from water to \( n \)-butyl alcohol.

- **Dendrimer in Solvent Mixtures**

  The quality of the solvent for PAMAM dendrimers can also be varied by adding a non-solvent to a dendrimer solution. This procedure allows a study of the effect of solvent quality close to the solubility limit. The shape and size of generation 5 and generation 8 PAMAM dendrimer was investigated by using methyl alco-

![Fig. 2. Dependence of the radius of gyration of a generation 8 PAMAM dendrimer on the solvent quality(solvents: water, methyl-, ethyl- and \( n \)-butyl alcohol).](image)

hol/acetone mixtures of different composition as solvent. The PAMAM dendrimers were found to be soluble in these solvent mixtures in the range of composition \( 0 \leq x_{\text{solvent}} \leq 0.5 \), with an interesting narrow miscibility gap around \( x_{\text{solvent}} = 0.3 \) (\( x_{\text{solvent}} \), mass fraction of acetone \( d_6 \)). A variation of the temperature in the range -10 °C ≤ \( T \) ≤ 50 °C had virtually no effect on the size and shape of the dendrimers for all the solvent compositions studied. Scattering patterns of the solutions close to the solubility limit, i.e. \( x_{\text{solvent}} \approx 0.5 \), are dominated by the miscibility gap.

**Domain Structure in Polyelectrolyte Solutions**

Polyelectrolyte solutions are well known for their complex scattering behavior and remain among the least understood systems in macromolecular science. There are several experimental observations which are now considered universal to charged macromolecular systems at low ionic strength. In SANS these include an upturn at low wavevector and a maximum at finite wavevector. Although these phenomena have been observed and studied for decades, there is no clear molecular interpretation.

In this study, we use small angle neutron scattering to probe the structure of aqueous and non-aqueous polyelectrolyte solutions. Data from two configurations of the 30 m SANS facility were combined, yielding a scattering profile covering nearly two decades in q values. This extended q range, which is a factor of six lower than previous SANS measurements, allows overlap of the SANS data with the results of light scattering.
from the same solutions (Fig. 3). The results confirm the presence of structures much larger than single chains, which we interpret in terms of multi-chain domains.

![Graph](image)

**Fig. 3.** Log-Log plot of SANS scattered intensity for the two instrument configurations (no arbitrary adjustments to the data) and SLS scattered intensity (data arbitrarily shifted to match the SANS data) plotted versus the scattering vector q for three different polymer.
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**Fig. 4.** SANS scattered intensity, I(q), plotted versus the scattering vector q for (○)PMVP in ethylene glycol-d$_6$ with zero added salt, for (⊘)PMVP in ethylene glycol-d$_6$ with excess NaCl, and for (▵)PVP in ethylene glycol-d$_6$.

One complication for aqueous solutions is the influence of poor backbone-solvent interactions, which may contribute to the unusual scattering [13]. We have shown that small angle neutron scattering on a polyelectrolyte dissolved in a solvent where the hydrophobic effect is not present shows the same features as typical polyelectrolytes, a peak at finite wavevector and a steep upturn at low wavevector[14]. The scattering of the polyelectrolytes after the addition of excess salt suppresses the unusual peak and steep upturn yielding scattering nearly identical to that from neutral chains in the same solvent (Fig. 4). These results indicate that strong correlations promoted by electrostatic interactions dominate the physics of polyelectrolyte solutions and that the influences of poor backbone solvation are unessential for explaining the primary characteristics of polyelectrolyte scattering.

**SANS Study of a Labeled PAMAM Dendrimer**

Many of the potential technological applications of dendrimers depend on their segment density distribution. Previous scattering studies have shown that dendrimers have uniform interiors and are quite spherelike in their shape [13]. The location of the terminal groups is also of importance, since they are usually chemically different from the rest of the dendrimer.

Two samples of generation 7 PAMAM-Dendrimers with tetrafunctional cores based on ethylene diamine were used. One was a fully protonated dendrimer and the other had the first half of generation 7 labeled with deuterium by use of deuterated methyl acrylate-d$_3$ in the second last reaction step. SANS experiments with the unlabeled dendrimer were carried out under high contrast conditions (solvent: CD$_3$OH). The labeled dendrimer was dissolved in a CD$_3$OH/CH$_3$OH mixture that has the same average contrast as an unlabeled PAMAM dendrimer. The contrast
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**Fig. 5.** Guinier plots of matched and unmatched G$^2$ dendrimers.
match conditions were found by preparing solutions of unlabeled dendrimer with different CD$_3$OH/CH$_3$OH mixtures.

A Guinier fit is applied to calculate the radius of gyration $R_g$ for both samples. The fits are shown in Fig. 5. For the deuterated sample a larger value for $R_g$ is obtained ($R_g$(D) = (41.1 ± 1.2) Å) than for the unlabeled one ($R_g$(H) = (34.5 ± 0.4) Å). Using the value $R_g$(H) to calculate the equivalent hard sphere radius of the dendrimer, a value of $R_h$ = 44.5 ± 0.5 Å is obtained. When the deuterated segments of the last generation are assumed to lie within a thin shell surrounding the dendrimer, the experimental radius of gyration $R_g$(D) = 41.1 Å is equal to the radius of the thin shell. This value corresponds well to the calculated hydrodynamic radius $R_h$ = 44.5 Å for the whole dendrimer. The units of the first half of the last generation of a seventh generation dendrimer have a radius of gyration that is larger than that of the whole dendrimer by a factor of 1.19 ± 0.06. This suggests that the terminal units are predominately towards the outside of the dendrimer [14].

- **Ternary Blends of Dendrimers and Linear Polymers.**

Blends of deuterated polystyrene (PSD) and poly(vinylmethyl ether) (PVME) have been extensively studies at NIST [1], and have a phase transition between 130 and 160 °C depending on composition and molecular weight. Blends made of PSD and PVME have been modified by the addition of hydrophobically modified dendrimers. SANS has been used to estimate the change in the spinodal temperature as a function of dendrimer content.

![Graph](image)

**Fig. 6.** Increase of spinodal temperatures with addition of hydrophobically modified dendrimer.

Hydrophobically modified dendrimers were synthesized by reacting 1,2 - epoxy octane with amino terminated poly(propylene imine) dendrimers. Blends were made with 10, 30, 50, and 70 weight % PSD with the remainder PVME. To these blends, 0, 1, 3, 5, and 10 weight % hydrophobically modified dendrimer was added. Ornstein-Zernike fits were made of the scattering and the spinodal was calculated from the divergence of the correlation length and the zero angle scattering.

Figure 6 is a plot of the increase of the spinodal temperatures as a function of dendrimer content. For samples with 10 weight % PSD, addition of 1% dendrimer increased the spinodal over 30 °C. Blends with 30 weight % PSD had an increase of around 15 °C. In all cases with low PSD weight fractions, miscibility was increased by a considerable amount. In blends with higher PSD content, immiscible blends resulted.
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Ceramic Coatings

The Ceramic Coatings Program is a measurement and characterization effort which addresses the processing reproducibility and performance prediction issues that are primarily associated with thermal-spray deposited ceramic coatings. The program focuses on plasma-spray-deposited ceramic thermal barrier coatings used in aircraft gas turbines and expected to be used in land-based turbines and diesel engines. Sales in the thermal-spray industry are currently valued at more than one billion dollars annually, a significant portion of which is ceramic thermal-barrier coatings. Collaborations have been established with industrial organizations including Pratt and Whitney, General Electric, Caterpillar, METCO, MetTech and Zircoa as well as the Thermal Spray Laboratory at the State University of New York at Stoney Brook and the Thermal Spray Laboratory at Sandia National Laboratory. The program includes collaboration with the National Aerospace Laboratory and the National Mechanical Engineering Laboratory, both in Japan, to examine functionally gradient materials. Collaboration is also underway with BAM (Germany) for the development of characterization techniques for thin, hard films. Research is conducted on the processing and properties of Physical Vapor Deposited (PVD) ceramic coatings in collaboration with Praxair, an Advanced Technology Program (ATP) awardee.

Participants in the NIST program are located in the NIST Center for Neutron Research, the Ceramics and Materials Reliability Divisions of the Materials Science and Engineering Laboratory, and the Chemical Science and Technology Laboratory.

The approach taken in the plasma-spray (PS) research has been to build on the analytical capabilities at NIST and the material processing capabilities of collaborators. The program has the following elements:

- development of techniques for characterization of physical and chemical properties of stabilized zirconia and tungsten carbide feedstock to provide data for increased processing reproducibility as well as data required for production of a Standard Reference Material suitable for calibration of light-scattering size distribution instruments used in industry for analysis of PS powder;
- development of scattering techniques to determine the quantity, size and orientation of porosity and microcracks in PS ceramic coatings suitable for use in modeling the thermomechanical behavior of these materials;
- development of methods to measure chemical, elastic modulus, and thermal properties on a scale suitable for use in microstructural models of behavior;
- development of techniques to model thermomechanical behavior of thermal-barrier coatings to enable more reliable performance prediction; and
- development of techniques for accurate measurement of the thermal conductivity of PS coatings, by use of the guarded hot-plate technique suitable for incorporation in ASTM standards and by the pulsed laser heating technique, to provide a method for comparison with routine industrial techniques.
- development and refinement of more sensitive methods for accurate analysis of oxide phases and residual stresses which affect performance and durability of coatings.

Research on chemical mapping of powders and microstructures is conducted in the Microanalysis Division of the Chemical Science and Technology Laboratory, while thermal property research is conducted in the Materials Reliability and Metallurgy divisions. The NIST Center for Neutron Research participates in both the powder analysis and scattering projects. A strong attribute of the PS coatings research is the use of common materials for which complementary data can provide a more complete understanding of processing microstructure property relationships.
Evaluated Materials Data

The objective of the Evaluated Materials Data Program is to develop and facilitate the use of evaluated databases for the materials science and engineering communities. Both research- and application-directed organizations require readily available evaluated data to take advantage of the large volume of materials information developed on public and private sponsored programs. This information, particularly numeric data, is available in an ever increasing number of publications published worldwide. The necessity to consolidate and allow rapid comparison of properties for product design and process development underlies the database projects.

Evaluated databases are developed in cooperation with the NIST Standard Reference Data Program Office and, often, coordinated with the activities of other laboratories and scientific/technical societies. Research consists of the compilation and evaluation of numeric data as well as recently initiated efforts directed at more effective distribution and use of data. Database activities reflect laboratory programs with scientific capabilities required for appropriate data evaluation.

Database projects in MSEL include:

- Phase Equilibria Diagrams (PED), conducted in cooperation with the American Ceramic Society;
- the Structural Ceramics Database (SCD), a compilation of evaluated mechanical and thermal data for nitrides, carbides, and oxides of interest to engineers and designers;
- a ceramic machinability database, developed by the Ceramic Machining Consortium (see Ceramic Machining Program);
- a high T_c superconductivity database developed in cooperation with the Japanese Agency for Industrial Science and Technology (see High Temperature Superconductivity Program);
- development and implementation of the STEP protocol for the exchange of materials data, under the auspices of the ISO 10313 activity;
- the NACE/NIST Corrosion Performance Database developed by NACE and the Metallurgy Division to provide a means to select structural alloys for corrosive applications; and
- the Crystal Data Center, developed by the NIST Center for Neutron Research, which provides fundamental crystallographic data on inorganic materials.

High Temperature Superconductivity

A significant program in high T_c superconductivity is being conducted in MSEL and other Laboratories at NIST. The primary focus of the MSEL program is on bulk superconducting materials for wire and magnet applications. In carrying out this program, researchers in MSEL work closely with their counterparts in other NIST Laboratories, and collaborators in U.S. industry, universities, and other National Laboratories.

The primary thrusts of the program are as follows:

- Phase equilibria - Work is being performed in close collaboration with the U.S. Department of Energy (DOE) and its national laboratories to provide the phase diagrams necessary for processing these unique ceramic materials. A prime objective is the development of the portions of the phase diagram for the Pb-Bi-Sr-Ca-Cu-O system relevant to production of the high T_c materials.
- Flux pinning - Use is made of a unique magneto-optical imaging facility to examine flux pinning in a variety of materials, with much of this work being conducted in collaboration with American Superconductor Corporation. In addition techniques for better interpretation of magnetic measurements are being developed. Structure and dynamics of flux lattices and melting phenomena, critical to applications, are investigated with small-angle neutron scattering techniques.
- Damage mechanisms - Work is being carried out under a joint CRADA (cooperative research and development agreement) with American Superconductor Corporation as part of the "Wire Development Group" which involves a number of DOE National Laboratories and
the University of Wisconsin to elucidate the effects of strain on the loss of current in superconducting wires. The primary tool being employed is the use of microfocus radiography available at the NIST beamline at the Brookhaven National Laboratory.

- Database - A high temperature superconductor database has been developed in collaboration with the National Research Institute for Metals (NRIM) in Japan. The High Temperature Superconductor Database (HTSD) includes evaluated open-literature data on numerous physical, mechanical, and electrical properties of a variety of chemical systems. The first version of the database is now for sale by the Office of Standard Reference Data.

- Crystal structure - Thermal neutron scattering techniques and profile refinement analyses are being utilized to investigate crystal and magnetic structures, composition, dynamics and crystal chemical properties. This research is being carried out in collaboration with a number of industrial and university experts and researchers at National Laboratories.
Other MSEL Programs with NCNR Participation
**EXXON Research at the NCNR**

Exxon Research and Engineering Company is a member of the Participation Research Team (PRT) that operates, maintains and conducts neutron-related research activities on NCNR's NG7-30 m SANS instrument. Most experiments are in the fields of polymers, complex fluids, and petroleum mixtures, using SANS as a tool to study their structure-property relations. We also participate in other type of activities at NCNR, for example, neutron imaging, neutron reflectivity. The following short reports briefly describe some of the programs, while a more complete list of the programs and their participants can be found at the end of this Section in Research Topics.

**Effect of Pressure on the Thermodynamics of Polyolefin Blends**

For the last several years we have been engaged in a study of the basic thermodynamics of mixtures of polyolefins which has relied heavily on SANS experiments at NIST. Polyolefins are saturated hydrocarbon polymers which are among the most common plastics (polyethylene, poly-propylene) and elastomers (ethylene-propylene copolymer, polyisobutylene). These are often used as blends, and their phase behavior has an important effect on the properties and so utility of such materials. It is difficult to obtain data on polyolefin blend thermodynamics in the liquid state by conventional due to the lack of density and refractive index differences. Deuterium labeling and SANS has allowed the direct determination of the interactions in these blends. This technique has now been used on over 100 blends involving some 40 different polyolefins.

A wide variety of phase behavior has been seen in these polyolefin blends - UCST (that is, phase separation upon cooling), LCST (that is, phase separation upon heating), and combinations of both. For the great majority of these blends, we have found that a Hildebrand regular solution scheme can be used to describe the Flory interaction parameter, $\chi$ that is measured. That is, we can assign a solubility parameter to each polymer, based either on SANS measured interactions or independently by PVT measurements, and from these predict quite well how the polyolefin mix. For a small fraction of the blends, these regular solution ideas do not work, and most of these irregular blends have a much lower interaction energy density than such a model would predict. In fact some of them even have negative $\chi$ values. Since there are no strong, specific interactions between these saturated hydrocarbon components, it is hard to understand the origins of such irregularity. In an attempt to find the reasons for this, as well as to understand the behavior of such blends in applications like extrusion and molding, we have studied the effect of pressure on interactions in several of these blends over the last year.

Some general trends have been seen. For those blends which display UCST phase behavior it is always found that the critical temperature increases with pressure. We have now seen this in several polyolefin blends: in particular, blends of various ethylene copolymers with each other and in isotopic blends of the hydrocarbon and deuterons versions of the same polymer. In a similar fashion, in a mixture that displays LCST behavior the critical temperature also increases with pressure. This was seen in a blend of polyisobutylene (PIB) with a head-to-head polypropylene (hhPP), and it has also been observed in blends of polyvinyl methyl ether) and polystyrene (S. Janssen et al., Macromolecules 1994, 27, 5587). So increasing pressure reduces the degree of miscibility in UCST blends (pressure raises the UCST) while it increases the degree of miscibility in LCST blends (by raising the LCST).

There is a certain consistency in these results. In UCST systems, the mixed state is destabilized by an increase in density, either by cooling or by pressurization. On the contrary, in an LCST system densification increases the stability of the one-phase state. This led us to consider how the interaction parameters of these blends depend on density, rather than pressure or temperature alone. For the UCST blends the data for all of the temperatures collapse together when plotted versus density, showing that the interaction energy density is a simple function of blend density for these cases. For the PIB/hhPP blend the data clearly come closer together, but do not overlap for the UCST blends. So it appears that a simple equation of state may apply for these polyolefin blends. We are now in the process of further quantifying these results and will be examining other systems as well.
Micelles and Microemulsions of Poly-electrolytes Copolymers

Diblock polyelectrolyte copolymers styrene-b-sodium acrylate (PS-PANa) with PANa molecular weight (Mw) ~ 34K and PS 3.5K, 9K and 12.3K were studied in aqueous solution using SANS. Spherical micellar aggregates were found to self-assemble with polydispersity around 10%. The aggregation number for the 3.5K PS was 60 and 9K PS 160, which remain roughly constant for different concentrations. Due to the intramicellar charge repulsion, polyelectrolyte micelle hairs were found to be extremely stretched into rod-star configuration. The interaction between the charged micelles is prominent even at 0.1% diblock concentration. The inter-micellar structure factors as a function of polymer can be best fit using a hard sphere/square well potential with a Sharma-Sharma mean spherical approximation. We propose that the hard sphere interaction is due to an induced dipole dispersion interaction. Introducing a third phase, toluene, into the micelle dispersion, monodisperse micro-emulsion were found to form by core-swelling with no reorganization of the micellar aggregates. Increasing toluene to a content higher than that of copolymer, polydispersed spherical emulsions of 1 to 100 microns size were observed.

Polymer Aggregates with Crystalline Cores: The System Polyethylene-poly(ethylene-propylene)

We have studied the aggregation behavior of polyethylene-poly(ethylene-propylene) (PE-PEP) diblock copolymers dissolved in decane. For this purpose PE-PEP diblock copolymers of various molecular weights, compositions, and degrees of deuteriation were synthesized via an anionic route. The structure and morphology of the aggregates was studied by SANS varying both the contrast as well as the polymer labeling. We found a hierarchy of structures: The PE component crystallizes in lamellar sheets (thickness 40-80 Å) surrounded on both sides by a PER brush which exhibits a close to parabolic density profile. Different aggregates form macroaggregates of needle like shape with the PER lamellar planes in the long direction. This macroaggregation is well described by a paracrystalline structure factor. The structural parameters depending on composition and molecular weight can be well understood in terms of a free energy of formation based on a scaling model. A quantitative evaluation of the different contributions to the free energy reveals an important role of defect structures resulting from the ethylene side branches in the polyethylene component. Finally, we show in a semiquantitative approach that the van der Waals energy between the brushes is large enough to facilitate macroaggregation.

Melt Chain Dimensions of Poly(ethylene-1-butene) Copolymers

The radii of gyration for a series of poly(ethylene-1-butene) copolymers of varying ethyl branch content were measured as a function of temperature in the melt via SANS, and their temperature coefficients, d(\ln C)/dT, changed from negative to positive. The characteristic ratio C decreased with increasing ethyl branch frequency. When possible, these results were compared with those obtained from Theta solvents and from rotational isomeric state (RIS) theory. The SANS-based chain dimensions were slightly larger than those obtained from Theta solvents. The values of d(\ln C)/dT differed significantly from those extracted from theta-solvent measurements. Serious discrepancies with RIS-based calculations were observed.

Characterization of Soot in Diesel Engine Oils

Diesel engines produce a significant amount of soot during combustion cycles which causes the viscosity of the lubricant oil to increase nonlinearly. Various research over the years has concentrated on characterizing the soot in an effort to understand the mechanism of induced viscosity. However, until recently, there has been a lack of in situ techniques not requiring stripping the soot from its original oil environment such as dilution for light scattering and freeze fracture for microscopy studies. We have demonstrated that neutron scattering techniques are an ideal tool to fulfill this need. Like most hydrocarbons, the absorption of neutrons by the oil is relatively low, while contrast between the soot particles (mostly carbon) and the oil is very high so that no deuteriation is needed. In addition, most sooty oil's soot contents are below 1% by volume, ideal as dilute solution, so that no more dilution is necessary. Most importantly, the information that SANS can provide, such as particle size, fractal
Neutron Imaging for In-situ Measurements of Water Transport Gradients in Polymer Electrolyte Fuel Cells

Water transport is an important consideration in the optimization of polymer electrolyte fuel cell (PEFC) performance, affecting both internal resistance and cathode polarization losses. Preliminary experiments are performed using neutron radiography to measure water gradient profiles within Nafion in an operating PEFC. The resulting neutron intensity gradients show qualitative agreement with expected response of membrane water content to changes in feed gas humidification and fuel cell current. Previous experimental measurements of similar water gradients have generally relied on "integral" measurements such as AC impedance spectroscopy which cannot probe details of the gradient within the membrane. This is one of the first "differential" measurements of water gradients within Nafion.
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University of Minnesota Programs

The University of Minnesota through its Center for Interfacial Engineering, is a member of NCNR's participating research teams (PRT) in small-angle neutron scattering (SANS) (with NIST, Exxon Research and Engineering Company, and Texaco R & D) and reflectometry (with NIST and IBM). During the past year the research emphasis was on polymeric materials with participation by eleven graduate students, two post-docs, three faculty members, six staff scientists located at two National Laboratories, and two academic collaborators. Work performed at NIST plays an integral part in a comprehensive research program at the University of Minnesota that addresses fundamental and applied aspects of soft materials science and engineering.

Research Projects

- Polyolefin Blends
  Saturated hydrocarbon polymers such as polyethylene and polypropylene constitute the largest sector of the synthetic polymer market. Improvements in the ultimate properties of these inexpensive commodity plastics generally relies on blending thermodynamically incompatible polyolefins. Based on our recent discovery of miscibility between isotactic polypropylene (iPP) and certain poly(ethylene/ethyllethylene) random copolymers in the melt state, we have developed a variety of polyolefin block copolymers that can be dispersed in iPP. SANS experiments at NIST have provided crucial evidence linking the high temperature phase behavior with the morphologies that result upon crystallization of the iPP component. This work plays a key role in our program to develop new strategies for toughening this important class of thermoplastics.

- Polymeric Bicontinuous Microemulsions
  Block copolymers are capable of emulsifying immiscible homopolymer blends in much the same way that surfactants disperse water in oil, or vice versa. We have explored several three-component systems composed of equal molecular weight homopolymers and a symmetric diblock copolymer. SANS and TEM measurements have revealed that fluctuation effects destroy the isotropic Lifshitz point anticipated by mean-field theory, leading to the formation of a bicontinuous microemulsion. This phase behavior has been demonstrated over a wide range of molecular weights. Using the couette shear cell available on the SANS instruments we have examined how flow influences PDMS-PEE/PDMS/PEE bicontinuous microemulsions, as a function of temperature and shear rate. These experiments have shown that sufficiently high rates of shear destroy the microemulsion state, as evidenced by the loss of the SANS peak and the concomitant development of visible turbidity. Rheological and light scattering measurements (both static and dynamic) complement the SANS experiments. This project addresses a fascinating area of critical phenomena that is relevant to polymer blending, surfactancy and other areas of soft materials.

- Block Copolymer Thin Films
  A powerful method for controlling the internal microstructure and defect density in block copolymer thin films was recently developed. Confinement, imposed by capping a spin cast film with a polymer layer having a high glass transition temperature, permits annealing under conditions that prohibit the formation of surface defects known as islands and holes. The efficacy of this method was confirmed in lamellar forming PS-PVP diblock copolymers and diblock copolymer blends. After solvent stripping, the capping layer, the resulting "strained" films nucleate and grow surface defects upon heating. We have discovered that homogeneous nucleation can be entirely suppressed in the very thin film limit, and that heterogeneous nucleation leads to fractal hole patterns with classical two-dimensional transport limited power law growth. This process is closely related to Hele-Shaw fluid flow and dendritic crystal growth.

- Block Copolymers in the Strong Segregation Limit
  As the degree of incompatibility between blocks increases (i.e., the $\chi$ parameter increases) diblock copolymers become more strongly segregated at fixed degree of polymerization. Scaling theory indicates that the microdomain dimensions should increase as $d \sim N^{\frac{1}{3}}$. However, achieving equilibrium under these conditions is difficult, if not impossible. High molecular weight PS-PDMS diblocks were synthesized to test the strong segregation limit (SSL) prediction. d spacings in excess of 1000Å were achieved; these measurements were made possible by the combination of long wavelengths and the axium sample to detector distance available at NIST.
• **Solvent Distribution in Block Copolymers**
  Many industrial applications of block copolymers involve addition of low molecular weight modifiers. For example, pressure sensitive adhesives (PSA), a multibillion dollar industry, are typically 30% to 50% tackifier, a complicated mixture of oligomers. In order to better understand the properties of such mixtures the Polymer Group has been investigating how solvent quality and concentration affect the partitioning of low molecular weight diluents in block copolymers. By taking advantage of the contrast matching technique the (weak) localization of solvent at the interface between styrene and isoprene microdomains has been documented using SANS. These experiments rely on subtle variations in local scattering length density, that produce a weak signal on a substantial incoherent background intensity. Our recent success in documenting this effect was facilitated by the enhanced flux made available by the cold source upgrade. We have recently added detailed self-consistent calculations of the solvent distribution to both interpret the data and guide the experimental design.

• **Correlation Length in Polymer Solutions**
  Modern theories for the dynamics of polymers such as viscosity, elasticity, and diffusion, make explicit predictions connecting the structure of the liquid with its dynamics. The latter, of course, are central to understanding the processing of polymeric fluids. We are using SANS to measure the correlation length, \( \xi \), in polymer solutions over the entire composition range. These data then support our measurements of dynamics on the same systems, to provide a definitive test of theoretical concepts.

• **Thermo-reversible Gelation in MethylCellulose Solutions**
  Methyl cellulose is a commercial water-soluble polymer that gels near 50°C at low concentrations (~1%). It is useful as a thickening agent in, e.g., food and cosmetics. We have used SANS to follow \( S(q) \) as a function of temperature and concentration, to obtain a detailed picture of the structure of these gels.

---
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Neutron Interactions and Dosimetry
Physics Laboratory

This group provides measurement services, standards, and fundamental research in support of NIST's mission as it relates to neutron technology and neutron physics. The industrial sectors served include materials development, scientific instrument calibration, electric power production, radiation protection, national defense, and radiation therapy.

This project maintains, develops, and applies well-characterized neutron fields for detector development, methods evaluation, and standardization as needed for materials dosimetry in nuclear reactor applications and for personnel dosimetry in radiation protection. These neutron fields include thermal neutron beams, "white" and monochromatic cold neutron beams, a thermal-neutron-induced $^{235}$U fission neutron field, and $^{252}$Cf fission neutron fields, both moderated and unmoderated. The calibration of these neutron fields is derived from related artifacts, facilities, and capabilities maintained by the project: the national standard neutron source NBS-I, a manganous sulfate bath for neutron source comparisons, a collection of fissionable isotope mass standards (FIMS), a collection of boron and lithium isotopic standards, spectroscopy facilities for both gamma rays and alpha particles, and a capability to perform radiation transport calculations. The group also performs experimental tests of critical neutron transport data and computation methods.

The group carries out forefront research at the NIST Center for Neutron Research in neutron physics and tests of fundamental symmetry principles, develops advanced measurement techniques in neutron interferometry, and is developing neutron spin filters based on laser polarization of $^3$He.

Highlights of activities are given below.

Fundamental Neutron Physics

- Neutron Interferometry and Optics Facility (NIOF)
  
  In this year we have begun to get very significant results from several years of developmental efforts at the NIOF.

  A measurement of the scattering length for silicon has been completed, achieving an accuracy level ± 0.005% (68% confidence level) which is a factor of five better than the previous best measurement. This accuracy was possible because of the superior performance of the NIST interferometer and environmental control systems, and because of an innovative wavelength-independent measurement technique perfected by A. Ioffe and a Czech collaborator M. Vrana. A report of this work has been accepted for publication.

  High quality phase contrast images have been obtained of two test specimens. Images of an aluminum step wedge and an aluminum/copper test piece were made to verify the performance of our new setup for phase contrast imaging.

An initial measurement of the $^{208}$Pb scattering length has been completed, and additional work is in progress to evaluate the uncertainties in the sample density and homogeneity. This particular isotope is "doubly magic"; i.e., it has closed shells for both protons and neutrons. Thus the strong nuclear interactions of $^{208}$Pb are suppressed like the chemical reactions of an inert gas with closed electron shells. The result is that the electric field of the $^{208}$Pb nucleus reacts in an less complicated way with the internal electric charge distribution of the neutron, and the scattering length measurement can give definitive information about that charge distribution.

A major accomplishment of another kind was the successful imaging of water distribution in an operating polymer electrolyte fuel cell (PEFC), by means of high-resolution neutron radiography. Extremely tight collimation (0.9 milliradians) was required to image the cell's membrane edge-on. This PEFC experiment was performed in collaboration with Dr. Richard Bellow's of Exxon Research and Engineering. A report of these results has been accepted for publication in Electrochimica Acta.

- Asymmetries of the Weak Interaction and the Neutron Lifetime
  
  During 1997, one major experiment was completed and a second one has gotten underway at the NIST cold neutron user facility for fundamental neutron physics.

  The time-reversal asymmetry experiment ran for five reactor cycles during 1997, accumulating more than 15 million electron-proton coincidence events on a polarized neutron beam at the end station of the NG6 cold neutron guide. This large collaboration called eni7 involves physicists from the U. Washington, U. California-Berkeley, U. Michigan, U. Notre Dame, Los Alamos, and
NIST. Despite serious problems with proton energy loss in the ion-implanted silicon proton detectors, it is anticipated that the results of these runs will permit an improvement of about a factor of two in the current best limit on the time-reversal asymmetry (triple product correlation) coefficient in neutron beta decay. Detailed data analysis is still going on at Berkeley, Washington, and Michigan. A proposal has been submitted to DoE that would support replacement of the ion-implanted detectors with surface barrier detectors in future runs planned for FY99.

The Harvard-NIST experiment to measure the neutron lifetime by creating and trapping ultra cold neutrons in a very cold liquid helium cell (0.1 K) has just begun operating at the NG6 station. All systems seem to be working as expected, and various sources of background counts are being evaluated. Various methods of observing scintillations from neutron decay in the superfluid helium cell are being tested, and several alternative methods for reducing background are being tried.

A new monochromatic beam line has been set up near the end of the NG6 guide, with the new beam going into the laser-polarization hut. In this hut at NG6 much less space is now required for the laser setup, because of conversion to compact laser diode arrays; and the remaining room in the hut will accommodate other experiments on the monochromatic beam line. The laser polarization work will coexist with the cryogenic neutron calorimeter or the alpha-gamma black detector or the boron total cross section experiment in the hut during the coming year.

Two NIST physicists joined Russians from the Petersburg Nuclear Physics Institute (PNPI) at the Institut Laue-Langevin in Grenoble to work on a measurement of the antineutrino asymmetry coefficient for neutron beta decay. This provided a good opportunity for the NIST staff to learn the subtleties of operation of the 2A2F (two analyzer, two flipper) neutron polarimeter, which NIST purchased from the PNPI. A preliminary report of this experiment has been accepted for publication in a Russian journal (in Russian). A more complete report (in English) is nearly ready for submission to Phys. Rev. C.

- Laser Polarization of $^3$He for Neutron Spin Filters and MRI Applications

The five-year competence program in Laser Polarization of $^3$He for Neutron Spin Filters has grown into a fully integrated part of our research and services in neutron interactions and dosimetry. This work is receiving both continued internal support and DoE funding through a collaboration with Indiana University.

A closed-loop $^3$He recirculation system has been built and tested for preparing polarized $^3$He at atmospheric pressure by the metastable optical pumping method. The system consists of an optical pumping cell, cold traps, a modified (now non-magnetic) commercial diaphragm pump, storage cell, getter, and capillary return line. In non-recirculation mode, polarization in the storage cell of up to 20% was obtained at a pressure of about one atmosphere. Pressures up to 2.5 atmospheres have been obtained in the storage cell by collecting the polarized gas at liquid nitrogen temperature and then letting it warm up. This current level of polarization is already high enough for medical imaging applications, and the low cost of the present system may be important in these applications. Much higher levels are required for most neutron spin polarization experiments, and several modifications of the present system are in progress to see what may be achievable. In addition, our collaborators at Indiana University (IU) are constructing a much more sophisticated (and expensive) compressor system, similar to a very high performance system developed at the University of Mainz.

Several flat-windowed, $^{10}$B-free cells were produced for use on NIST cold neutron beams. For two of these cells, the initial polarization lifetime was more than 130 hours, although these slowly degraded to less than 50 hours. As part of our DoE supported collaboration with IU, we made high pressure cells for epithermal neutron experiments at Los Alamos National Laboratory (LANL), as well as both polarizer and analyzer cells for a LANL experiment on neutron spin rotation in $^{129}$La.

We have assisted researchers at the U. Pennsylvania in making high quality lung images and a sinus cavity image by magnetic resonance imaging (MRI) with polarized $^3$He inhalation. Additional collaborations in MRI applications are being explored with researchers at Johns Hopkins University, the University of Nottingham, and the company Intermagnetics General.

- Neutron Dosimetry for Reactor Safety Assessment

Through a cooperative agreement with the Office of Nuclear Regulatory Research, NIST provides measurement assurance services and consultation related to neutron dosimetry and nuclear reactor safety.
Round-robin tests of $^{237}$Np and $^{238}$U fissionable dosimeters involving four U.S. participants and one international participant are currently under way. These fissionable dosimeters were irradiated to NIST-certified fluences in the Materials Dosimetry Reference Facility at the Phoenix Laboratory of the University of Michigan. The fission product of interest in these tests is $^{137}$Cs, which has a very suitable half-life but a rather low-energy gamma-ray, requiring careful handling of interferences from higher-energy fission product gamma-rays.

Progress continues on assistance to the Nuclear Regulatory Commission in preparation of Draft Guide 1053, *Calculational and Dosimetry Methods for Determining Pressure Vessel Neutron Fluence*. A resolution-of-comments document is currently being prepared in response to formal comments from power reactor operators and suppliers, regarding the first public release of the draft guide.

NIST has organized a $^{93}$Nb activation round-robin and is expecting four participants. This dosimeter is of particular interest because the energy dependence of its cross section closely matches the energy dependence of the iron damage function. Several major technical difficulties are encountered in x-ray spectrometry for $^{93}$Nb, and inaccurate results are often obtained unless there is careful standardization of the sample purity and spectrometry technique.

- **Calibrations, Irradiation Services, and Special Tests**

  The numbers of calibrations of radiation protection survey instruments increased somewhat this year despite our encouragement of many potential customers to use secondary calibration laboratories. Continuing efforts to achieve better consistency between calibrations made at NIST and calibrations at the Pacific Northwest Laboratories have resulted in good agreement for measurements made with unmoderated californium fission neutrons, but some difficulty remains in resolving discrepancies in measurements with the moderated californium fission neutron source. In all, 18 radiation protection instrument calibrations were performed this year for 15 different customers. The NIST system for performing these calibrations is increasingly automated, reducing the staffing hours required per calibration.

  A large number of neutron source calibrations were also completed this year. In all, 20 source calibrations were reported for 9 different customers.

  Special tests of industrial neutron detectors were carried out at the reactor thermal column for two industrial customers, Westinghouse Science and Technology Center and the Imaging and Sensing Technology Corporation. Two irradiations were also made at the Californium Neutron Irradiation Facility to test a fast neutron imaging system being developed by Industrial Quality, Inc. and the University of Virginia.

- **Neutron Cross Section Standards**

  The NIST role in the advancement of neutron cross section standards is now performed primarily through evaluation, compilation, and dissemination of standards in collaboration with the U.S. Cross Section Evaluation Working Group and two international committees, the International Nuclear Data Committee (INDC) and the Nuclear Energy Agency Nuclear Science Committee (NEANSC). The NEANSC has planned a new measurement of the $^{10}$B(n,$\alpha$) branching ratio, to be carried out at the Institute for Reference Materials and Measurements in Geel, Belgium. The INDC has published a new report "Update to Nuclear Data Standards for Nuclear Measurements."

  In addition, a limited NIST experimental role continues, with plans for a new measurement of the $^{10}$B total cross section at the new NG6 monochromatic neutron beam facility and with NIST participation in a collaborative re-measurement of the H(n,n) angular distribution measurement at Ohio University (OU) at 10 MeV. This work at OU is particularly timely, because European standards groups have recently expressed considerable scepticism about the latest U.S. evaluation of the H(n,n) angular distribution and because the H(n,n) cross section is one of the most widely used cross section standards.
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Analytical Chemistry
Chemical Science and Technology Laboratory

Nuclear Methods Group
The development and application of nuclear analytical techniques for the determination of elemental compositions with greater accuracy, higher sensitivity and better selectivity are the principal goals of the Nuclear Methods Group (NMG). A high level of competence has been developed in both instrumental and radiochemical neutron activation analysis (INAA and RNAA). In addition, the group has pioneered the use of cold neutron beams as analytical probes with both prompt gamma activation analysis (PGAA) and neutron depth profiling (NDP). PGAA measures the total amount of a particular analyte present throughout a sample by the analysis of the prompt gamma-rays emitted during neutron capture. NDP, on the other hand, determines concentrations of several important elements (isotopes) as a function of depth within the first few micrometers of a surface by energy analysis of the prompt charged-particles emitted during neutron bombardment. These techniques (INAA, RNAA, PGAA, and NDP) provide a powerful combination of complementary tools to address a wide variety of analytical problems of great importance in science and technology. During the past several years, a large part of the Group's efforts has been directed towards the exploitation of the analytical applications of the cold-neutron beams available at the NIST Center for Neutron Research. The Group's involvement has been to design and construct state-of-the-art cold neutron instruments for both PGAA and NDP and provide facilities and measurements for outside users, while retaining and utilizing our existing expertise in INAA and RNAA.

• SRM Analysis and Certification
The nuclear analytical methods have contributed to contribute to the Standard Reference Material (SRM) certification effort. This year's efforts involve measurements performed on a number of SRMs including: NY - NJ Harbor Sediment, Buffalo River Sediment, Coal, Oyster Tissue, two Steels, two Petroleum Cokes, three Zeolites, Arsenic Implanted in Silicon, two Mussel Tissues and a High Temperature Alloy. Group members are serving as Technical Project Leaders for several of these new SRMs, and as such are responsible for scientific decisions made throughout the production and certification processes of these materials. In addition, this year has seen an increase in cooperative efforts internationally with other standards organizations. Once again we have provided certification values for the NRC-Canada due to their lack of INAA capabilities. A marine sediment CRM was analyzed for 24 elements by INAA. Cooperative work was also initiated with the German Bundesanstalt für Materialforschung und -prüfung (BAM), looking at two trace elements in a copper metal material.

• Neutron Activation Analysis Method Development
Although NAA has been in use for many years, new developments continue to provide improvements in detection sensitivities, elemental specificity, precision, and overall accuracy. The procedures are extensively used in the certification of elemental composition in the SRM program; one important reason is that NAA has unique quality assurance characteristics that provide accurate analyses and often allow the analytical values obtained to be internally evaluated and cross-checked. In addition, the capability of INAA for nondestructive analyses eliminates dissolution errors and minimizes analytical blanks. Consequently, NAA has become one of the primary analytical techniques for the certification of elemental concentrations in biological SRMs. The use of INAA for homogeneity determinations at the ng/g level for common sample sizes (i.e., 100 - 500 mg), as well as for small samples (1 mg) has made this technique an integral component of trace element analyses at NIST. Furthermore, the relative matrix independence of NAA has resulted in applications to a wide variety of materials including high temperature superconductors, soils, fly ash, rocks and ores, foods, and many types of biological materials.

Optimizing the gamma-ray counting conditions for the various forms of NAA can generally improve precision, increase sample throughput, or both. This is especially important when counting the very small amount of radioactivity produced by ultratrace quantities of impurities, for example, in semiconductor silicon or (after radiochemical separations) noble metals in human tissue. Sensi-
tivity can be gained by using high-efficiency, low-background detectors; a subsidiary benefit is that less radioactive material needs to be generated, handled, and discarded. The sources of background in gamma-ray detectors have been reexamined at NIST and elsewhere in recent years, resulting in improved understanding. It is now clear that with care in the selection of the materials from which the detector and the shielding are constructed, the only important source of gamma-ray background is the interaction of cosmic ray particles with the shield and the detector itself. Experiments are underway to reduce this component by active, anti-cosmic ray shielding.

The new RT-2 rapid pneumatic tube irradiation and analysis system described last year was evaluated for timing and for neutron fluence rate. The time required to send the sample from the reactor to the detector was determined to be 473 ± 8 ms (1σ, n = 27). The thermal neutron fluence rate has been determined to be 5.0 x 10^{13} neutrons/cm^2 s, using both copper and cobalt foils. In addition, sensitivities have been determined for the elements Se, F, and Ag in real samples. These measured analytical detection limits are 0.05 μg for Se, 0.2 μg for Ag, and 5 μg for F. These results confirm the analytical usefulness of this new facility for our program.

A number of reactor modifications and pneumatic tube changes have been made since the last complete characterization of the NAA irradiation facilities about ten years ago. Therefore, recharacterization measurements have been undertaken to determine whether there are any significant changes to the neutron fluxes experienced by the samples we irradiate. It was found that the thermal neutron fluence rate in the RT-1 and RT-4 pneumatic tubes had increased by 26% over the previous measurements. This is apparently due to changes in the uranium distribution in fuel elements close to these facilities. It should be noted that these changes do not affect the accuracy of the analytical measurements made using these facilities, since all NAA measurements are made using pure element standards that are irradiated together with the samples, or very shortly before or after the sample irradiations. Fast neutron measurements have also been made in these facilities using nickel foils, which show that the thermal/fast neutron ratio has not changed as a result of the different fuel loadings.

Many analytical techniques used in industry and academia rely on the analysis of very small samples (i.e., 1 mg), typically in the solid (undissolved) form. Unfortunately most SRMs are certified with minimum sample sizes of 100-500 mg, and are therefore unsuitable for use as control materials for these techniques unless additional information is made available. We have therefore been studying the homogeneity of existing SRMs at small sample sizes to help meet this need. The use of INAA for homogeneity studies of small sample sizes (currently 1 mg) has been evaluated and implemented for the determination of sampling characteristics of a number of biological SRMs (and research materials) and air particulate matter. The minimal analytical uncertainty associated with the INAA measurements allows extraction of the variability due to material inhomogeneity from the observed total variability in a set of measurements.

This year we have demonstrated that uncertainties for a number of elements due to inhomogeneity are in the 1% (relative) range or lower when 1 mg samples of SRMs Peach Leaves or Urban Particulate Matter are analyzed. Certification of selected elements at sample sizes in the milligram range will permit the use of natural matrix SRMs for the different solid sampling techniques that are used in industry and research.

A new radiochemical separations project has been initiated to develop methods to measure additional elements which do not decay with the emission of characteristic gamma rays, such as phosphorus and sulfur. Quantitation is accomplished by beta counting the isolated activation products of interest. A radiochemical procedure has been developed for the measurement of P in steels. Preliminary analyses of P are in agreement with certified values in several existing Steel SRMs, while the detection limit for the method is < 10 ng/g. Efforts are currently underway to critically evaluate the method to determine its suitability for SRM certification.

Many years ago an RNAA method was developed for the determination of low levels of Cd in biological materials. This method involves a single element separation for Cd and has an interference free detection limit of approximately 20 pg/g. Although this method has been used to detect tens of pg/g of Cd in serum, greater difficulty would be expected in the analysis of whole blood due to the much higher amounts of Zn present in whole blood as compared with serum. To optimize the original RNAA procedure for the determination of Cd in whole blood, additional steps were included to exchange the radioactive Zn of blood samples with nonradioactive Zn carrier added after irradiation. Results show that the yield is high and reproducible with a 97.6% ± 0.3% (1σ) average recovery from eight blood samples with Cd tracer added. This
method will be used for the determination of ng/g levels of Cd in whole blood.

- **Development of Methods for Speciation Measurements**
  The accurate determination of speciated forms of trace elements is an ongoing and difficult problem. When NIST had need of a second method to certify several potential SRMs for organic mercury content, a study was made to determine whether an NAA procedure was able to fill this need. A new chemical separation method has been developed for the measurement of organically bound Hg (primarily methylmercury) in mussel tissues. The procedure involves distillation of the organomercury from a mixture of powdered sample, sulfuric acid and cupric sulfate, and this distillate is then bound chemically to a cysteine-doped filter paper. The mercury bound to the papers is then determined using NAA. The accuracy of the method has been confirmed using several different CRMs certified for methylmercury. This technique has been used for analysis of two mussel tissue SRMs, SRM 2976 and SRM 2974, and the results used for the certification of these materials for methylmercury content.

- **Specimen Bank Research**
  The NMG continues to support the National Biomonitering Specimen Bank (NBSB) research programs through analyses of selected portions of the banked materials and by providing quality assurance (QA) for the laboratories of other agencies that analyze banked materials. A study on the long-term stability of the banked tissues was completed this past year to evaluate the stability and integrity of the specimens stored under NBSB standard conditions and to demonstrate that there is adequate analytical quality assurance throughout and beyond the lifetime of the various projects for which specimens have been included in the NBSB. Evaluation was achieved through analyses of specimens which were previously analyzed and then stored at -80 °C or -150 °C for up to 17 years. Results of INAA of these tissues for 17 elements show no changes in specimen composition as a function of storage temperature or time. Other work completed during the past year include multi-element NAA of marine mammal tissues performed as part of the QA program for the NOAA's NMFS laboratories. Analyses of total arsenic in marine mammal liver tissues were completed as part of a collaboration with group from the University of Graz, Austria, for the determination of the chemical species of arsenic in the same tissues.

- **Superconductivity Research**
  In cooperation with materials scientists at NIST and elsewhere, we are measuring impurities in superconductor starting materials and final products, as well as determining the stoichiometry of major constituents. The needs of the superconductivity program have stimulated the development of methods for accurate, rapid analysis of these materials by both NAA and PGAA. In particular, an effort is underway to establish monitor-activation analysis techniques at NIST. Conventional NAA requires the irradiation and counting of a standard for each element to be determined in a given sample. Preparing numerous standards requires much labor, and the accurate quantitation of unanticipated activities in the gamma spectrum is not possible. An elegant solution uses a dimensionless compound nuclear constant called $k_0$, which can be measured far more accurately than the cross sections and other constants that comprise it. We find this to be the case in cold-neutron PGAA, which is especially subject to systematic errors from neutron scattering effects, and have found that the $k_0$ approach for determining element ratios offers all the advantages that internal standards offer other methods. We are applying the $k_0$ formalism to traditional NAA as well. Initial trials with a commercial software package show good agreement with many-monitor NAA. In addition to measurements to support the superconductivity program, the $k_0$ approach will be used in parallel with the traditional method for SRM analyses, as a quality check on both.

- **Neutron Depth Profiling**
  NDP is a nondestructive analytical technique which measures the concentrations, and determines the near surface distributions, of selected elements. Increasingly, manufacturers of semiconductor components are finding NDP to be an important tool for calibration, quality control and basic research. The NDP instrument is located at the end of the new NG-0 cold neutron curved guide which has a coating of nickel-titanium supermirror. This gives an increase of about a factor of 3 in neutron current density relative to a $^{38}\text{Ni}$ guide. The two-meter long curved section has a radius of curvature of 57 m, which is sufficient to remove line-of-sight fast neutrons and gamma rays from the cold neutron beam. The beam area at the guide exit is 3 cm x 5 cm and the neutron fluence rate is $2.45 \pm 0.05 \times 10^8 \text{cm}^{-2}\text{s}^{-1}$.

Current experiments of interest at the NDP instrument include the measurement of nitrogen profiles in thin TiN films in conjunction with Intel Corp., and the measurement of lithium migration in
electrochromic films in cooperation with SAGE Electrochromics. Depth profiling of nitrogen is based on the measurements of the proton from the $^1$H(n,p)$^1$H reaction. These nitrogen measurements are the first quantitative evaluation of nitrogen concentrations since the instrument was reconfigured and placed on the curved neutron guide. The advantages of this new arrangement are apparent in the higher signal rate and the lower background compared with nitrogen measurements made at the previous instrument location.

Lithium depth profiles are based on the measurement of the energy of alpha particles from the $^6$Li(n,$\alpha$)$^3$H reaction. The energy of the detected particle provides a direct measurement of the depth of the originating lithium nucleus. In this case, in situ measurements were taken with different bias voltages on the film layers. The bias causes the lithium to migrate between different layers and changes the optical transparency of the film, which is quantitatively reflected in the NDP spectrum.

- **Prompt-Gamma Activation Analysis**
  Prompt-Gamma Activation Analysis allows accurate, nondestructive measurements of a number of elements, including H, B, C, N, S and Cd. Recent improvements to the cold neutron prompt gamma activation analysis (CNPGAA) instrument, constructed as part of the CNRF, have greatly improved its measurement capabilities. Furthermore, both the CNPGAA and University of Maryland-NIST thermal-neutron PGAA instruments have found research applications in many diverse areas within chemistry, physics, and materials sciences.

  During the reactor shutdown considerable effort was directed toward an upgrade of the CNPGAA instrument in the Cold Neutron Research Facility. Installation of the new liquid hydrogen cold source and the increase in reactor power have resulted in a factor of 6 improvement in neutron capture rate at the PGAA station, while PGAA sensitivities (counts·mg$^{-1}$·s$^{-1}$) for most elements are a factor of 3 - 4 better than measured before the shutdown, which were already the best in the world. As a result of these improvements in sensitivities and backgrounds, elemental detection limits have improved by up to a factor of 2.

  The CNPGAA facility continued to provide measurements and assistance to outside users during this past year. Hydrogen has been measured in lithium carbons, in obsidian, in hydrided aluminum, in lanthanum copper oxides, in deuterated copper oxide, and in samples of Nd, Sc, and Ho-doped SrCeO$_3$ which act as protonic conductors. Other analyses include the determination of B and H in mineral separates and in diamond powders, Cl in basalts, H, B, and Si in zeolites, and Ca, Mg, and major elements in substituted compounds of Y$_2$NiBaO$_5$. Additional measurements have been made which include the measurement of N in reference materials, and the determination of $k_F$ factors for PGAA.

  A procedure has been demonstrated for doping titanium alloy specimens with a known amount of hydrogen. In the reversible reaction Ti+H$_2$↔TiH$_2$, the equilibrium pressure is less than 10$^{-15}$ atmospheres at room temperature, and 150 atmospheres at 900$^\circ$. Reaction is rapid at 300$^\circ$C. This gettering reaction with hot titanium is in common use in geochemistry for separating hydrogen from oxygen and nitrogen (which react irreversibly) and from noble gases. Massive hydrides are prepared industrially by the same direct reaction process for hydrogen-based energy storage and nuclear applications. Batches of a few grams of titanium alloy specimens have been doped with hydrogen using a simple closed gas handling system. Means are provided for pumping away air and hydrogen from samples at high temperature and for admitting a known pressure of hydrogen in a calibrated volume at room temperature, then raising the temperature of the system to carry out the reaction. The accuracy of the doping is limited by that of the pressure measurement, better than 0.5%. The amount of H in the metal samples was measured in 100-mg specimens by CNPGAA. The quantity measured agreed with the quantity added. The method should be scalable to produce 1-kg quantities of metal SRMs. This study indicates that certification of Hydrogen in Titanium SRMs can be made following the approach used for the trace gases, many solution SRMs and the recent As in Si implant: considering the quantitative preparation and the subsequent chemical analysis as two independent methods.

- **Focused Neutron Beams**
  A long-range program to explore and develop the analytical applications of focused beams of cold neutrons continues within the Group. The goal of this research is to produce beams of neutrons which have intensities several orders of magnitude greater than previously available. The new hydrogen cold source has given the neutron beams an increase of up to six times in the current densities delivered by neutron guides at longer wavelengths. This enables neutron absorption measurements on samples with fine (submillimeter) spatial resolution by increasing the current densities even further using focusing techniques. Such beams will greatly enhance the
capabilities of both PGAA and NDP and increase their elemental sensitivities, and may ultimately lead to a neutron probe for microanalysis.

The best method of transporting and focusing a white beam of long wavelength neutrons is based on specular reflection from smooth surfaces. Neutrons from the macroguide enter the narrow channels of polycapillary glass fibers, curved such that the neutron trajectories are directed towards a common focus. Narrow (.10 μm) channels enable the neutron beam to be bent more sharply than wide (0.5 mm) guides. The high intensity beam is placed on a small sample area for improvement of both the spatial resolution and the detection limits for individual elements using neutron absorption measurements in analytical research.

Our original focusing lens for the NG-7 58Ni neutron guide compresses a neutron beam of cross section 50 x 45 mm² and a current density of 6.5x10⁶ cm⁻²s⁻¹ onto a spot of diameter 0.53 mm (FWHM) at a distance of 52 mm from the exit of the lens, with an average gain of 80 in neutron current density. PGAA measurements have shown a gain in gamma count rate of 60, a gain in signal-to-noise of 7, a spatial resolution at the focus of better than 0.5 mm, and an improvement in detection limits of 20.

The instrumental background may be also reduced by a polycapillary bend-focuser lens that not only focuses but also bends the beam downward out of the shadow of the incident beam in order to improve the signal-to-noise ratio. Such a lens has been constructed. The glass fibers point towards a common focus 95 mm away from the exit and a distance 42.5 mm below the incident beam centerline, 20 mm below the bottom edge of the beam. The lens can be moved out of the beam by computer control when not needed. The spatial intensity distribution at the focal plane has a FWHM of 0.65 mm, and the current density gain over the area for this diameter is a factor of 20. Though the complex curvature of the fibers allows only a gain of about 20, this lesser gain is compensated for by a lower background to achieve a better detection limit. Measurements indicate that the background with a small sample in position may be reduced by a factor as great as 6 relative to the previous lens. It therefore provides better contrast for elemental mapping and an improved signal-to-noise response for PGAA determinations. Moreover, the displacement of the focal spot away from the adjacent neutron guide allows samples of larger dimensions to be analyzed, and reduces the background originating from the material in the upper guide. This type of optic is therefore effective for examining small areas within large inhomogeneous samples.

A monolithic lens consisting of a fused tapered bundle of polycapillaries has been shown to provide a smaller focus of about 0.16 mm (FWHM at the focal spot), with a focal length of 20 mm, and gains in neutron current density gain of ~60, comparable with the polycapillary lenses. Each optic contains many thousands of 10 μm channels occupying 50% of the entrance area, and are proportionately tapered towards the exit. The smaller physical dimensions of these devices is useful for the NDP instrument with its constrained space. The goal is to perform three-dimensional compositional mapping of thin-film semiconductor materials using NDP with the monolithic tapered lens to achieve greater lateral resolution and higher sensitivity.

The transmission characteristics of neutrons through a tapered channel can be described using the same analytic expressions derived for the straight channel but with an effective lower critical angle. The cold neutron transmission through a monolithic polycapillary lens has been studied by scanning a pinhole beam across the entrance cross section of the lens to obtain the relative transmission as a function of bending radius. The results may be explained using a calculation for a uniformly bent cylindrical channel with a reduced critical angle for total reflection.

Attempts have been made to translate neutron focusing studies made with glass focusing elements to other materials which may have improved reflection properties. Transmission measurements have been performed on nickel capillaries, both straight and bent, using both a white and a monochromatic neutron beam. The results have been compared with those produced by computer simulation. The experimental transmission is usually less than that calculated, probably on account of large reflection losses caused by surface roughness and waviness. However, these results are more promising than previous ones for stainless steel capillaries.

- **Group Interactions**

The strong interaction with industrial scientists using NDP, PGAA, and NAA has continued during the year with a growing number of guest workers, research associates, and joint publications. For example, working this year with researchers from SEMATECH, we have used NDP to study various aspects of quality control using CVD (chemical vapor deposition) reactors. These measurements will be useful in optimizing process yield and reliability as well as establishing confidence for the industrial in-house analytical techniques. In addition, cooperative research with the University of
Virginia Nuclear Engineering Department helped them to resolve problems with the determination of nitrogen in biological materials using the nuclear track technique.

**Food and Drug Administration**

The Food and Drug Administration (FDA) maintains a neutron activation analysis (NAA) facility at the National Institute of Standards and Technology (NIST) 20 megawatt research reactor. This facility is directed by FDA's Center for Food Safety and Applied Nutrition and provides agency-wide analytical support for special investigations and applications research. NAA complements other analytical techniques used at FDA and serves as a reference technique and confirmatory quality assurance (QA) tool. Instrumental, neutron-capture prompt-γ, and radiochemical NAA procedures (INAA, PGAA, and RNAA, respectively) continue to be the prime nuclear analytical approaches. Radioisotope X-ray fluorescence spectrometry (RXRFS) provides support for FDA programs that monitor potentially toxic elements (e.g., Pb, Cd and Ba) in housewares. A low-level γ-ray counting facility developed by the Nuclear Methods Group of the NIST Inorganic Analytical Research Division is used to determine radioactivity concentrations of naturally occurring 40K and other γ-ray emitters (e.g., fission products such as 137Cs, 134Cs, 131I, 103Ru, and 106Ru) in foods. This combination of analytical techniques enables diverse multielement and radiological information to be obtained for foods and related materials.

Annually, FDA’s facility at NIST performs multielement analysis with INAA (60 foods) and radionuclide analyses (15 foods) for quality assurance (QA) in conjunction with the Agency’s Total Diet Study (TDS) Program. In another important QA exercise, soy-based infant powder and cocoa powder in-house reference materials were developed for use in FDA programs. Production of a seafood reference material is planned. As a third part of FDA’s QA effort, four 17- to 20-year old NIST food Standard Reference Materials (SRMs) were analyzed by INAA and PGAA: SRM 1566 (Oyster Tissue), SRM 1567 (Wheat Flour), SRM 1568 (Rice Flour), and SRM 1570 (Trace Elements In Spinach). The results show that, over the long-term, element concentrations of these materials are stable in a variety of storage conditions. A total of 26 element concentrations were determined for SRM 1566, 23 for SRM 1567, and 22 for both SRM 1568 and SRM 1570. Original certificates values for Na, Al, K, Ca, V, Mn, Cu, Cd, Cr, Co, Fe, Rb, Sc, Zn, and As still represent accurate concentrations. In addition, concentrations determined for H, B, C, N, Mg, S, Cl, Br, Cs, Sb, Sc, Mo agree well with available literature values. As a result of the revalidation study, FDA plans to use its supply of these materials as analytical controls even though the original certificates have expired.

Over several years, a formalized INAA method for sodium analysis was developed by FDA and tested at NIST and 4 other laboratories. The method, recently published (J. AOAC Int. 80, 871-882, 1997), is suitable for use at most research reactor facilities and can be used as a model for multielement INAA. By specifying detailed procedures, uncertainties are controlled at critical stages of analysis. Therefore highly accurate and precise quantitation is assured.

RXRFS analyses of ceramic glazes were conducted to screen commercial products for Pb and Cd prior to official leach-testing or the use of other potentially more efficient methods by other FDA personnel. RXRFS was also used to detect Pb in soldered food cans (use of Pb solders in food cans has recently been banned). Methods are being developed to quickly screen cans (and other metalware) for the presence of Pb and to determine Pb and Sn concentrations in solders on food containers.

In another reference material-related study, PGAA was used to determine H, B, C, N, Cl, S, K, Ca, and Cd concentrations in algae, a candidate reference material being developed by the International Atomic Energy Agency. Boron determinations by PGAA were performed as part of an interlaboratory round-robin exercise in which leaf, fish, and animal tissues, human and animal diet composites, and human serum were analyzed by a variety of techniques.

INAA performed at the NIST Reactor supported investigations of the use of potassium bromate in the manufacture of baked bread products. Potassium bromate is a commonly used dough conditioner that is regulated by FDA. The safety of using potassium bromate to manufacture bread products has been debated because bromate residues have been commonly found in these products. Bromate has been considered a carcinogen and some organizations are striving to have potassium bromate banned in the baking industry. INAA was used to determine the bromine content of various doughs and bread products to help demonstrate that this type of analysis can be used to screen for products most likely to contain bromate residues. A paper entitled “Total Br Concentration as an Indication of Pre-baking Bromation of Bread Products”
is being written. This paper will be submitted for publication in Food Additives and Contaminants.

FDA’s NAA laboratory provided technical assistance to FDA’s Center for Devices and Radiological Health which completed a document entitled “Accidental Radioactive Contamination of Human Food and Animal Feeds: Recommendations for State and Local Agencies”. The document has been published for comment in the Federal Register.

Smithsonian Institution

The Conservation Analytical Laboratory of the Smithsonian Institution maintains an INAA research facility within the Nuclear Methods Group at NIST. This facility, which consists of two automated sample changers and four gamma detectors with associated electronics, provides high precision multi-element chemical data for use in a wide range of Smithsonian and Nuclear Methods Group research projects. In the past year 1550 archaeological samples have been analyzed in support of 7 Smithsonian research projects. The projects include studies of Classic Maya pottery, prehistoric Ramos polychrome pottery from Casas Grande in Mexico, Ceramics from the Valley of Mexico, Bronze age ceramics from ancient Gordion and Hacinebi in Turkey and Raqui in Syria, and obsidian artifacts and geological source samples from the Red Sea coast of Yemen.

University of Maryland

The University of Maryland (at College Park, UMCP) aerosol chemistry group has used the NBSR reactor for instrumental neutron activation analysis to characterize atmospheric aerosol particles and gases for more than 20 years. Detailed and accurate multielement analyses are routinely achieved, nondestructively, for up to 40 elements in samples collected for periods of several hours to a few days on various types of filters and in cascade impactors which size fractionate the aerosol into as many as 10 size domains. Some of the elements measured, e.g., As, Se, and Hg, are highly toxic and are, therefore, of epidemiological interest, especially in the Chesapeake Bay and Coastal Marine environments. Equally important is that information on elemental constituents remains a powerful, fundamental tool with which atmospheric sources, transport, and processes may be elucidated. Current projects are discussed below.

• Characterization of Submicrometer Aerosol Particles

Detailed investigations of the size-distribution and composition of urban aerosols are important to the scientific community because they contain information about the formation, sources, transport, and atmospheric behavior of particles containing toxic and nutrient substances, and respiratory irritants. This work extends measurement to very small (often <100 μg) samples of submicrometer aerosol particles size-fractionated with low-pressure-drop Micro-Orifice Impactors (MOI). We have developed more than 1500 size spectra for important atmospheric source marker elements in aerosol particles for a variety of environments including, urban nonindustrial, urban industrial, rural, rural over-water, and urban/industrial over water sites. These spectra have been used to determine important information on the sources and atmospheric behavior of primary particles from anthropogenic high-temperature combustion sources, i.e., the particles that carry the bulk of the atmospheric particulate toxins. The studies show that urban fine particulate aerosol in the Northeastern US is comprised of a complex collection of physically discrete primary particles from the myriad of HTCSs. These remain physically discrete during transport over the urban scale, therefore, highly-significant increases in morbidity and mortality now associated with urban fine particles may be linked with emissions from specific types of sources. Furthermore, combined with theoretical studies, our work shows that urban fine particle size is determined more by hygroscopic growth accompanied by heterogeneous sulfur oxidation on wet particles and in cloud droplets, than by homogeneous nucleation and coagulation growth, as originally proposed by Whitby in the now 20-year-old trimodal model of aerosol mass and its major constituent, sulfate. We recently submitted a paper discussing an extended aerosol paradigm, largely based on observations made from our enormous data base.

• Environmental Justice Project

An important component of urban aerosol, diesel soot is a known respiratory irritant and contains mutagenic and carcinogenic organic compounds. To estimate student exposures to soot emitted from public diesel buses during commutes to city high schools, a portion of the Baltimore municipal fuel supply was tagged with an iridium tracer and exposure was monitored during commutes with personal aerosol monitors as a part of the Baltimore Environmental Justice Project. A total of 68.2 g of Ir as iridium (III) 2,4 pentanedion-
ate was used to induce a concentration of 48.5 \( \mu g \) Ir L\(^{-1} \) of fuel. Samples were collected over 10 days while 4 students commuted on regularly-scheduled buses and a fifth student commuted by private car. Individual samples integrated from 1 to 4 round trips. Iridium analyses were performed instrumentally after neutron activation with a detection limit (DL) of about 500 fg using the NIST reactor. For students commuting by bus and following protocols, Ir tracer concentrations ranged from 53±38 to \( >1980\pm 49 \) fg m\(^{-3} \). Concentrations up to 3,530±200 fg m\(^{-3} \) were observed for student #5 who sampled only when boarding and disembarking. Exposures were greatest for students commuting through the heavily-trafficked central business district. Corresponding estimates of exposures to soot emitted from municipal buses ranged from \( \leq 3 \) to 82 ng soot m\(^{-3} \) (\( \leq 145 \) ng m\(^{-3} \) for student #5), i.e., well below the exposure level of 2 to 10 \( \mu g \) m\(^{-3} \) total C from all sources, including the more than 30,000 diesel trucks which pass through the city's major toll facilities each day. Ir was undetectable in samples collected by the student commuting by car when its windows were closed, but comparable to those of the other students when commutes were made with windows open. The Ir tracer DL corresponds to about 21 ng soot, about half of which is carbon. This is far below the 230 ng reported for analysis by a highly-sensitive thermal-optical technique. This work was sponsored by the National Institute of Environmental Health Sciences under grant number IR25ES07734-01.

EPA Great Waters Studies - Atmospheric deposition by wet and dry processes is known to be an important source of several anthropogenic, particulate-bound metals in critically important waters such as the north Atlantic Ocean, the coastal mid-Atlantic waters, and the Great Lakes. The Chesapeake Bay, perhaps the world's most productive bay, is especially subject to deposition of anthropogenic air pollutants as it lies in close proximity to heavily polluted urban areas, e.g., Baltimore, MD, Washington, DC, Norfolk, VA, and receives polluted air masses from the heavily industrialized Ohio Valley.

We are now in the fourth year of a project to characterize the spatial and temporal variations in the concentrations of various elements in aerosol particles depositing on the Chesapeake Bay and on Lake Michigan as a part of EPA's Great Waters project, Atmospheric Exchange Over Lakes and Oceans (AEOLOS).

- **Lake Michigan Studies**
  Dry deposition flux and aerosol size distribution measurements were made concurrently aboard the R.V. Lake Guardian 19 km east of the Chicago shore line during Summer, 1994, to assess atmospheric inputs of minor and trace elements to Southern Lake Michigan. Size-segregated aerosol measurements were made over consecutive 12-h periods with Micro-Orifice and Noll Rotary Impactors (MOI and NRI), and depositing-particulate collections to aerodynamically-smooth airfoils made over were made over periods of 3-4 days. The combination of the MOI and NRI provided size-segregated particulate samples in 12 discrete intervals between 0.059 and, nominally, 100 \( \mu m \). The samples were analyzed for As, Ca, Mg, Se, Sb, V, and Zn by instrumental neutron activation analysis and for S by X-ray fluorescence. Aerosol and deposition data for individual elemental constituents were fit with a chemical mass balance deposition model (CMBDM), in which a set of particle-size-specific deposition velocities \( V_d \), best reconciling the data, were determined by iterative (constrained) solution of a series of 6 linear equations using the Levenberg-Marquardt method. Under stable conditions and mean wind speed of 4.0 m s\(^{-1} \), minimum \( V_d \) for particles with physical diameters between 0.09 and 0.53 Fm averaged 0.006 ± 0.005 cm s\(^{-1} \), wherein uncertainties were determined by Monte Carlo Analysis. This agrees favorably with values determined by microscopy for which uncertainties were much larger, and is nearly 3-fold greater than those predicted by the Williams Model for the same period.

- **Chesapeake Bay Studies**
  In our most recent work, aerosol particles have been sampled with micro-orifice impactors at sites in the Baltimore Inner Harbor, on the eastern shore (Still Pond Cost Guard Station), and aboard the EPA Research Vessel Anderson on the Chesapeake Bay.

  Analyses have been completed for more than 300 samples, field blanks, and laboratory blanks. In addition to INAA, inductively-coupled plasma-atomic emission spectrometry (ICP-AES), and graphite furnace atomic absorption spectrometry with Zeeman background correction (GFAAS) are also used to analyze some of the samples.

  An important part of our Baltimore area studies is to determine the influence of the area's mobile sources on deposition of soot and associated toxic polynuclear aromatic hydrocarbons. To this end, a unique tracer release was conducted, in part, to determine the size distributions and fate of soot.
particles emitted from a specific source. In this study, size-segregated ambient outdoor aerosol was collected with University of Maryland fine-particle samplers (UMFPS) and 9-stage micro-orifice impacters (MOI) during two 30-day periods when 800 diesel sanitation trucks operated by the City of Baltimore burned fuel tagged with iridium (III) 2.4 pentanedionate to determine the size distributions of soot from a fleet of heavy-duty diesels. Additionally, several emission samples were collected with 8-stage MOIs mounted down stream of a radial diluter installed aboard a diesel sanitation truck burning tagged fuel while in normal operation. Background samples were collected between release periods and afterwards. Ambient, emission, and background samples were analyzed gravimetrically for particulate mass, for iridium by instrumental neutron activation analysis and for organic and elemental carbon (OC and EC) by combustion. Size distributions of freshly-emitted Ir-containing particles contained a major accumulation aerosol peak at a modal aerodynamic diameter of 0.12 μm, however, 43±1% of the Ir mass was contained in particles with diameters between 0.22 and 1.8 μm. The fractions of particulate mass, OC and EC contained in this interval were similar. Tagged soot aerosol collected in Baltimore city contained modes at 0.4 and, sometimes, 2.4 μm, in addition to the primary particle mode at 0.12 μm. Submicrometer modes are attributed to fresh SV emissions, whereas the 2.5-μm mode is attributed to resuspension. The results suggest that inferences on the evolution of urban soot aerosol made from size distribution data may be invalid unless a unique tracers are employed.
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D. A. Becker9

117
Determination of Hydrogen by PGAA
R. R. Greenberg9, R. M. Lindstrom9, E. A. Mackey9, and R. L. Paul9

Analytical Applications of Cold Neutrons

Nitrogen Profiling of Thin Titanium Nitride Films
G.P. Lamaze9, H. H. Chen-Mayer9, and N. Cox

Lithium Migration in Electrochromic Thin Films
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NCNR Guest Researchers and Collaborations: 1997

The NCNR provides some of the nation's most advanced capabilities in the area of neutron beam related research. A major role of the division is to make these capabilities available to all qualified U.S. researchers - from universities, industry, and government laboratories. As shown in Fig. 1, this role has steadily expanded since the advent of the CNRF around the turn of the decade.

![Graph showing research participants at the NBSR](image)

**Fig. 1.** Research participations at the NBSR

Along with strong, steady growth this figure also shows the predominance of outside user participation in experiments performed at the NBSR. The rightmost column represents participants from 54 U.S. industrial laboratories, 92 universities, 33 other government institutions, and over 100 foreign institutions. Participants include those who were at the facility at least once for an experiment or by collaborating in other ways (e.g. sample preparation, co-authors on publications).

The development over the years of new instrumentation at the NCNR is certainly the most important factor contributing to the increasing number of facility users as represented in Fig. 1. However the inauguration of new instruments has paused during this last fiscal year, as development on the neutron guide system has advanced to the point where only the sophisticated high-resolution instruments remain to be completed. Thus, the most recent program expansion is in research communities using already established instruments. In general, refinement and expansion of existing instrumentation and techniques have aided this. The number of different research participants must at some point saturate, and will to some degree be determined by policies regarding the granting of beam time. Current policy allows for considerable extension of already approved projects, which show merit based on reports and publications. This necessarily takes away beam time which could be used for new projects.

Facility users obtain access to NCNR instrumentation in several ways. The first and most straightforward route is through a formal research proposal system, as described in the following paragraph. A second avenue lies in direct collaborations between external facility users and NIST scientists, involving experiments of limited duration on specific research topics. A third, also very important mode of access involves more formal collaborations of longer duration with larger groups, i.e., research consortia, rather than with individual scientists. The third mode has been used to build and operate several of the new instruments.

The formal research proposal system is based on a submission deadline and subsequent review at six- or seven-month intervals. During FY97 there were two such proposal cycles with assignments of beam time occurring in March and November. The total number of proposals on peer reviewed instruments is up to 130 for the November call, compared to 100 proposals for the FY96 call, and the total number of instrument days requested has increased to more than 800 compared to 400 a year ago. The Program Advisory Committee (PAC), which is a group of seven prominent scientists makes final decisions about the allocation of beam time by NIST management. The PAC membership represents a wide range of expertise in neutron beam research, and advises NIST on many aspects of the research activities and instrumentation at the reactor, especially those concerning user interaction. At a meeting once every proposal cycle the PAC considers the peer reviews of proposals by expert referees, technical reviews made by NIST scientists, reviews for safety, and the proposals themselves, in order to approve or reject proposals, and to allocate specific amounts of instrument time.

The instruments in greatest demand continue to be the two small-angle neutron scattering (SANS) diffractometers, and the two neutron reflectometers, which accounted for 65 proposals and 290 instrument days requested, and 40 proposals for 290 days respectively. SANS is over-subscribed by a factor of greater than two in days requested compared with available days to allocate (125), and the approval rate for new SANS proposals continues a trend in declining from 66% in March to 47% in November. The reflec-
tometers show the greatest increases in demand, and is now oversubscribed by almost a factor of 3 for the 110 available instrument days. The approval rate for new reflectometry proposals has thus been forced to decline from about 90% last year to only 53% this last cycle.

The demand for high resolution instruments for inelastic neutron scattering has already begun to increase, as over-subscription for the SPINS spectrometer has reached about a factor of two for the 82 instrument days available per scheduling cycle. Many of the SPINS experiments are among the most challenging in terms of the counting rates and signal-to-noise. This has led to a number of requests for blocks of time exceeding one week. While review has often justified such amounts of instrument time, the pressures for approval have typically favored truncation of the allotments over rejection. The three new high-resolution inelastic scattering instruments (backscattering, time-of-flight and spin-echo) are nearing completion, and increased demand for these types of experiments is anticipated. A workshop on high-resolution neutron spectroscopy was held in August of FY97 in order to help identify and educate possible new users of these instruments.

Direct collaborations remain a common way to access the instruments at the NCNR, accounting for approximately 60% of the total number of instrument days. The thermal-neutron instruments, i.e., triple-axis spectrometers and high-resolution powder diffractometer were mainly scheduled in this way. An on-line proposal system for use of the powder diffractometer resulted in 120 accepted proposals for measurements and a wide variety of samples (altogether, over 1000 data sets were collected from 320 samples).

The third method of obtaining access to NCNR instruments is through research consortia. For example, the 30-meter SANS diffractometer on neutron guide NG-7 was built and is operated by a group consisting of NIST, Exxon Research and Engineering Co., the University of Minnesota, and Texaco R & D. Three-quarters of the beam time on the instrument is reserved for the consortium, and the remaining time is allocated to general user proposals. Similar arrangements involving other consortia apply for the horizontal-sample reflectometer and the high-resolution powder diffractometer.

Personnel from other organizational units of NIST wholly or partially operate several of the experimental stations at the NCNR. A group from the Analytical Chemistry Division carries out chemical analysis by nuclear methods. There are several experimental stations operated by this group. For example, cold-neutron prompt-gamma neutron activation analysis (PGAA), an in-beam method, is offered directly to users through proposals, while activation analysis after removal from a neutron beam is an in-house activity offered to users through collaborations.

Services such as irradiation, radiography, and materials characterization are provided to other government agencies using the facilities at the NCNR. The FDA and Smithsonian have maintained long-term, continuing associations, while other institutions receive services at the NCNR on a short-term, case-by-case basis. Such services are provided to non-government agencies as well. These techniques prove to be complementary to many of the scientific research projects at the NCNR where materials characterization is crucial.

In some cases, industrial R & D of a proprietary nature is carried out at the NCNR, provided that appropriate beam-time charges are paid on a full-cost-recovery basis to the U.S. government.

Feedback from facility users concerning operation and policies at the NCNR is gathered in several ways. Firstly, the NCNR local contact persons interact directly with each research group using the facility. This informal method typically identifies concerns about a specific instrument, and the responsibility for action then resides with NCNR staff responsible for the instrument. Feedback of a more general nature needs to be transmitted to NCNR administration and the PAC, and a more formal process involving on site forms and/or electronic mail is currently taking shape.

This past year a complete set of detailed information on investigators, proposals, referees and experiments, has been gathered into a comprehensive database. This is extremely useful in the increasingly complicated task of assigning and scheduling beam-time and equipment, and in making administrative decisions concerning NCNR operations. This was largely made possible by using the Internet to efficiently collect beam-time proposals and other information from users. On the World Wide Web at http://rrdjazz.nist.gov further information on the NCNR, its instrumentation, staff and the guest researcher program can be found.
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The Division staff is organized formally into three groups, as shown in the chart above; however, staff are utilized where necessary, irrespective of group. Below the group level of organization, personnel are grouped into research teams according to their predominant interest. Once again, these groupings are not hard and fast; there are many overlapping interests. These teams, including long-term guest researchers, are shown in Table 1. A great number of "non-resident" Ph.D. students and continuing collaborators from universities and industry are not listed. It should be noted that scientific contributions of the Research Facility Operations Group are included in the teams by scientific interest, even though in most cases, their predominant responsibility is for cold neutron instrument building and/or operation. In fact, they have only 30% of their time given to the conduct of research, while 70% is dedicated to the facility. Likewise, many members of the Neutron Condensed Matter Science Group have sizable Research Facility responsibilities, which may amount to as much as ½ time when needed.
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CENTER OFFICE - (856)  
Rowe, J. M., Director  
Neal, S. L., Admin. Asst.  
Hill, J. M., Secretary  
Klosowski, P., Physicist

REACTOR OPERATIONS & ENGINEERING  
Raby, T. M., Chief  
Torrence, J. F., Deputy  
Poole, L. M., Secretary

Operations  
Beasley, R.D.  
Bickford, N. A.  
Bobik, P. A.  
Cassells, M. G.  
Clark, F. C.  
Dilks, H. W.  
Flynn, D. J.  
Guarin, E. L.  
Lindstrom, L. T.  
McDonald, M. J.  
Mueller, W. W.  
Myers, T. J.  
Pierce, S. C.  
Ring, J. H.  
Sprow, R. P.  
Slaughter, S. S.  
Stiber, R. F.  
Toth, A. L.  
Wilkison, D. P.  
Wright, K. D.

Engineering  
Suthar, M. A., Chief  
Poole, L. M., Secretary  
Beatty, J. A.  
Boyd, J. M.  
Hall, K. D.  
Liposky, P. J.  
Reilly, G. D.  
Shuman, L.A.  
Thompson, R. G.

Research Associates  
Anderson, D. A. (FDA)  
Billos, J. (Montg. College)  
Cunningham, W. C. (FDA)  
Kornfeld, C.  
Heine, C. J.  
Olin, J.  
Yee, K.

NEUTRON CONDENSED MATTER SCIENCE GROUP  
Rush, J. J., Leader  
Runkles, C. L., Secretary  
Berk, N. F.  
Brand, P.

Chemical Physics of Materials  
Copley, J. R. D.  
Forstner, K. T.  
FitzGerald, S. A.  
Gehring, P. M.  
Maliszewskyj, N. C.  
Neumann, D. A., Team Leader  
Udovic, T. J.

Crystallography  
Karen, V. L.  
Santoro, A.  
Stalick, J. K.  
Toby B. H., Team Leader

Magnetism and Superconductivity  
Borchers, J. A.  
Erwin, R. W.  
Ijiri, Y., NRC Post-Doc.  
Lynn, J. W., Team Leader  
Santodonato, L.

Macromolecular and Microstructure  
Butler, P. D.  
Glinka, C. J., Team Leader  
Hammouda, B.  
Kline, S. R.  
Readon, J. P.  
Slawek, T. M.

Surfaces and Interfaces  
Dura, J. A.  
Krueger, S. T.  
Majkrzak, C. F., Team Leader  
Satija, S. K.
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Guest Scientists
Altorfer, F. B.
Broholm, C.
Cook, J.
Dender, D.
Doloc, L.
Feigin, L. A.
Gnaupel-Herold, T.
Huang, Q. Z.
Kepa, H.
Karmonik, C.
Khosrovani, N.
Lee, S.-H.
Lin, M. Y.
Mighell, A. D.
Mrose, M.
Meyer, A.
Papanek, P.
Prince, E.
Sung, L.
Tarek, M.
Trevino, S. F.
Tobias, D.
Yildirim, T.
Zaliznyak, I.

RESEARCH FACILITY OPERATIONS
Rowe, J. M., Leader
Clutter, L. K., User Coord.
Hill, J. M., Secretary
Ruhl, K. J., Clerk Typist
Bostian, C. D.
Clarkson, A.
Clem, D. L.
Clow, W. R.
Dickerson, W. E.
Fravel, D. H.
Fulford, D.
Gallagher, P. D.
Green, T. A.
Greene, G. C.
Heald, A. E.
Kamitakahara, W. A.
Knill, W. C.
Kopetka, P. H.
Kulp, D. L.
LaRock, J. G.
Layer, H. P.
Pierce, D. J.
Rinehart, M. J.
Rosov, N. S.
Schroder, I. G.
Thai, T. T.
Tobin, P. J.

Williams, R. E.

Guest Engineers
Brocker, C. W.
Christman, R.
Moyer, J. J.
Williams, R. H.
Wrenn, C. W.

OTHER NIST GROUPS
NEUTRON INTERACTIONS & DOSIMETRY GROUP- (846)
Gilliam, D. M., Leader
Rhodes, S. E., Secretary
Adams, J. M.
Arif, M.
Carlson, A. D.
Dewey, M. S.
Eisenhauer, C. M.
Gentile, T. R.
Jacobson, D. L.
Jones, G. L.
Nico, J. S.
Thompson, A. K.
Weitfeld, F. E.

Guest Scientists
Brome, C. R.
Butterwoth, J. S.
Chowdhuri, S. Z.
Eisenhauer, C. M.
Fei, X.
Grundl, J. A.
Huffman, P. R.
Hwang, S-R.
Mattoni, C. E. H.
Ioffe, A.
Schwartz, R. B.
Steiger, T.

NUCLEAR METHODS GROUP-(839)
Greenberg, R. R., Leader
Wilson, J. M., Secretary
Becker, D. A.
Chen-Mayer, H. H.
Demiralp, R.
Fitzpatrick, K. A.
Lamaze, G. P.
Langland, J. K.
Lindstrom, R. M.
Mackey, E. A.
Mildner, D.F.R.
Paul, R. L.
Porter, B. J.
Zeisler, R. L.
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Guest Scientists
Bishop, R. L.
Blackman, M. J.

HEALTH PHYSICS - Div. 354
Slaback, L. A., Leader
Thomas, C. L., Secretary
Brown, D. R.
Campbell, C. D.
Cassells, L. H.
Clark, J. S.
Deardorff, G. E.
Fink, L. E.
Mengers, T. F.
Shubiak, J. J.

Research and Engineering Staff (September 30, 1997)

J. G. Barker
SANS instrumentation and research
Microstructure of materials

N. F. Berk
Condensed matter theory
Scattering theory for microstructure analysis
Computer software for graphics and data analysis

N. A. Bickford
Reactor operations
Reactor irradiations
Reactor utilization

J. A. Borchers
Thin-film analysis
Artificially modulated materials
Magnetism

D. E. Brady
Electrical/electronic engineering
Nuclear reactor instrumentation
NDE diffraction methods

P. C. Brand
Materials engineering
Neutron residual stress measurements
Engineering physics

J. M. Boyd
Electrical/electronic engineering
Nuclear reactor instrumentation

J. R. D. Copley
Time-of-flight spectrometer development
Neutron instrumentation conceptual design
Condensed matter physics

W. E. Dickerson
Neutron scattering instrumentation
Microcomputer interfacing
Nuclear and engineering physics
<table>
<thead>
<tr>
<th>Name</th>
<th>Research Areas</th>
</tr>
</thead>
<tbody>
<tr>
<td>J. A. Dura</td>
<td>Combined molecular beam epitaxy and neutron reflectivity</td>
</tr>
<tr>
<td></td>
<td>Instrumentation</td>
</tr>
<tr>
<td></td>
<td>Surface, interfacial, and epitaxial physics</td>
</tr>
<tr>
<td>R. W. Erwin</td>
<td>Magnetic materials</td>
</tr>
<tr>
<td></td>
<td>Phase transformations</td>
</tr>
<tr>
<td></td>
<td>Cryogenics</td>
</tr>
<tr>
<td>S. A. FitzGerald</td>
<td>Neutron and optical spectroscopy</td>
</tr>
<tr>
<td></td>
<td>Condensed matter physics</td>
</tr>
<tr>
<td></td>
<td>Fullerenes and cements</td>
</tr>
<tr>
<td>K. T. Forstner</td>
<td>Instrumentation</td>
</tr>
<tr>
<td></td>
<td>Monochromator development</td>
</tr>
<tr>
<td>D. B. Fulford</td>
<td>SANS equipment development and maintenance</td>
</tr>
<tr>
<td></td>
<td>Mechanical engineering</td>
</tr>
<tr>
<td>P. D. Gallagher</td>
<td>Neutron reflectometry instrumentation</td>
</tr>
<tr>
<td></td>
<td>Interfacial phenomena in polymer systems and complex fluids</td>
</tr>
<tr>
<td></td>
<td>Phase transitions and critical phenomena</td>
</tr>
<tr>
<td>P. M. Gehring</td>
<td>Neutron backscattering instrumentation</td>
</tr>
<tr>
<td></td>
<td>Magnetic and structural phase transitions in disordered systems</td>
</tr>
<tr>
<td></td>
<td>Dynamics of high Tc materials</td>
</tr>
<tr>
<td>C. J. Glinka</td>
<td>SANS microstructure of metals and porous media</td>
</tr>
<tr>
<td></td>
<td>CHRNS project director</td>
</tr>
<tr>
<td></td>
<td>Cold neutron instrument development</td>
</tr>
<tr>
<td>G. C. Greene</td>
<td>System and user software for cold neutron instrumentation</td>
</tr>
<tr>
<td></td>
<td>Spectrometer and data acquisition systems interfaces</td>
</tr>
<tr>
<td>B. Hammouda</td>
<td>SANS from polymers, liquid crystals, and colloids</td>
</tr>
<tr>
<td></td>
<td>Dynamics of polymers in solution</td>
</tr>
<tr>
<td></td>
<td>Scattering from sheared fluids</td>
</tr>
<tr>
<td>A. E. Heald</td>
<td>Design engineering</td>
</tr>
<tr>
<td></td>
<td>Neutron instrumentation</td>
</tr>
<tr>
<td></td>
<td>Shielding</td>
</tr>
<tr>
<td>W. A. Kamitakahara</td>
<td>The CNRF guest researcher program</td>
</tr>
<tr>
<td></td>
<td>Dynamics of disordered solids</td>
</tr>
<tr>
<td></td>
<td>Condensed matter physics</td>
</tr>
<tr>
<td>V. L. Karen</td>
<td>Crystallographic database development</td>
</tr>
<tr>
<td></td>
<td>Theory of lattices and symmetry</td>
</tr>
<tr>
<td></td>
<td>Neutron and x-ray diffraction</td>
</tr>
<tr>
<td>S. R. Kline</td>
<td>Microstructure of colloids and microemulsions</td>
</tr>
<tr>
<td></td>
<td>Novel surfactant systems</td>
</tr>
<tr>
<td></td>
<td>SANS instrumentation</td>
</tr>
</tbody>
</table>
NCNR/NIST Resident staff and Visiting Scientists

P. Klosowski
Scientific data visualization
Numerical computer modeling
Data acquisition software and hardware

P. A. Kopetka
Mechanical engineering
Cold source design
Electro-mechanical systems

S. T. Krueger
SANS instrumentation
Structure of biological materials
Software development for biological problems

Y. Ijiri
Condensed matter physics
Thin films and multilayers
Magnetism

J. G. LaRock
Mechanical engineering
Neutron instrumentation design

H. P. Layer
Electronics and data processing
Advanced instrumentation
Fundamental physics

P. J. Liposky
Design engineering
Nuclear systems and components

J. W. Lynn
Condensed matter physics
Magnetic and superconducting materials
Neutron scattering methods

C. F. Majkrzak
Condensed matter physics
Polarized neutron scattering and instrumentation development
Neutron reflectivity measurements

N. C. Maliszewskyj
Time-of-flight instrumentation
Condensed matter physics
Computer software development

T. J. Myers
Reactor operations
Safety analysis

D. A. Neumann
Molecular and layered materials
Condensed matter physics
Neutron and x-ray scattering instrumentation

D. J. Pierce
Mechanical engineering
Neutron instrumentation design

H. J. Prask
Residual stress measurement methodology
Neutron NDE applications
Neutron NDE instrumentation
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T. M. Raby
- Reactor operations and standards
- Nuclear engineering
- Nuclear systems and components

G. D. Reilly
- Design engineering
- Nuclear systems and components

N. Rosov
- Spin echo techniques
- Phase transformations
- Magnetic materials

J. M. Rowe
- Orientationally disordered solids
- Cold source development
- Cold neutron research and instrumentation

J. J. Rush
- Catalysts and molecular materials
- Hydrogen in metals
- Inelastic scattering methods

L. Santodonato
- Condensed matter physics
- Cryogenics

A. Santoro
- Structure of electronic and structured ceramics
- Theory of crystal lattices
- Powder diffraction methods

S. K. Satija
- Low-dimensional molecular systems
- Fractal aspects of microporous media
- Neutron reflectometry

I. G. Schröder
- Cold neutron instrumentation development
- Nuclear and engineering physics
- Optical devices for neutron transport

T. M. Slawecki
- SANS and reflectometry from polymers
- Complex fluid microstructure
- SANS instrumentation

J. K. Stalick
- Neutron and x-ray diffraction
- Inorganic chemistry
- Crystal database development

M. A. Suthar
- Design engineering
- Nuclear systems and components

B. H. Toby
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