
AlllOM Sa^bSfl

Calculating Time-to-Contact Using
Real-Time Quantized Opticai Flow

Ted Camus
Sensory Intelligence Group

Intelligent Systenns Division

U.S. DEPARTMENT OF COMMERCE
Technology Administration

Nationai Institute of Standards

and Technology

Bldg. 220 Rm. B124
Gaithersburg, MD 20899

QC

100

.056

NO. 5609

1995

NIST





NISTIR 5609

Calculating Time-to-Contact Using
Real-Time Quantized Opticai Flow

Ted Camus
Sensory Intelligence Group

Intelligent Systems Division

U.S. DEPARTMENT OF COMMERCE
Technology Administration

National Institute of Standards

and Technology

Bldg. 220 Rm. B124
Gaithersburg, MD 20899

March 1995

U.S. DEPARTMENT OF COMMERCE
Ronald H. Brown, Secretary

TECHNOLOGY ADMINISTRATION
Mary L. Good, Under Secretary for Technology

NATIONAL INSTITUTE OF STANDARDS
AND TECHNOLOGY
Arati Prabhakar, Director



1



Calculating Time-to-Contact Using Real-Time
Quantized Optical Flow

Ted Camus
National Institute of Standards and Technology

Intelligent Systems Division

March 10, 1995

1 Abstract

Despite many recent advances in optical flow research, many robotic vision researchers are frustrated

by an inability to obtain reliable optical flow estimates in real-world conditions to apply to real-world

tasks. Recently it has been demonstrated that robust, real-time optical flow is possible using standard

computing hardware [C94j. One limitation of this correlation-based algorithm is that it does not give

truly real-valued image velocity measurements. Therefore, it is not obvious that it can be used for a wide

range of robotic vision tasks. One particular application for optical flow is time-to-contact: based on

the equations for the expansion of the optical flow field it is possible to compute the number of frames

remaining before contact with an observed object. Although the individual motion measurements of this

algorithm are of limited precision, they can be combined to produce remarkably accurate time-to-contact

measurements, which can be produced in real-time on standard computing hardware.

2 Introduction

For robotic vision to be successful and practical in real-world environments, it must be robust, fast,

and sufficiently accurate as appropriately defined for a given task. If an algorithm is not robust and

only works on weU-specified input, it is useless in the uncertainty of a noisy, real-world environment,

regardless of any other desirable quabties it may possess. Similarly, an algorithm that may take many
minutes to run is clearly inadequate for a reactive system, and must be run off-hne or on expensive

special-purpose hardware. Finally, a robotic vision algorithm must return correct measurements as

appropriately defined for a given task. In some cases such as obstacle avoidance, qualitative computer

vision may be sufficient (e.g., [NA89]). Of course more accuracy is preferable to less, however under no

circumstances may the first two requirements of robustness and speed be sacrificed. If these first two

criteria are satisfied however, accuracy may then be optimized.

Despite many recent advances in optical flow research, many robotic vision researchers are frustrated

by an inabibty to obtain rebable optical flow estimates in real-world conditions to apply for real-world

tasks. Recently [C94] demonstrated that robust, real-time optical flow is possible using only standard

computing hardware. Although this algorithm was sufficiently fast and robust to be used in tasks such

as instantiating fly-Uke control laws [War88] in a small mobile robot [Du94a], it stiU has the bmitation

of not returning truly real-valued image velocity measurements. Therefore, it is not obvious that it can

be used for a wide range of robotics vision tasks. One particular appbcation for optical flow is time-to-

contact: based on the equations for the expansion of the optical flow field it is possible to compute the

number of frames remaining before contact with an observed object [Lee76]. Although the individual

motion measurements of this algorithm are of bmited precision, they can be combined in such a manner
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as to produce remarkably accurate time-to-contact measurements, which can be produced at real-time

rates, on the order of 6 frames a second on an 50 MHz Sun Sparcstation 20.^

3 Optical Flow for Real-Time Robotics

Many techniques for optical flow exist (see [BFB94] and [LV89] for reviews and discussions of several

techniques). Although these techniques can perform very well for certain sequences of images, there

are very few that are currently able to support real-time performance. D. Touretzky et.al. note “Even

something as simple as calculating real-time optic flow requires more processing power than is practi-

cal for a mobile robot.” ([TWR94]). Authors rarely report the computational time needed for their

algorithms; when they do, it is on the order of many minutes per frame ([WM93]), or require special-

ized hardware such as a Connection Machine ([BLP89a], [WZ91], [L88]), Datacube ([N91], [LK93]), or

custom image processors ([DW93]). One obvious reason calculating optical flow is so computationally

intensive is that images are composed of thousands of pixels (which often motivates massively parallel

implementations). Another reason is that optical flow is very sensitive to noise, and drastic steps (such

as iterative smoothing [HS81], processing the images with multiple convolutions [WM93], etc.) are

often needed to overcome this sensitivity. One option is to only calculate optical flow at areas of high

contrast; for example [To92] calculates velocity at areas of sufficient contrast in the image using the

technique of [UGVT88] at about 2-3 frames per second on a Sun 4/330 for the purposes of tracking a

moving object. Many applications of optical flow require dense outputs however, which is very difficult

in areas of low contrast. For the purposes of real-time robotic vision, it is desirable to And a method of

calculating optical flow that is less sensitive to noise in the imaging process, gives a dense output, and

is computationally efficient.

4 Robust, Real-time Optical Flow

In general it is not possible to determine the correct optical flow fleld given a pair of successive image

frames. If certain assumptions are enforced, however, then the problem becomes well-posed, and can be

satisfactorily solved in most cases. Pixel-shifting algorithms that select that motion which maximizes

a match value (e.g., the sum of the absolute or possibly squared differences) such as [BLP89a], [A87a]

can be robust in practice, but are often computationally expensive. A real-time optical flow algorithm

described in [C94] and summarized here makes use of a simple relationship between velocity, distance,

and time:

Adistance
velocity = —-—:

.

Atime

Normally, in order to search for variable velocities, we keep the inter-frame delay 6t constant and

search over variable distances (pixel shifts):

However, this results in an algorithm that is quadratic in the range of velocities present [CB91].

Alternatively, we can keep the shift distance 6d constant and search over variable time delays:

(
1
)

^Certain commercial equipment, instruments, or materials are identified in this paper in order to adequately specify the

experimental procedure. Such identification does not imply recommendation or endorsement by NIST nor does it imply

that the materials or equipment identified are necessarily the best for the purpose.
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Image t-2 Image t-1 Image t

Figure 1: Visualization of motion from Image T-1: (1,1) to Image T: (2,0). This would be an optical

flow of (1,-1) pixels per frame motion for pixel Image T: (1,1).

In this case, we generally prefer to keep as small as possible in order to avoid the quadratic increase

in search area. Thus, in all examples Sd is fixed to be a single pixel. (Note however, there is nothing

preventing an algorithm based on both variable Ad and At). Since the frame rate is generally constant,

we implement “variable time delays” by integral multiples of a single frame delay. Thus, we search for

a fixed pixel shift distance Sd = 1 pixel over variable integral frame delays of At G {1, 2, 3, ...5}. 5 is

the maximum time delay allowed and results in the slowest motion calculated, 1/5 pixels per frame.

For example, a motion of 1/k pixels per frame is checked by searching for a 1-pixel motion between the

current frame t and frame t — k. For a given velocity of 1/^t pixels per frame, we assume that motion is

constant for t frames in order to register a cumulative motion of one pixel. Failure of this assumption

can result in temporal aliasing and the temporal aperture problem [C94]; since our appfication of time-

to-contact will assume constant motion, however, this effect does not concern us. The chosen motion

for a given pixel is that motion which yields the best match value of aU possible shifts (over both time

and space).

For example consider Figure 1 and Figure 2. Here we are trying to calculate the optical flow for pixel

(1,1) at the current frame. Image T. Although only the pixel in question is shown, we would match a

patch centered at the pixel in question when performing the motion search [BLP89a], with the match

value equaling the sum of absolute (or possibly squared) differences of the corresponding pixels’ intensity

values. Larger patches are more resistant to noise and provide smoother results, however patches that

are too large may smooth over boundaries; patches 7x7 pixels in size were use for examples in this

paper. In Figure 1 the optimal optical flow for pixel (1,1) from Image T — 1 to Image T is calculated to

be a pixel shift of (1,-1)- This is only a temporally local measurement however; it may not be the final

chosen motion. In Figure 2 the same search is performed, except using Image T — 2 as the first image.

In this case the calculated motion happens to be a pixel shift of (0,1) pixels over 2 frames, equivalently

(0,1/2) pixels per frame motion. If the maximum time delay 5 = 2, then the procedure would stop

here, otherwise we would continue processing frames until finally the optical flow from Image T — 5 to

Image T was calculated as weU. The best of all these motions is taken to be the actual motion.

The pixel-shift search space is fixed in the 2-D space of the current image, but is extended linearly

in time. Since we perform a hnear search in time instead of a quadratic search in space, real-time

implementations are possible. Since the search is linear, the frame rate / is inversely proportional the

the slowest velocity detected, 1/5 pixels per frame using a delay of 5 frames. Computing optical flow
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Image t-2 Image t-1 Image t

Figure 2: Visualization of motion from Image T-2: (1,1) to Image T: (1,2). This would be an optical

flow of (0,1/2) pixels per frame motion for pixel Image T: (1,1).

on 64x64 images on a 50 MHz Sun Sparcstation 20 yields f * S = 64. (I.e., if 1/8 pixels per frame

is the slowest velocity detected, optical flow can be calculated at 8 frames/second.) However, if 1/4

pixels per frame is the slowest velocity detected, then up to 16 frames/second could be calculated. The

exact value of 5 is application dependent. Certain applications such as time-to-contact can make use

of even 5 = 1 and run at over double video rates alone, or at video rates including the processing for

time-to-contact (see Section 6) .

5 Measurement Quantization

One disadvantage of the patch-matching approach is that the basic motion measurements are inte-

ger multiples of pixel-shifts. Although the algorithm discussed in this paper does calculate sub-pixel

motions, it stiU computes velocities that are basically a ratio of integers (generally with the numera-

tor equal to one pixel), not a truly real-valued measurement. Given Sd = 1 and discrete frame delays

At = {1, 2, 3, ..., 5} equation 1 yields {1/1, 1/2, 1/3, .., 1/5} pixels per frame equivalent motion, Figure 3.

Although this harmonic series is not equivalent to the traditional linear set of motions {1, 2, 3, ..., 77} pix-

els per frame since it provides greater precision at slower velocities, it does seem more suitable for many
vision tasks since since the harmonic series of motions more closely models the effects of perspective

projection (see [C94]).

However, the basic measurements are still quantized in velocity magnitude. Although calculating

real-valued optical flow measurements may be possible by using interpolation, this remains future work.

In addition, the angles computed in the current implementation are only the eight nearest-neighbor

pixels for eight possible angles of motion (plus the possibility of no motion). Increasing angular accuracy

may also be possible by interpolating pixels, however this too remains as future work. Although it is not

always necessary to have accurate optical flow to perform such functions as obstacle avoidance ([NA89]),

remarkable accuracy may stiU be achieved in the context of calculating time-to-coUision despite these

deflciences.
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Figure 3: Only l/(frame delay) velocity measurements can be detected in the current implementation.

6 Calculating Time-to-Contact

A primary use of optical flow in robotic vision is collision detection, in particular time-to-contact,

sometimes pessimistically referred to as time-to-coUision or time-to-crash [Lee76], [T90], [AP93]. Using

only optical measurements, and without knowing one’s own velocity or distance from a surface, it is

possible to determine when contact with a visible surface will be made. Figure 4 shows six frames from

a collision sequence. A small mobile robot began about about a meter and a half away from a chair

with a sweatshirt draped over the chair so that actual contact could be made with the visual target

without damaging the robot or camera. The translation rate was about 5 cm per second, and the frame

rate was about 5 frames per second, so each frame represents about 1 cm of actual translation. (AH

measurements are subject to the hmits of the accuracy of the robot’s gears and the reliability of UNIX’s

timing commands.) The camera’s lens has a field of view of 60 degrees, however only the central

256x256 pixels of an original 512x512 image were used in subsamphng to 64x64. This subsampling

provides further resistance to random noise, although it is likely that the subsampling does introduce

some quantization error. The camera’s lens was not refocused as the robot approached the target.

Note in particular the very low contrast of the sequence; gradient techniques which suggest cal-

culating flow at grey-level “corners” would not find any such high-contrast locations in these images.

Although it may be possible to construct a time-to-coUision detector using contrast-sensitive detectors

such as Reichardt detectors [R57] if such detectors were consistent throughout the visual field [AP93],

typical office environments are hkely to have widely varying spatial structures, so this cannot be guar-

anteed. Although contrast-sensitive elementary motion detectors may be sufficient for very small (and

hghtweight) insects such as the fly ([Bor90], [EB93]) since such a small insect can afford a wide margin

of error when landing on a surface due its very high strength-to-weight ratio, contrast-sensitive motion

detectors are clearly insufficient for mobile robots since an error in collision detection could seriously

5



Figure 4: Images of the chair (in row-major order) at frames 12, 41, 96, 126, 134, and 139. Note the

extremely low contrast of the sequence.

damage the robot.

Actual contact with the sweatshirt covering the chair was made somewhere between frames 141 and

142 (nominally 141.5). Thus we would want our time-to-contact algorithm to determine, at every point

during the sequence, that the contact point is around frame 141.5 (i.e., the current frame number plus

the current time-to-contact in frames). For this sequence the slowest velocity searched for, l/^, was set

to 1/10 pixels per frame.

Figure 5 describes the optical geometry (the classic reference for the image-plane coordinate system

is [LP80]). A point of interest P at coordinates (X,Y,Z) is projected through the focus of projection

centered at the origin of the coordinate system (0,0,0). P is fixed in physical space and does not move.

The origin/focus of projection, however move forward with a velocity If the camera is facing the

same direction as the direction of motion, then this direction is what is commonly known as the focus

of expansion (FOE), since it is the point from which the optical flow diverges. (In the case of mobile

robotics, it is quite reasonable to assume that the camera is in the same direction as the direction of

translation; we do not have to solve the general case of egomotion in order to exhibit useful behaviors.)

The image plane is fixed at a distance z in front of the origin; for convenience, we set 2 = 1. (The

actual value of 2 would depend on factors such as the focal length of the camera.) This image plane

moves along with the origin. P projects onto point p in this plane. As the image plane moves closer to

P, the position of p in the image plane changes as weU. Using similar triangles;

I = l = —
z 1 Z

Differentiating with respect to time [where a represents the time derivative ^ for a given variable

a]:
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P = (X,Y,Z) I
Z’

Figure 5: Optical Geometry for time-to-contact. See text for details.

y = |-y(|)

Since P is immobile, set y = 0 and substituting (yZ) for Y

:

Finally divide by y and take the reciprocals of both sides:

I
y

( 2 )

The quantity r is known as the time-to-contact [Lee76]. Note that the left hand side contains purely

optical quantities, and that knowledge of r does not give any information about distance or velocity

per se, but only of their ratio. The left-hand side of equation 2 gives us a method for calculating

time-to-contact: for a camera heading in the same direction as the FOE, pick a point in the image, and

divide its distance from the FOE by its divergence from the FOE.

This requires first calculating the FOE. Ideally, we could simply take the intersection of any two

optical flow vectors, but due to measurement errors this would be inaccurate, and in the case of this

particular algorithm it certainly would not work, since the velocity measurements are hmited to only

eight directions (and zero).

This algorithm can take advantage of the X-Y component representation of the optical flow vectors.

In the case of forward translational motion and a single object filling the field of view, the FOE may be

calculated by averaging the X and Y components of aU the optical flow vectors, with each component

being assigned a unit pixel value regardless of its actual magnitude, and treating the average as an

offset from the fine of sight, which is assumed to be straight forward. Since motion is quantized into

eight directions, horizontal and vertical motion is considered to be plus or minus one unit motion in

either the X or Y directions and zero units for the other, and diagonal motion is considered to be plus

or minus one unit in both the X and Y directions. The vector components are assigned unit values for

robustness, i.e., vectors close to the FOE are not penahzed because their actual magnitudes are very

small.
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From equation 2 and Figure 5 we can see that the expected divergence of any point along a circle

of a given radius should be equal; e.g., given the assumption of a flat surface and a direct approach the

divergence of any point A should be equal to that of point F. Therefore, it is justifiable to average the

optical flow measurements along the circumference of any circle of a given radius, centered at the FOE,
to get a single real-valued measurement for y in equation 2. The number of individual measurements

used in this paper is 4 times the radius in pixels, i.e. 4 measurements for a one-pixel radius, 8 for a 2

pixel radius, up to 124 for a maximum 31-pixel radius. In this case, each “individual” measurement is in

fact the weighted averaged of the four nearest pixels to that actual real-coordinate point in the image.

Quantity y in equation 2 is then simply the radius of that particular circle, and then Anally a single

measurement of time-to-contact is calculated by r = y/y. The number of independent time-to-contact

measurements available is only limited by the image size, and the position of the FOE.
The current implementation only calculates a maximum velocity of one pixel per frame along any

of the four cardinal directions (NEWS). Along the diagonals, the maximum velocity is \/2 pixels per

frame, however when the actual motion for points along a circle of a given radius exceeds one pixel

per frame (for the current implementation), the optical flow in the NEWS directions saturates, yielding

slower than actual optical flow, and thus a longer than actual time-to-contact. For the current problem,

we win simply not consider measuring the time-to-contact for radii whose averaged motion results in

greater than one pixel per frame. Even when only 2.5 frames away from collision, there are enough

vahd measurements for an accurate time-to-contact calculation.

In practice we hmit the velocity search to some lower bound, these slow velocities may be slower

than can be detected. However, the slowest velocity that is detected may give a better match than

no motion, thus these pixels’ velocities may be rounded up to 1/5 pixels per frame, yielding a lower

than actual time-to-contact for that radius. Thus it is often useful to set some lower velocity threshold

below which time-to-contact measurements will not be considered, since they are likely to be inaccurate.

Rather than setting a threshold on the individual measurements, we set a threshold on the averaged

measurement for the entire circle. This allows the slowest velocities to participate in the distribution of

velocities for a circle of a given radius. Although there currently is no automatic mechanism for setting

this threshold, values from 1.6 to 1.8 times the slowest velocity checked for in the image have been

successful. In addition, experiments show that there is a point where increasing the threshold has little

effect on the measurements (for those frames where the object fills the field of view). Thus it could

be possible to adaptively set this threshold. Even at the beginning of the sequence when only a few

m^easurements are above threshold, the time-to-contact measurement is quite reliable. Together these

two thresholds eliminate measurements that are outside the optimal range of {1/1, 1/2,. ..,1/5} pixels

per frame.

By calculating an estimate of time-to-contact along the circumferences of circles of multiple radii, we

can compute several independent estimates, and take some best-fit measure among them. In this case

a robust maximum-likelihood estimate is used [H81]. Figure 6 shows the time-to-contact measurements

for each radius for several frames in the collision sequence. Each measurement results from applying

equation 2 to the averaged motion estimate for that given radius. The top vertical line represents the

1.0 pixels per frame upper threshold, the bottom vertical line represents the lower-bound threshold of

0.183 pixels per frame, the dotted horizontal line represents the initial estimate, and the solid horizontal

line represents the final maximum-likelihood estimate for time-to-contact.

Examining this figure, there is generally a drop in the time-to-contact measurements corresponding

to motions below the lower-bound threshold, due to the “rounding up” of the slowest velocities near

the FOE. The location of this sudden drop could possibly be used to adaptively set the value of the

lower-bound threshold, if it were known that aU measurements corresponded to a single surface. The

remaining vahd measurements are in strong agreement with one another, meaning that the time-to-

contact measurements are highly redundant and are vahd regardless of their distance from the FOE. In

addition, this property is true at almost all time points in the image sequence.
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Figure 6: Time- to-contact estimates (in row-major order) for frames 12, 41, 96, 126, 134, and 139.

Lower-bound threshold is 0.183 pixels per frame. The plots for the last 2 frames have only a few valid

measurements less than 1.0 pixels per frame, so for enhanced visibility the lower left-hand quarter is

zoomed in by a factor of 2.
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Figure 7: Results of time-to-contact experiment for the collision sequence. Left figure is a plot of in-

stantaneous time-to-contact vs. frame number. Right figure is similar except that each value represents

the average of the current and previous 7 instantaneous time-to-contact measurements.

Figure 7 left shows a plot of these best-fit time-to-contact measurements against the current frame

number. The actual contact point is somewhere between frames 141 and 142, so for the purposes of this

graph was arbitrarily set to 141.5, represented by the solid line from (0,141.5) and (141.5,0). The jagged

nature of this plot suggests aliasing due to “jumps” of the velocity measurements at various positions

in the image from 1/5 (or \/2/5) pixels per frames to 1/(5 - 1) (or -s/2/(5 - 1)) pixels per frames as

the target is approached, or some similar artifact, but this has not been confirmed. In any event, we

take an average of the last n time-to-contact measurements as the final measure of time-to-contact. In

this paper n = 8, and the final result is shown in Figure 7. In cases where the time-to-coUision is not

constant it may be more appropriate to employ some other means of averaging such as an exponentially

decaying filter.

Even with the fast linear-time optical fiow algorithm, collision detection time is dominated by the

computation of optical flow; calculating time-to-contact is roughly equivalent in CPU time to calculating

a single speed (time delay) of optical flow, or about 64 frames per second given the optical flow input.

For this example the optical flow and time-to-contact calculations were computed offline and can be

computed at about 6 frames per second on a 50 MHz Sun Sparcstation 20.

Most of the measurements in the last 100 frames are within a frame of this value, and the average is

140.86 with standard deviation 0.91 frames. The average for the last 50 frames is 141.43, with standard

deviation 0.52 frames. In addition, measurements are valid up until 2 frames before contact (invalid

measurements are clearly labeled as such by the algorithm). Clearly, integrating across space and time

more than compensates for the non- real-valued measurements of the linear-time optical flow algorithm

(at least for this example).

This is not the only way to approach this problem. Another option is to average the motions across

the entire image, rather than along individual circles of a given radius, and then a best fit among

these measurements. Performing the averaging in two steps, however, enables us to set the thresholds

we described above and conveniently ehminate points that yield measurements that fall outside the

optimal range of {1/1, 1/2, ..., 1/5} pixels per frame. It also allows us to visualize the optical flow

algorithm as a function of distance from the radius. Finally, placing points that are a constant distance

from the FOE into a single equivalence class yielding a single measurement results in a dimensional

reduction which results in finding the maximum-hkeUhood estimate of only up to 31 measurements (the

maximum radius used for a 64x64 image) instead of up to 4096 individual points (minus those in the

border area). This makes the computation time for finding the maximum-likehhood estimate neghgible,

given the usual fast convergence.

10



6.1 Example: Low-precision Image Data Input

Real-time robotic vision has two essential requirements, real-time performance and robustness in real-

world situations. The former condition has been addressed by the development of a real-time optical

flow algorithm. The second condition demands that algorithms be extremely robust against noise.

In particular optical flow methods based on numerical differentiation are notoriously sensitive to noise.

The following example demonstrates the algorithm’s degradation of performance for the time-to-contact

experiment of Figure 7 using very low precision images.

The intensity value of each pixel in a greyscale image is generally represented by an unsigned integer

in the range of 0-255, i.e., an 8-bit integer. The following example demonstrates the result of the time-

to-contact algorithm when run on images reduced to only 2 bits of precision. The extremely limi ted

precision of these images is evident in Figure 8. In fact, the vast majority of the image sequence actually

only uses 2 colors, corresponding to grey levels 128 and 192 respectively, and are thus effectively 1-bit

bitmaps. Clearly, with only 2 grey levels present, techniques based on numerical differentiation cannot

be used. The results for the collision sequence with effectively 1-bit input are shown in Figure 9. For

this input the computed time-to-contact value is at worst about within a factor of 2 of the correct value

and becomes more accurate as contact approaches. At 90 frames from contact (approximately 90 cm.

from the target) the algorithm produces a time-to-contact 70% of actual, and at 50 frames away it is

85% of actual. At 40 frames from contact the algorithm is within three frames of actual, and at 25

frames from contact it is within a single frame. The algorithm maintains this accuracy up until two

frames before contact (same as that for the full-precision sequence), at which point it diverges slightly.

The algorithm demonstrates a graceful degradation of performance on images with intermediate bit

precision, as well as images degraded with varying levels of noise [C94]. As with the fuU-precision

example, the optical flow and time-to-contact calculations were computed offline and can be computed

at about 6 frames per second for 64x64 images and 5 = 10 on a 50 MHz Sun Sparcstation 20. The fact

that such accuracy is possible given such poor input data and coarsely quantized optical flow suggest

relatively simple hardware implementations, in terms of modest computational power, low-quality CCD
camera, and low-precision framebuffer requirements.

An important point here is that we are not merely using some “quick and dirty trick” to determine

time-to-contact, nor are we tracking the motion of feature points, which might be undesirable due to

the difficulty of extracting reliable feature points (and assuming that there are enough such points

in the image for subsequent processing). This particular application of time-to-contact on effectively

binary data does not explicitly attempt to perform the type of binary correlation matching as done

in [Ni84], which autocorrelates the sign of a convolution with the Laplacian of a Gaussian with the

image, although the similarities are interesting. This application is using the same exact optical flow

and time-to-contact algorithms as before, just on very poor image data.

6.2 Example: Low-precision Optical Flow Input

The previous section tested the robustness of the optical flow algorithm by using very low-precision

images as input data. This section will test the robustness of the time-to-contact algorithm itself by

using very-low precision optical flow input.

Biological implementations of collision detection, such as the spatial integration of simple correlation-

type motion detectors found in the fly do suggest that useful collision avoidance can be performed using

imprecise input [EB93] (although the fly does not appear to explicitly calculate time-to-contact [BB88]).

For example, [AP93] computes optical flow only along a single dimension; often, the vector sum of two

one-dimensional optical flow vectors is sufficiently qualitatively similar to the two-dimensional optical

flow to be used in certain robotic vision tasks. Using Green’s theorems, the divergence of the optical

flow field can be estimated by intergrating the optical flow normal to a closed contour. By using the

estimated divergence of the flow field, time-to-contact is calculated with errors reported on the order of
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Figure 8: Image of the chair (in row-major order) at frames 12, 41, 96, 126, 134, and 139 reduced to

only 2 bits of precision. The majority of the images actually only use 2 grey levels, and are elTectively

1-bit bitmaps.

Figure 9: Results of time-to-contact experiment for the collision sequence with (left) 2-bit precision

images, S = 10, lower threshold = 0.183, and (right) full precision images, 5=1, and lower threshold

= 0.400. For the graph on the right, valid measurements did not begin until about halfway through the

sequence.
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10% [AP93].

The results of running the optical flow algorithm with 5=1 (i.e., calculating only zero-or-one pixels

per frame motion along the NEWS directions and \f2 pixels per frame along the diagonals) on normal

image input and the time-to-contact algorithm with this optical flow output is shown on the right of

Figure 9. Here the lower-bound threshold was arbitrarily set to 0.400 pixels per frame. (Ideally, in the

future this threshold can be adaptively set as discussed earlier, although it would be more difficult with

such limited velocity measurements.) Most time-to-contact estimates in this graph are within 2 frames

of the actual value of time-to-contact. Estimates are valid up until 2 frames before contact, however in

this example there were no valid time-to-contact estimates until about halfway through the 142 frame

sequence. The optical flow with 5 = 1 and the standard time-to-contact algorithm can be computed

together at over 30 frames/second for 64x64 images on a 50 MHz Sun Sparcstation 20.

A lesson learned is that instead of relying on the accuracy of individual measurements, each one of

which is very difficult to obtain and is sensitive to noise, it may be better to use some combination of

individual measurements, each one of which is robust but not necessarily very precise.

7 Future Work

The Time-to-Contact and FOE calculations made several assumptions, such as constant unidirectional

motion, and a flat object that completely Alls the field of view. In addition, the sweatshirt used as a

target, although solid-colored, is not as textureless as many objects found in a typical office, such as a

black filing cabinet. Subsequent work wiU examine these issues in turn.
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