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ABSTRACT

This report presents the results of a study on hazard analysis, especially software hazard analysis, in high integrity software standards and guidelines. It describes types of system hazard analysis (that influence software), types of software hazard analysis, techniques for conducting hazard analysis (along with some of their advantages and disadvantages), and other practices and processes that should be employed in order to ensure the safety of software.
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EXECUTIVE SUMMARY

The National Institute of Standards and Technology (NIST) has built a database\(^1\) of standards, guidelines, technical papers, and books which was used in a study on hazard analysis, especially software hazard analysis, in high integrity software standards and guidelines. For this report these documents were examined in order to determine the following:

- What is software hazard analysis?
- Why is software hazard analysis important?
- When is software hazard analysis performed?
- What techniques are used for hazard analysis? Which ones can be used for software hazard analysis?
- What are the advantages and disadvantages of the different hazard analysis techniques?
- What standards and guidelines require or recommend that software hazard analysis be performed, and what methodologies are required or recommended?
- Is software hazard analysis sufficiently addressed by existing standards and guidelines?

This report describes types of system hazard analysis (preliminary hazard list; preliminary hazard analysis; system hazard analysis; and, operating and support hazard analysis) and types of software hazard analysis (software requirements hazard analysis; software design hazard analysis; code-level software hazard analysis; software safety testing; software/user interface analysis; and, software change hazard analysis).

This report includes techniques that are mentioned in some standards and/or guidelines for conducting hazard analysis (code walk-throughs; event tree analysis; hazard and operability studies; nuclear safety cross check analysis (NSCCA); Petri nets; software failure mode, effects, and criticality analysis; software fault tree analysis (SFTA); and, software sneak analysis (SSA)), along with some of their advantages and disadvantages.

Of the techniques investigated for this report, only NSCCA, SFTA, and SSA have been used specifically for software hazard analysis. And, while these techniques originated from similar techniques for hardware, they are relatively young and untried for software. More investigation and experimentation is needed to determine the usefulness, scope and cost effectiveness of these techniques.

---

\(^1\)This database includes current U.S. and international documents that address high integrity software systems.
This study also discusses the development of the software. It is not enough to conduct software hazard analysis or other safety analyses. Software needs to be developed using specific software development and software assurance processes to protect against or mitigate failure of the software. A complete software safety standard would at least reference other standards that address these mechanisms and would include a software safety policy identifying required functionality to protect against or mitigate failure.

As software is included in more and more critical systems (e.g., nuclear power plants, medical devices and transportation systems) the need for software safety programs becomes crucial. These software safety programs should consist of not only software safety analyses, but methodologies that assist in the assurance of developing quality software.

In summary, the following issues need to be addressed regarding the safety of software:

- Standards need to require software safety programs that include software hazard analysis and other safety analyses, and software development and software assurance processes.

- Techniques for safety analysis need to be updated, and the use of software engineering methodologies and computer-aided software engineering (CASE) tools needs to be considered for software safety analysis.
# ABBREVIATIONS

The following acronyms and abbreviations are used in this report:

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CASE</td>
<td>Computer-Aided Software Engineering</td>
</tr>
<tr>
<td>CSHA</td>
<td>Code-level Software Hazard Analysis</td>
</tr>
<tr>
<td>ETA</td>
<td>Event Tree Analysis</td>
</tr>
<tr>
<td>FMA</td>
<td>Failure Mode Analyses</td>
</tr>
<tr>
<td>FMEA</td>
<td>Failure Mode and Effects Analysis (system)</td>
</tr>
<tr>
<td>FMECA</td>
<td>Failure Mode, Effects, and Criticality Analysis (system)</td>
</tr>
<tr>
<td>FTA</td>
<td>Fault Tree Analysis (system)</td>
</tr>
<tr>
<td>HAZOP</td>
<td>HAZard and Operability studies</td>
</tr>
<tr>
<td>NIST</td>
<td>National Institute of Standards and Technology</td>
</tr>
<tr>
<td>NPP</td>
<td>Nuclear Power Plant</td>
</tr>
<tr>
<td>NRC</td>
<td>Nuclear Regulatory Commission (United States)</td>
</tr>
<tr>
<td>NSCCA</td>
<td>Nuclear Safety Cross Check Analysis</td>
</tr>
<tr>
<td>NSO</td>
<td>Nuclear Safety Objectives</td>
</tr>
<tr>
<td>O&amp;SHA</td>
<td>Operating and Support Hazard Analysis</td>
</tr>
<tr>
<td>OOD</td>
<td>Object Oriented Design</td>
</tr>
<tr>
<td>PHA</td>
<td>Preliminary Hazard Analysis</td>
</tr>
<tr>
<td>PHL</td>
<td>Preliminary Hazard List</td>
</tr>
<tr>
<td>PRA</td>
<td>Probabilistic Risk Analysis</td>
</tr>
<tr>
<td>SDHA</td>
<td>Software Design Hazard Analysis</td>
</tr>
<tr>
<td>SFMEA</td>
<td>Software Failure Mode and Effects Analysis</td>
</tr>
<tr>
<td>SFMECA</td>
<td>Software Failure Mode, Effects, and Criticality Analysis</td>
</tr>
<tr>
<td>SFTA</td>
<td>Software Fault Tree Analysis</td>
</tr>
<tr>
<td>SHA</td>
<td>System Hazard Analysis</td>
</tr>
<tr>
<td>SCA</td>
<td>Sneak Circuit Analysis</td>
</tr>
<tr>
<td>SCHA</td>
<td>Software Change Hazard Analysis</td>
</tr>
<tr>
<td>SQA</td>
<td>Software Quality Assurance</td>
</tr>
<tr>
<td>SRHA</td>
<td>Software Requirements Hazard Analysis</td>
</tr>
<tr>
<td>SSA</td>
<td>Software Sneak Analysis</td>
</tr>
<tr>
<td>SV&amp;V</td>
<td>Software Verification and Validation</td>
</tr>
<tr>
<td>USAF</td>
<td>United States Air Force</td>
</tr>
</tbody>
</table>
1. INTRODUCTION

This report presents the results of a study on hazard analysis, especially software hazard analysis, in high integrity software standards and guidelines. A hazard is an (unsafe) "condition that may lead to an unintended event that causes an undesirable outcome" [WALLACE]. The unintended event that results in an undesirable outcome is a mishap [MIL882B]. For example, a driver of a car ignores warning lights at a railroad crossing and drives the car onto the tracks. The hazard is the presence of the car and train on the track at the same time. The unintended event (mishap) is the train colliding with the car. The undesirable outcome is the probable loss of life and damage to the car and train.

Hazard analysis is the process of identifying and evaluating the hazards of a system, and then making change recommendations that would either eliminate the hazard or reduce its risk to an "acceptable level" [MIL882B]. Traditionally this did not necessarily involve an analysis of software. However, as software is being included in more systems whose failure can cause physical harm, the need for identifying software hazards becomes increasingly important. Software hazard analysis makes recommendations to eliminate or control software hazards and hazards related to interfaces between the software and the system (includes hardware and human components). It includes analyzing the requirements, design, code, user interfaces, and changes. Software hazards may occur if the software is improperly developed (designed), the software dispatches incorrect information, or the software fails to transmit information when it should have.

NIST reviewed high integrity standards and guidelines to determine the extent to which software hazard analysis is addressed by the standards community. Hazard analysis techniques are also discussed in this report, along with some of their advantages and disadvantages. There are few techniques developed specifically for conducting software hazard analysis. Many are based on methods used to analyze hardware safety. However, software and hardware differ in many ways; hardware errors are often random failures due to age or poor workmanship whereas software is only subject to design faults [LEVINSON]. Therefore, it is very important to tailor techniques correctly to software and its specific characteristics.

Software hazard analysis is a part of software safety. Software safety also includes, for example, testing, identifying safety-critical, single- and multiple-failure sequences and determining software safety requirements [LEVESON86]. The following sample software safety program is suggested by [LEVESON89]:

- Software Development Management Responsibilities
- Software Hazard Analysis
- Establishing Software Safety Requirements
- Software Safety Requirements Review
- Software Safety Design Concepts
Software Design and Recovery Analysis
Software Safety Design Review
Code Verification and Validation
Assessment of Risk.

Software safety should not be confused with software reliability. Reliability is the ability of a system to perform its required functions under stated conditions for a specified period of time [IEEE610]. Safety is the probability that conditions (hazards) that can lead to a mishap do not occur, whether or not the intended function is performed [LEVESON86]. Reliability is interested in all possible software errors, while safety is concerned only with those errors that cause actual system hazards [LEVESON86]. Some of the techniques described in section 3 may actually demonstrate reliability more than safety. Software safety and software reliability are part of software quality. Quality is the degree to which a system meets specified requirements, and customer or user needs or expectations [IEEE610]. Assuring software quality is discussed in section 4.

This report does address computer security, however some hazard analysis techniques may also be used to reveal security threats. And, techniques used in security checks may be useful in hazard analysis. Further work is needed to explore these possibilities.

1.1. Review Process

The National Institute of Standards and Technology (NIST) has built a database² of standards, guidelines, technical papers, and books to assist in a study of current information regarding standards and practices for the assurance of high integrity software systems. ([NIST204] and [NIST209] document other parts of this study.) For this part of the study these documents were examined in order to determine the following:

- What is software hazard analysis?
- Why is software hazard analysis important?
- When is software hazard analysis performed?
- What techniques are used for hazard analysis? Which ones can be used for software hazard analysis?
- What are the advantages and disadvantages of the different hazard analysis techniques?

²This database includes current U.S. and international documents that address high integrity software systems.
What standards and guidelines require or recommend that software hazard analysis be performed, and what methodologies are required or recommended?

Is software hazard analysis sufficiently addressed by existing standards and guidelines?

Software engineering and software safety assessment are both relatively new fields and are constantly evolving. Software engineering standards and guidelines, including those for safety systems, are also changing as new terminology, methodologies, and techniques are developed. Taken as a group, software engineering standards and guidelines are in flux and inconsistent. This study includes different versions of some standards and guidelines since sometimes a newer version does not include all the information from a previous version. For example, guidance in standard N, not included in standard N+1, may appear again in standard N+2.

Section 2 of this report explains the types of system hazard analysis and the types of software hazard analysis, including how the two relate or interact. Section 3 describes hazard analysis techniques. Section 4 discusses assuring the quality of software. Section 5 presents the conclusions of this review. Appendix A lists the standards, guidelines, technical papers, and books examined for this review.
2. CONTEXT FOR SOFTWARE HAZARD ANALYSIS

Software hazard analysis is directly related to system hazard analysis since it depends upon system hazard analysis for its inputs. Figure 2-1 (based on MIL882B)\(^3\) gives an approximate representation of when system and software hazard analyses are performed relative to the system and software life cycles. (The software life cycle processes and software hazard analyses are in **bold** face type.) Software hazard analysis should:

- respond to every hazard identified in system hazard analysis,
- ensure that the operation of the software does not interfere with the goals or operation of the system, and
- evaluate and make recommendations to mitigate how software could hinder the goals or operation of the system.

2.1. Criticality Assessment

This report does not explore criticality assessment in detail; it is only mentioned since it affects when and how any hazard analysis is performed. In software engineering "criticality" refers to the degree of impact that an item has on the development or operation of a system \([IEEE610]\).

There are two types of criticality assessment. Criticality analysis of the software assigns degrees of analysis (e.g., superficial, detailed and thorough) to levels of software (e.g., criticality is high [failure of software could result in personal injury, loss of life, or loss of property], medium [failure of software could result in damage to equipment], or low [failure of software would not affect people or property]) \([IEEEP1059]\). The idea is that the more critical the software system, the more thorough the analysis.

Criticality of hazards can also be determined. It is unrealistic to expect that all hazards of a system can be removed or controlled. The idea is to assess the criticality of the hazards and concentrate on eliminating or mitigating the most critical. Often no action will be taken regarding a hazard with a low criticality level. However, a hazard with a high criticality level will be mitigated. For example, "the vulnerability of a reactor to an earthquake is high and the opportunity for occurrence, particularly on fault lines, is sufficiently high with consequences sufficiently severe that actions are taken, such as building away from fault lines, to mitigate the hazard" \([NIST190]\). In some cases, the probability of a hazard occurring and the results of the criticality assessment are combined into a probability risk assessment.

\(^3\)MIL882B gives the most thorough explanation of system and software hazard analyses; most of the other documents reviewed for this study only provide a cursory explanation of these analyses.
Figure 2-1 System & Software Hazard Analyses.

*Preliminary Hazard List
"Software Change Hazard Analysis"
2.2. Types of Software Related System Hazard Analyses

The following is a brief description based on [MIL882B] of each type of system hazard analysis. Only hazard analyses that include specific analysis of software or its interfaces to the system are included. For more information on system hazard analyses, see [MIL882B].

A preliminary hazard list (PHL) identifies hazardous areas of the system. It occurs during the system concept definition life cycle phase and consists of examining the system concept. The PHL may be used to establish the scope of future system and software hazard analyses.

The preliminary hazard analysis (PHA) uses the PHL to evaluate the hazards (i.e., criticality, probability) of the system. It begins in the earliest system life cycle phase while requirements are being considered. (More complete hazard analyses cannot be completed until after functions have been allocated to hardware, human, and software.) The PHA includes, but is not limited to, examining interfaces between hardware and software controls, software contribution to system mishaps, system design criteria to control software commands and responses, and software fail safe design considerations. This hazard analysis is the foundation for future system and software hazard analyses. The PHA ends when the component level of system hazard analysis is able to begin.

System hazard analysis (SHA) is twofold. On the one hand, SHA identifies those components of the system whose functioning (or lack of functioning) could result in a hazard. This aspect of SHA examines how component operation or failure affects the system. It begins when the components are designed sufficiently, and is updated as their design matures. If software affects a component, each product of the software life cycle is an input to this part of the SHA. Problems with the software are reported during the particular software life cycle process. This analysis is updated in the case of system OR software design changes.

SHA also identifies hazards by analyzing the system as an entity, concentrating on component interfaces. This aspect of SHA examines how the system operation and failure modes affect the safety of the system and its components. SHA at the system level starts as the system design matures, close to the design review, and is updated until the system design is complete.

The operating and support hazard analysis (O&SHA) identifies and evaluates hazards resulting from operations being performed by humans. It begins before the system test and integration life cycle phase (early enough to provide inputs to the design). O&SHA identifies safety requirements necessary to eliminate hazards or mitigate the risk of hazards. It includes identifying changes needed in software requirements, and warnings and emergency procedures necessitated by the failure of a software-controlled operation.

2.3. Types of Software Hazard Analysis

Table 2-1 is intended to provide a general idea of the extent to which hazard analysis is addressed by the standards community. It lists the standards and guidelines that specifically

---

4See footnote 3.
address software hazard analysis separately from system hazard analysis, software development or software verification and validation (i.e., standards and guidelines that contain the words \textit{software hazard analysis} or \textit{software safety analysis}). For example, [MIL882C] has incorporated software safety analyses into its system level analyses, instead of describing them separately as was done in [MIL882B]. Therefore, [MIL882B] appears in Table 2-1 and [MIL882C] does not. Table 2-1 does include standards and guidelines that reference software safety analysis, like the various drafts of [IEEEP1228], since software hazard analysis is a part of software safety analysis.

Table 2-1. Standards Specifying Software Hazard Analysis

<table>
<thead>
<tr>
<th>STANDARD</th>
<th>TYPE OF SOFTWARE HAZARD ANALYSIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>[AFISC]</td>
<td>&quot;Software System Safety&quot;</td>
</tr>
<tr>
<td></td>
<td>Preliminary Software Hazard Analysis</td>
</tr>
<tr>
<td></td>
<td>Follow-on Software Hazard Analysis</td>
</tr>
<tr>
<td>[IEEEP1228](^5)</td>
<td>&quot;(DRAFT) Standard for Software Safety Plans&quot;</td>
</tr>
<tr>
<td></td>
<td>Software Safety Requirements Analysis</td>
</tr>
<tr>
<td></td>
<td>Software Safety Design Analysis</td>
</tr>
<tr>
<td></td>
<td>Software Safety Code Analysis</td>
</tr>
<tr>
<td></td>
<td>Software Safety Test Analysis</td>
</tr>
<tr>
<td></td>
<td>Software Safety Change Analysis</td>
</tr>
<tr>
<td>[JPL93]</td>
<td>&quot;Software Systems Safety Handbook&quot;</td>
</tr>
<tr>
<td></td>
<td>Software Requirements Hazard Analysis</td>
</tr>
<tr>
<td></td>
<td>Software Top-Level and Detailed Design Hazard Analysis</td>
</tr>
<tr>
<td></td>
<td>Code-level Hazard Analysis</td>
</tr>
<tr>
<td></td>
<td>Interface Hazard Analysis</td>
</tr>
<tr>
<td></td>
<td>Software Change Hazard Analysis</td>
</tr>
<tr>
<td>[MIL882B]</td>
<td>&quot;System Safety Program Requirements&quot;</td>
</tr>
<tr>
<td></td>
<td>Software Requirements Hazard Analysis</td>
</tr>
<tr>
<td></td>
<td>Top-Level Design Hazard Analysis</td>
</tr>
<tr>
<td></td>
<td>Detailed Design Hazard Analysis</td>
</tr>
<tr>
<td></td>
<td>Code-Level Software Hazard Analysis</td>
</tr>
<tr>
<td></td>
<td>Software Safety Testing</td>
</tr>
<tr>
<td></td>
<td>Software/User Interface Analysis</td>
</tr>
<tr>
<td></td>
<td>Software Change Hazard Analysis</td>
</tr>
<tr>
<td>[MOD0056'89]</td>
<td>&quot;(DRAFT) Requirements for the Analysis of Safety Critical Hazards&quot;</td>
</tr>
<tr>
<td></td>
<td>Software Hazard Analysis</td>
</tr>
<tr>
<td></td>
<td>Software Classification</td>
</tr>
<tr>
<td></td>
<td>Software Functional Analysis</td>
</tr>
<tr>
<td>[NSS1740]</td>
<td>&quot;(Interim) NASA Software Safety Standard&quot;</td>
</tr>
<tr>
<td></td>
<td>Software Safety Requirements Analysis</td>
</tr>
<tr>
<td></td>
<td>Software Safety Architectural Design Analysis</td>
</tr>
<tr>
<td></td>
<td>Software Safety Detailed Design Analysis</td>
</tr>
<tr>
<td></td>
<td>Code Safety Analysis</td>
</tr>
<tr>
<td></td>
<td>Software Test Safety Analysis</td>
</tr>
<tr>
<td></td>
<td>Software Change Analysis</td>
</tr>
<tr>
<td></td>
<td>Code Hazards Analysis</td>
</tr>
</tbody>
</table>

\(^5\)These types of analysis are included in all of the different versions of [IEEEP1228].
The documents reviewed for this study vary broadly in their scope and coverage of hazard analysis; Table 2-1 is not intended to indicate that a consensus exists among the standards. If two different versions of a standard or guideline include basically the same information, only the most recent is listed. Also note that terminology differs among the standards (e.g., code hazards analysis vs. code-level hazard analysis).

The following descriptions of software hazard analyses are based on [MIL882B].

The software requirements hazard analysis (SRHA) ensures that system safety requirements have been properly defined, and that they can be traced from the system requirements to the software requirements, software design, operator, user, and diagnostic manuals. It begins in the system requirements phase of the system life cycle. The PHL and PHA are inputs to this analysis. SRHA examines the system requirements, software requirements and software design by reviewing system and software requirements documentation and program documentation. Recommendations and design and test requirements are incorporated into the system specifications, software requirements specification, software design documents, software test plan, software configuration management plan, and the project management plan. The results of the SRHA are presented at the system requirements review (draft results), system design review (updated results), and software requirements review (final results).

Software design hazard analysis (SDHA) identifies safety-critical software components. It starts after the software requirements review and should be mostly complete before starting software coding. The PHA and SRHA are inputs to this analysis. SDHA defines and analyzes safety critical software components (e.g., assessing their degree of risk and relationships to other components) and the design and test plan (e.g., ensuring safety requirements are properly defined in the design). Changes are made to the software design document (to eliminate hazards or mitigate the risk of hazards), and safety requirements are integrated into the software test plan. Recommendations are made for coding. The results of the SDHA are presented at the software design review.

Code-Level software hazard analysis (CSHA) identifies how to eliminate hazards or mitigate the risk of hazards. It starts at the beginning of the code phase of the software life cycle and continues until after system testing has been completed. The SDHA is the input to this analysis. CSHA analyzes the actual source and object code, system interfaces, and software documentation (to ensure safety requirements are included). Recommendations are made to change the software design, code, and software testing. The results of the CSHA are presented at the test readiness review (some CSHA results are given to programmers during coding).

The purpose of software safety testing is to determine that all hazards have been eliminated or that each hazard’s risk has been mitigated. Software safety testing of lower level units starts very soon after their coding is completed. Software safety testing tests safety-critical software

---

6See footnote 3.

7The Test Readiness Review provides a final check to ensure that all test cases have been defined and are correct; all changes have been made to the code from previous analyses; the test facility is ready and test procedures have been checked; and, schedules, personnel and facility arrangements have been agreed to and checked.
components under normal conditions and abnormal environment and input conditions. It also ensures that the software performs correctly and safely under system testing. Software safety testing includes testing of any commercial or government furnished software present in the system. Software safety testing results in identifying corrections necessary to eliminate hazards or mitigate the risk of hazards, and then retests the corrected software under the same conditions. Testing of the software at the system level starts following a successful test readiness review.

The software/user interface analysis manages hazards that were not eliminated or controlled in the system design phase. For example, recommendations may be made to the design that provide for the detection of the hazard and a warning to the operator, a recovery from a situation caused by a hazard, the ability to terminate an event or process.

Software change hazard analysis (SCHA) analyzes all changes made to the software to determine their impact on safety. Software hazard analysis and testing is performed on any changes made to the requirements, design, code, systems, equipment, and test documentation to ensure that the change does not create a hazard or effect any existing hazards, and that the change is properly incorporated into the code. This software hazard analysis is performed after all other software hazard analyses have been completed; it checks the changes resulting from preceding software hazard analyses.
3. HAZARD ANALYSIS TECHNIQUES

There are several techniques that can be used to conduct hazard analysis. Some have been used to evaluate hardware (e.g., failure mode and effects analysis, fault tree analysis, and sneak circuit analysis) and are relatively new to the software arena. Each technique will need to be tailored to specific applications based on its size and cost [HANSEN]. A thorough software hazard analysis will require application of more than one software hazard analysis technique due to the various strengths and weaknesses of each technique [MIL882B].

Table 3-1 lists the standards and guidelines that refer to particular hazard analysis techniques and imply that these techniques can be used for software (see footnotes). Whether or not all of these techniques can be used to perform software hazard analysis is uncertain. If two different versions of a standard or guideline include basically the same information, only the most recent is included.

Table 3-1a. Standards Specifying Software Hazard Analysis Techniques

<table>
<thead>
<tr>
<th>STANDARD</th>
<th>TECHNIQUE(S)</th>
</tr>
</thead>
</table>
- Petri Nets  
- Software Fault Tree (Soft Tree) - Uses of Fault Trees: Cutset, Quantitative, Common Cause Analysis  
- Software Sneak Circuit Analysis (Desk Checking, Code Walk-Through, Structural Analysis, Proof of Correctness) |
- Failure Mode, Effects, and Criticality Analysis  
- Fault Tree Analysis |
| [FDA91][12] "Reviewer Guidance for Computer-Controlled Medical Devices Undergoing 510(k) Review" | - Failure Mode, Effects, and Criticality Analysis |

---

*This table only includes standards or guidelines that specifically name techniques that can be applied to software. Therefore, not all of the references cited in this report will appear in this table.*

*The authors welcome further information regarding application of these techniques in software hazard analysis.*

[AFISC] states that these are techniques that can be used to help provide a thorough software hazard analysis.

[FDA89] states that these techniques are examples of practices appropriate to software design and development.

[FDA91] refers to this as a software failure analysis technique.
Table 3-1b. Standards Specifying Software Hazard Analysis Techniques (cont.)

<table>
<thead>
<tr>
<th>STANDARD</th>
<th>TECHNIQUE(S)</th>
</tr>
</thead>
</table>
| [IECWG9'91] "Software for Computers in the Application of Industrial Safety-Related Systems" | - Cause Consequence Diagrams  
- Event Tree Analysis  
- Failure Mode, Effects, and Criticality Analysis  
- Fault Tree Analysis  
- Hazard and Operability Study  
- Monte-Carlo Simulation |
[IEEEP1228-D] "Safety Plans"  
[IEEEP1228-E] | - Event Tree Analysis  
- Failure Modes and Effects Analysis  
- Fault Tree Analysis  
- Petri Nets  
- Sneak Circuit Analysis |
| [JPL93] "Software Systems Safety Handbook" | - Petri Nets  
- Software Fault Tree Analysis |
- Cross Reference Listing Analysis  
- Design Walk-Throughs  
- Nuclear Safety Cross-Check Analysis  
- Petri Net Analysis  
- Software Fault Tree Analysis  
- Software/Hardware Integrated Critical Path Analysis  
- Software Sneak Analysis |
| [MOD0055'89] "(DRAFT) Requirements for the Procurement of Safety Critical Software in Defence Equipment" | - Common Cause Failure Analysis  
- Event Tree Analysis  
- Failure Modes and Effects Analysis  
- Fault Tree Analysis |

[MOD0056'91] includes a list of criteria that hazard analysis techniques should meet. While this study was unable to fully determine whether or not the techniques described in this report adhere to this criteria, it is mentioned here for those interested in investigating the techniques themselves. The following list identifies some of that criteria verbatim from [MOD0056'91]:

- The results from the technique shall enhance the understanding of the way risks arise, are prevented or reduced.

---

13[IECWG9'91] recommends these techniques for all safety integrity levels of software.

14These techniques were included in the appendix of the earlier versions of this standard and later deleted versions.

15[JPL93] refers to these as error detection and prevention techniques.

16[MIL882B] states that these are some of the current techniques available to conduct software system safety analysis, and that a thorough software hazard analysis will require application of more than one of these techniques.

17These techniques are listed in an appendix of [MOD0055'89] entitled "Hazard Analysis Techniques".
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The technique shall permit the modelling and evaluation of a wide range of failure modes.

The technique shall enable systematic analysis to be carried out in a manner that is auditable, repeatable and verifiable.

The technique shall be appropriately matched to the expertise of the staff.

The technique shall be appropriate for a system of the given complexity operating in the given domain and containing the given hazards.

The technique shall give valid results using data of the quality and quantity actually available.

The technique shall be appropriate for the particular life cycle phase at which it is to be applied.

Tools of adequate integrity or standard proformas shall be available commercially to support the technique, or shall be able to be supplied.

Fully documented examples of its successful application shall exist or a written justification for its application shall be able to be supplied.

The technique shall be defined by a national or international standard or a published reference book, or a definition and instructions for its application shall be able to be supplied.

This section describes code walk-throughs; event tree analysis; hazard and operability studies; nuclear safety cross check analysis; Petri nets; software failure mode, effects, and criticality analysis; software sneak analysis; and, software fault tree analysis. These are techniques that were the most commonly cited based on Table 3-1.

### 3.1. Code Walk-Throughs

This subsection describing code walk-throughs is taken from [NIST209]. No documentation was found that defined code walk-throughs specifically for software hazard analysis. A code walk-through is an evaluation technique in which a programmer leads one or more other members of the development team through a segment of code, while the other members ask questions and make comments about technique, style, and identify possible errors, violations of development standards, and other problems. Code walk-throughs are similar to inspections, but are less formal and have a different team composition. Other essential differences include the following:

- Participants are fellow programmers rather than representatives of other functions.
- Frequently no preparation.
- Standards usually ignored.
Checklists are rarely used.

Follow-up is often ignored.

Advantages of code walk-throughs include, but are not limited to:

- Less intimidating than formal inspections.
- Identifies the most error-prone sections of the program, so more attention can be paid to these sections during testing.
- Very effective in finding logic design and coding errors.

Disadvantages of code walk-throughs include, but are not limited to:

- Designers or programmers may feel walk-through is an attack on their character or work.

3.2. Event Tree Analysis

This subsection describing event tree analysis (ETA) is based primarily on [IECWG9‘89], [IECWG10‘89] and [RAHEJA91]. No documentation was found that defined ETA specifically for software use. ETA uses a bottom-up approach to model the effects of an event that may have serious repercussions. The initiating event is the root of the event tree. Two lines are drawn from the root, depicting the positive and negative consequences of the event. This is done for each subsequent consequence until all consequences are considered. Figure 3-1 gives an example of an event tree where the initiating event is railroad crossing lights failing to function. Event trees can be used to calculate the probabilities of each consequence, and can include timing information.

Advantages of ETA (from [IECWG9‘89]) include, but are not limited to:

- Event trees are easy to draw once the sequence of events is established.
- Event trees are easy to understand.
- It is easy to compute probabilities.

Disadvantages of ETA (from [IECWG9‘89]) include, but are not limited to:

- It may be difficult to identify all consequences.
- The event tree can become very large.
3.3. Hazard and Operability Studies

This subsection describing hazard and operability studies (HAZOP) is based primarily on [IECWG9’89]. HAZOP examines the component of the system (can be adapted for use on software systems, however no documentation was found supporting HAZOP as a software hazard analysis technique) and its operation to identify failure modes that could lead to hazards. This analysis is conducted by engineers led by a hazard analysis techniques expert, and covers the entire project life cycle. First, the entire system installation is examined. Then, the components of the system are examined. Each component (and subcomponents, where necessary) has a checklist (drawn up prior to the start of the analysis) which includes questions like "What if it happens?" and "How can it happen?". If positive answers are given, more questions are asked, such as "What can be done about it?" and "Is there an alternative?". Formal review meetings are held periodically and comprehensive records are kept.

Advantages of HAZOP (from [IECWG9’89]) include, but are not limited to:

- Identifies potential hazards and their effects at every stage of the project life cycle.
- Eliminates failures or mitigates their risk levels at every stage of the project life cycle.
- May help the design team to decide on the need for an increase of redundancy, diversity.
- Focuses on the sensitive areas of the system which, on failure could lead to potentially hazardous consequences and this highlights where effort can be most effectively applied to improve the system safety, reliability and availability.
Disadvantages of HAZOP (from [IECWG9’89]) include, but are not limited to:

- Is time consuming and requires specific expertise which may increase costs.
- May be difficult to schedule meetings in a way that is both cost effective and agreeable to the project timetable.

3.4. Nuclear Safety Cross Check Analysis

This subsection describing nuclear safety cross check analysis (NSCCA) is based primarily on [AFISC], [HANSEN] and [LEVESON86]. NSCCA was created to conform to a United States Air Force (USAF) regulation dealing with nuclear systems; however, it can be tailored for other applications. Its purpose is to demonstrate that the software will not contribute to an unintended event. NSCCA consists of a technical component and a procedural component. The purpose of the technical process is to ensure that the system’s safety requirements are met. The goal of the procedural component is to protect against sabotage, collusion, compromise or alteration of critical software components.

The technical component analyzes and tests the software. A criticality analysis is conducted to determine the extent to which each software function affects the nuclear safety objectives (NSO). The criticality analysis begins with deriving the NSOs based on Department of Defense directive 5030/15 and USAF regulation 122-10 pertaining to nuclear systems [AFISC]. Then, the software is decomposed to the lowest level of functions. Each function is examined to ascertain the extent to which it operates or controls a nuclear critical event. Functions that do not affect critical events are not further analyzed. A matrix is developed which plots the software functions against the NSOs, assigns influence ratings of high, medium or low, and gives recommendations for evaluation techniques. Figure 3-2 is an example of a criticality matrix (h = high, m = medium, l = low influence rating).

<table>
<thead>
<tr>
<th>SOFTWARE FUNCTION</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>m</td>
<td>h</td>
<td>h</td>
</tr>
<tr>
<td>2</td>
<td>m</td>
<td>l</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>h</td>
<td>l</td>
<td>m</td>
</tr>
<tr>
<td>4</td>
<td>l</td>
<td>h</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>NSO</th>
<th>EVALUATION TECHNIQUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A √ B √</td>
</tr>
<tr>
<td>2</td>
<td>A √</td>
</tr>
<tr>
<td>3</td>
<td>A √</td>
</tr>
<tr>
<td>4</td>
<td>A √</td>
</tr>
</tbody>
</table>

Figure 3-2 NSCCA Criticality Matrix.

The criticality analysis is used in deciding where to allocate resources in order to comply with the requirements. The NSCCA program plan is then developed which establishes the tools and
facilities requirements, analyses requirements, test requirements, test planning, and test procedures.

The procedural component implements security and control measures. This includes personnel security (background investigations, clearances), document security (configuration control), test facility security (secured media, access restrictions), and product control (configuration management).

Advantages of NSCCA include, but are not limited to, the following:

- Promotes independence and avoids "rubber-stamping" [AFISC].
- Conducted by an organization independent of the software developer [LEVESON86].
- Performed over the entire life cycle [LEVESON86].

Disadvantages of NSCCA include, but are not limited to, the following:

- The effectiveness of NSCCA is dependent upon the analyses and test procedures chosen [LEVESON86].

3.5. Petri Nets

This subsection on Petri nets is based primarily on [AFISC] and [LEVESON87]. No documentation was found that defined Petri nets specifically for software hazard analysis. Petri nets were invented in 1961 by Carl Petri to model systems mathematically. The system (including software systems) is modelled using conditions and events represented by state transition diagrams. Petri nets consist of places (conditions—represented by circles), transitions (events—represented by bars), inputs (pre-conditions—represented by arrows originating from places and terminating at transitions), outputs (post-conditions—represented by arrows originating from transitions and terminating at places), and tokens (indication of true condition—represented by dots). Figure 3-3 gives an example of a Petri net from [AFISC]. In this figure P1-5 are places and T1-2 are transitions. Since P2 and P3 contain tokens (their conditions are true) T2 can "fire". (Although P2 has a token, P1 does not, therefore T1 does not fire.) The tokens in P2 and P3 will then be removed and a new token placed in P5.

Petri nets can be "executed" to see how the design will actually work under certain conditions. Specifically, Petri nets can be used to determine all the states (including hazardous states) the system can reach, given an initial condition. Often Petri nets become too large to generate all states, however, the same backward analysis used in fault trees can be applied to Petri nets.

Advantages of Petri nets include, but are not limited to:

- Users describe systems with graphical notation; they are not concerned with the mathematical underpinnings of Petri nets [AFISC].
Can be used early in the development life cycle which enables changes to be made relatively inexpensively [AFISC].

Can be used at various levels of abstraction [AFISC].

Can accommodate timing information [LEVESON87].

Provide a language that allows the automatic generation of a specific simulation [TYSZER].

Disadvantages of Petri nets include, but are not limited to:

- Often Petri nets become too large to generate all states of the system [AFISC].
- Building Petri nets is non-trivial [LEVESON86].
- Can be difficult to analyze [LEVESON87].

3.6. Software Failure Mode, Effects, and Criticality Analysis

This subsection describing software failure mode, effects, and criticality analysis (SFMECA) and related analyses is based primarily on [HALL], [PES87] and [RAHEJA89]. No documentation was found defining SFMECA specifically for software hazard analysis. (However, the U.S. Patent and Trademark Office recently approved it for use as a software reliability technique.
Software failure mode and effects analysis (SFMEA) and SFMECA are based on failure mode and effects analysis (FMEA) and failure mode, effects, and criticality analysis (FMECA) respectively, which analyze hardware. FMECA and SFMECA extend FMEA and SFMEA, respectively, by assigning a criticality level to each component failure. Since all four of these analyses are similar, they will be discussed in this subsection using the term failure mode analyses (FMA).

FMA reveal weak or missing requirements and help to identify latent software defects. The FMA use inductive reasoning to determine the effect on the system of a component (includes software instructions) failing in a particular failure mode. For example, if a function of a train crossing system is to turn on warning lights as a train approaches the crossing and leave the lights on until the train has past, some of its failure modes could be:

- the lights do not turn on when a train approaches
- the lights turn on though no train is coming
- the lights turn off too soon (before the train has fully crossed)
- the lights turn on too late (after the train has begun crossing).

The effect on the system of each component’s failure in each failure mode would then be assessed by developing a matrix for each component, with headers similar to the one shown in Figure 3-4. The criticality factor, that is, the seriousness of the effect of the failure, can be used in determining where to apply the other analyses and testing resources.

<table>
<thead>
<tr>
<th>Component</th>
<th>Failure Mode &amp; Causes</th>
<th>Effect on System</th>
<th>Criticality</th>
<th>Change/Action Required</th>
<th>Prevention &amp; Control Safeguards</th>
</tr>
</thead>
</table>

Figure 3-4 Headers for a Failure Mode Analyses Matrix.

Advantages of FMA include, but are not limited to:

- Reveal unforeseen hazards since possible hazards do not need to be identified up front [PES87].
- Are systematic [PES87].

Disadvantages of FMA include, but are not limited to:

- Does not consider multiple failures [PES87].
- Can be time consuming and expensive [PES87].
FMA generally look at the hardware or software by identifying the failure effects that could occur at the highest system level. Then, these are tracked to successive lower functional levels until the lowest command and control function have been considered. The FMA can be considered a reliability technique also, because the FMA identify functional paths on which other verification techniques can be applied to assess the probability that the function will perform its intended function for a specified period of time.

3.7. Software Fault Tree Analysis

This subsection describing software fault tree analysis (SFTA) is based primarily on [LEVESON83] and [LEVESON91]. Additional information was obtained from [LEVESON86], [RAHEJA91], and others as referenced. SFTA is derived from Fault Tree Analysis (FTA) which has been used in the past for system hazard analysis. The most significant difference between the two is that FTA analyzes hardware and SFTA examines software. SFTA can be used in conjunction with FTA whereby hardware (system) and software fault trees are combined in order to analyze the entire system. This is significant since many hazards can be caused by a combination of a software error with a hardware or human failure. However, issues like the difference between a software fault and a hardware failure\(^\text{18}\) must be considered when linking trees [LEVINSON]. Because SFTA is so similar to FTA, both are addressed in this subsection.

FTA can begin once preliminary hazard analyses (PHL and/or PHA) have been performed. The analyst assumes that an already identified hazard has occurred and then works backward to discover the possible causes of the hazard. This is done by creating a fault tree, whose root is the hazard, using the symbols shown in Figure 3-5. The system fault tree is expanded until it contains at its lowest level basic events which cannot be further analyzed. An example of a simple, incomplete system fault tree is shown in Figure 3-6 (the hazard is that a car crosses a train track when a train is at the crossroads). A software fault tree, actually a subtree of the system fault tree, is created when software is identified as an event which contributes to a system hazard. Figure 3-7 gives a general idea of what types of information are included in a software fault tree at the code level.

The purpose of SFTA is to demonstrate that the software will not cause a system to reach an unsafe state, and to discover what environmental conditions would allow the system to reach an unsafe state. SFTA is often conducted on the code, but can also be applied at other stages of the life cycle process (e.g., requirements and design) [LEVESON91]. SFTA is not always applied to all of the code, only that portion which is safety critical.

Fault trees can be used to calculate the probability of a hazard (the top event) occurring, if the probabilities of lower events are known. This aids in determining which parts of the software (or system as a whole) are the most critical and therefore require more intensive safety analysis.

---

\(^{18}\)From [IEEE610], a *hardware failure* is the inability of the system to perform its required functions within specified performance requirements; a *software fault* is an incorrect step, process, or data definition in a computer program.
Event to be analyzed; always requires further analysis.

Component level faults or independent basic events; no further analysis.

Event normally expected to occur.

Event not further analyzed due to lack of information or non-criticality.

Condition; defines the state of the system.

AND Gate; indicates when all inputs must occur to produce the output.

OR Gate; indicates when at least one input must occur to produce the output.

Figure 3-5 Fault Tree Symbols.

![Fault Tree Symbols Diagram]

Figure 3-6 System Fault Tree.
Advantages of SFTA include, but are not limited to, the following:

- Fault trees can reveal multiple failure sequences involving different parts of the system that can lead to hazards [EWICS3].
- Fault trees can reveal when a correct state becomes unsafe [LEVESON83].
- The information stored in fault trees can later be used for other processes, e.g., redesign, testing [LEVESON83].
- The development and use of fault trees is already known to hardware engineers [LEVESON83].
- Fault trees can examine the entire system (software, hardware and human interface) [LEVESON83].
- Investigates the consequences of machines failures or environmental changes as opposed to verification methods which assume machine functions operate correctly [LEVESON83].
- An entire fault tree does not need to be completed for the analysis to be useful [LEVESON91].
- Is systematic [IECWG9'89].
Disadvantages of SFTA include, but are not limited to, the following:

- It may be difficult to identify all hazards of a large system (suggests that SFTA should not be the only type of hazard analysis used) [LEVESON83].
- Is not practical on systems with large numbers of safety critical failures [LEVESON83].
- It is difficult to introduce timing information into fault trees [LEVESON86].
- May verify that the program will never reach an unsafe state, but does not address incorrect but safe states [LEVESON91].
- Depends on the ability of the analyst conducting the analysis [HANSEN].
- Fault trees may become very large and complex [IECWG9’89].

"(Software) fault tree analysis has already been applied to software-based systems with some promising results" [LEVINSON]. SFTA discovered a critical failure scenario in a program which controls the flight and telemetry for a University of California spacecraft that was not detected during testing [LEVESON83]. It has also been used on industrial projects including avionics systems for military aircraft, a nuclear power plant (NPP) shutdown system, medical systems, and various military and aerospace software systems [LEVESON91]. Engineers who performed SFTA on the NPP shutdown system (6,000 lines of Fortran and Pascal code) felt the technique was useful and easy to learn [LEVESON91].

Tools are being developed for SFTA, however, some SFTA users feel that human involvement was crucial to the process [LEVESON91].

3.8. Software Sneak Analysis

This subsection describing software sneak analysis (SSA) is based primarily on [AFISC], [CARLSEN], [GODOY], [PEYTON]. SSA is based on sneak circuit analysis (SCA), which was developed by Boeing Aerospace Company to evaluate electrical circuitry. Later Boeing adapted the technique to include software. SSA and SCA can be used together to analyze the entire system, which is called sneak analysis. As stated in section 3.6, analysis of the entire system allows hazards caused by a software and hardware, software and human, or hardware and human interaction to be detected.

Sneaks are latent design conditions or design flaws which have inadvertently been incorporated into electrical, software, and integrated systems designs [CARLSEN]. They are not caused by component failure. There are three main reasons (determined by Boeing [CARLSEN]) that sneaks occur:

1) system complexity -- the more complex a system is, the more sneaks it will likely contain
2) Organizational complexity -- large, complex organizations (like those with many subcontractors) often develop products with many sneaks primarily because of the difficulty in accurately defining and assuring the consistency of the interfaces.

3) Rapidly changing technology -- when the time to analyze and test new systems is reduced, sneaks appear.

There are four types of software sneaks:

1) Sneak Output -- the occurrence of an undesired output
2) Sneak Inhibit -- the undesired inhibition of an output
3) Sneak Timing -- the occurrence of an undesired output by virtue of its timing or mismatched input timing
4) Sneak Message -- the program message does not adequately reflect the condition.

There are five steps to an SSA [PEYTON]:

1) Gather all information pertaining to the system (e.g., source code, system requirements and specifications)
2) Build a database that shows every place a variable is used, every subroutine call, pertinent data characteristics, and subroutine name synonyms
3) Generate network trees -- network trees are pictorial representations of program logic using electrical symbols
4) Analyze the data using the network trees, clue lists (pointers to problems which may occur in certain shapes (flow of control), variable usages (data flows), or types of applications, and reference documents to find possible problems
5) Formally document the results of the SSA including resolutions of problems.

Advantages of SSA include, but are not limited to:

- A feasibility study conducted in 1975 found that SSA is a viable means of identifying certain classes of software problems; works equally well on different software languages; and, does not require execution of the software to detect problems [GODOY].
- Is most effective in finding errors that are not usually detected by desk checking or standard verification and validation techniques [PEYTON].
Disadvantages of SSA include, but are not limited to:

- Depends on the experience and skill of the analyst [HECHT].
- Is actually more of a reliability than safety technique, and it is unlikely that many serious faults will be found using this analysis [LEVESON86].
- The results of the SSA depends on the availability and quality of documentation on the system [PEYTON].

3.9. Additional References for Software Hazard Analysis Techniques

The preceding subsections provide general descriptions of several software hazard analysis techniques. More specific details can be found in the references cited in each subsection, and in the additional references list in Table 3-2. Some of the references in Table 3-3 may actually describe the technique’s application to hardware.

Table 3-2. Additional Techniques’ References

<table>
<thead>
<tr>
<th>TECHNIQUE</th>
<th>REFERENCE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hecht, Herbert and Myron Hecht, &quot;Computer Resources Handbook for Flight Critical Systems&quot; [HECHT]</td>
</tr>
</tbody>
</table>
4. SOFTWARE QUALITY

System hazard analyses identify operational hazards which traditionally have been associated with natural disasters (e.g., earthquakes and fire) and equipment problems (e.g., electrical failure and hardware component failure). System hazard analyses also identify hazards which may result from how the system is developed. And, while these analyses examine software’s impact on the system and its development process, neither system nor software hazard analyses address how the software was developed. The software must be developed correctly and must have provisions to mitigate consequences of its failure. If the software is not developed correctly, then the development process itself is a potential hazard. The techniques in section 3 principally focus on whether or not the software related to potential hazards has been examined, but few focus on verifying or proving the QUALITY of the software.

NIST has prepared a framework for the development and assurance of high integrity software [NIST223] which recommends software development and software assurance processes for producing quality software. Figure 4-1 depicts the software development and software assurance processes described in [NIST223]. The remainder of this section summarizes the software processes, includes software engineering practices to be used when developing and assuring high integrity software, and is based on [NIST223].

4.1. Software Development

Software development processes are those processes that are used to construct the software, that is, define the software, design it, implement the design into software code, and integrate the software into the system. Their purpose is to build the software, and make corrections as needed. Each software development process produces outputs which ultimately lead to the final software product which is integrated with other system components and is executed in the installed system.

The development of high integrity software includes the software requirements process, software design process, code process, software integration process, software installation process, and software operation and maintenance process. These processes are briefly outlined below; for more detailed information see [NIST223].

The objectives of the software requirements process are to fulfill the system and software objectives, develop software requirements based on, and traceable back to, the system requirements, and to provide complete, consistent, correct, testable, and understandable information from which the software may be designed. This process uses the system requirements, system design, the initial project management plan (PMP), and software requirements standards identified in the software quality assurance plan (SQAP), to develop the requirements for software. The software requirements encompass functional, performance, interface, safety, security, and quality requirements [NIST180]. The software requirements process produces a software requirements specification (SRS). A user’s manual is also started, but not completed, during this process.

The objectives of the software design process are to develop the software design based on, and traceable back to, the software requirements, and to provide complete, consistent, correct,
Figure 4-1  Software Development & Assurance Processes.
testable, and understandable information from which the software code may be generated. This process uses the SRS, the initial PMP, and software design standards identified in the SQAP to develop the software design. System documentation is available for reference. The software design process produces a software design description (SDD), a database design description (DBDD), and possibly a revised SRS and/or updated PMP.

The objective of the code process is to develop the source code based on, and traceable back to, the software design and software requirements. This process uses the SRS, SDD, DBDD, the PMP, and code standards identified in the SQAP, to develop the code. The code process produces the source code, a source code manual, and supporting documentation for source code. While the code process and unit test process are often associated with each other, the unit test process is a software assurance process and is described in section 4.2.

The objectives of the software integration process are to produce executable code, and to integrate the executable code into other software or hardware components. This process uses the source code to integrate software components with other software components and with the hardware in preparation for installation into the system. The software integration process produces the executable code and a software installation plan. A software maintenance manual is started, and a user's manual is completed during this process. The software integration process occurs also in accordance with the overall system integration and test plan which may mean several iterations of this software integration process until all software components have been integrated with other system components.

The objective of the software installation process is to install the software at each site, and to determine whether the software will perform as required at all the sites in which it will operate. The software installation process produces a software installation report, and a software maintenance manual is completed.

The objective of the software operation and maintenance process is to ensure that the software meets its requirements throughout its operation and when modifications are made to it. This process uses the integrated software, software documentation, and software operation and maintenance standards to monitor the software throughout its operation, and modify the software as necessary (e.g., for error correction, enhancements, changes to operating environment) for every site at which the software is installed. Essentially, this process will repeat groups of the preceding processes. The software operation and maintenance process produces a software operational procedures manual (if additional information is needed beyond the user's manual), and supporting documentation for modifications of the software (e.g., anomaly reports, modification feasibility reports).

4.2. Software Assurance

Software assurance processes plan and manage the software development processes, and some, like the project management and software quality assurance processes, also oversee other software assurance processes. Their purpose is to provide assurance that the software will meet its requirements and consequently support the system requirements. Software assurance processes check and analyze the decisions regarding the software and its relationship to the system, the plans and their implementations, and they analyze and test the software outputs.
In addition to the software hazard analysis process, the assurance of high integrity software includes the project management process, software quality assurance process, software verification and validation (includes test) process, and software configuration management process. These processes are briefly outlined below; for more detailed information see [NIST223].

The objective of the project management (PM) process is to establish the organizational structure of the project and assign responsibilities. This process uses the system requirements documentation and information about the purpose of the software; criticality of the software; required deliverables; and, available time and resources, to plan and manage the software development and software assurance processes. The PM process overlaps and often reiterates other software assurance processes. It establishes or approves standards, monitoring and reporting practices, high-level policy for quality (process improvement and output quality), and cites regulations. The PM process produces a project management plan (PMP) which includes references to all other software assurance documentation.

The objectives of the software quality assurance (SQA) process are to ensure that the software development and software assurance processes comply with software assurance plans and standards, and to recommend process improvement. This process uses the system requirements, and information about the purpose and criticality of the software to evaluate the outputs of the software development and software assurance processes. A software quality assurance plan (SQAP) and review and audit reports are produced during the SQA process.

The objective of the software verification and validation (SV&V) process is to comprehensively analyze and test the software concurrently with processes of software development and software maintenance to determine that the software performs its intended functions correctly, ensure that it performs no unintended functions, and measure its quality and reliability [NIST165]. SV&V is a detailed engineering assessment for evaluating how well the software is meeting its technical requirements, and in particular its safety, security and reliability objectives and for ensuring that software requirements are not in conflict with any standards or requirements applicable to other system components. There are SV&V activities to analyze, review, demonstrate or test the outputs of every software development and maintenance process; these SV&V activities may directly impact software development processes.

The objectives of the software configuration management (SCM) process are to track the different versions of the software, and ensure that each version of the software contains the exact software outputs generated and approved for that version. SCM is responsible for ensuring that any changes to any software outputs during the development processes are made in a controlled and complete manner. The SCM process produces a software configuration management plan (SCMP).

4.3 Software Engineering Practices

Software engineering practices are those techniques recommended either to prevent errors from being entered into the software during development, or are properties to be built into high integrity software [NIST204]. Some software engineering practices that may enhance the quality of the software are described below.
Formal methods may be used to specify/model the requirements mathematically. A recent study supports the concept that formal methods may eliminate ambiguity in the requirements but cannot ensure completeness. The report suggests that better methods of technology transfer and better automated support are needed before formal methods can be widely used [NIST626]. And, [FUJII] contains a methodology for describing software specifications in English. The use of either formal methods or the [FUJII] approach requires analyzing the completeness and meaning of each requirement. However, one example in [FUJII] demonstrates that neither method can eliminate all ambiguity. And, neither method can prove the completeness of the total set of requirements. Formal methods can also be used for verifying the requirements and for design proof of correctness.

Prototyping, simulation, and modeling can be used in developing software requirements, and in the software design process. Rapid prototyping and simulation analysis are also useful in the verification and validation of the software requirements, software design, and code.

The way in which the software is designed contributes greatly to its quality. Component isolation separates safety critical components from other components, making analysis of, and changes to, these components easier to accomplish. Modularity ensures that changes to one component minimally affect other components. Information hiding prevents components' actions from interfering with other components. Redundancy is used to prevent or recover from failures. And, interaction with the operator or user of the software system during the design of the software/human interface can also be helpful.

Using a software design methodology that is well suited to the software application is important. Today, new technology is forcing a second look at design methods, specifically object-oriented design (OOD). NIST conducted a study of the attributes of OOD relative to safety-critical software for the United States Nuclear Regulatory Commission (NRC). The purpose was to describe attributes of OOD (e.g., classes, encapsulation, inheritance) relative to their capability for supporting features desired in software for safety systems (e.g., modularity, functional diversity, traceability, and non-ambiguity). The results were presented at the NRC/NIST workshop in September 1993 and published in the workshop proceedings [NIST216].

The use of high-level languages has also been recommended for quality software [NIST204]. Using high level, standard languages and their standards lessens programming errors. Eliminating programming practices that have been demonstrated to be problematic (e.g., floating point arithmetic, use of interrupts) simplifies analyzing system behavior. It is also important to use a language with a thoroughly tested compiler.

There are also software engineering practices that apply to the software assurance processes. Use of cost-modeling and risk assessment techniques can aid the project management process. Inspections, reviews, and audits can be applied to all software processes under the software quality assurance process. Software error, measurement, statistical, algorithm, database, technical, control and data flow, and timing and sizing analysis techniques are useful in the software verification and validation process. Test strategies such as equivalence partitioning, cause-effect, boundary value, stress, event directed, data flow, logic flow, performance, timing, sizing and random, top-down, bottom-up, sandwich, statistical testing, functional testing, performance testing, when applied appropriately contribute to the quality of the software. And, the use of
selected software hazard analysis techniques (e.g., software fault tree analysis, petri nets) can aid this process.
5. CONCLUSIONS

Although there has been increased attention in recent years to the contribution software makes to total system safety, software safety is still not addressed to the extent necessary. Few standards specify software safety procedures, much less software hazard analysis. And those standards that do address such analyses are often incomplete. There is also a lack of consensus among the standards' makers regarding terminology, what is included in a software safety analysis, and when and how it is performed. In order to ensure complete system safety, software safety has to be seriously considered.

The phrase "software hazard analysis" seems to be disappearing from standards. Standards either describe software safety analysis as a process which may or may not include software hazard analysis, or incorporate software safety or hazard analysis into the system level analyses. While software safety must be considered as part of overall system safety [LEVESON87], it is important to ensure that software safety is adequately addressed, and it is often not. For example, [MIL882B] contained a separate section for software safety. In the following version, [MIL882C], the software safety analysis is included within the sections addressing system safety, and some analyses, like the code level hazard analysis, were omitted.

Some of the techniques recommended by standards to conduct software hazard analysis are dated and/or are based on traditional hardware hazard analysis techniques. These techniques often were developed prior to the appearance of current software engineering methods and tools which perform the same functions. Standards' makers need to explore the analysis capabilities of current software engineering methodologies and CASE tools.

Of the techniques investigated for this report, only nuclear safety cross check analysis, software fault tree analysis, and software sneak analysis have been used specifically for software hazard analysis. And, while these techniques originated from similar techniques for hardware, these techniques are relatively young and untried for software. More investigation and experimentation is needed to determine the usefulness, scope and cost effectiveness of these techniques.

While this study cannot wholly evaluate the techniques against the criteria listed in section 3 from [MOD0056'91], the following comments are provided. Most of the techniques examined for this study do "enhance the understanding of the way risks arise, are prevented, or reduced; permit the modelling and evaluation of failure modes; and, enable systematic analysis to be carried out in a manner that is auditable, repeatable, and verifiable." However, most of these techniques are not currently automated by tools for analyzing software. In fact only Petri nets are supported by commercially available tools. And, again for examining software, there are few "documented examples of [a technique's] successful application." And when documentation does exist, it does not provide resource information (e.g., cost, schedule).

As software is included in more and more critical systems (e.g., nuclear power plants, medical devices and transportation systems) the need for software safety programs becomes crucial. These software safety programs should consist of not only software safety analyses, but methodologies that assist in the assurance of developing quality software.
In summary, the following issues need to be addressed regarding the safety of software:

- Standards need to require software safety programs that include software hazard analysis and other safety analyses, and software development and software assurance processes.

- Techniques for safety analysis need to be updated, and the use of software engineering methodologies and computer-aided software engineering (CASE) tools needs to be considered for software safety analysis.
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