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1 Introduction

In $R^3$ a collection of arbitrarily shaped small particles are embedded in an opaque medium, and the problem is to study their size distribution. Due to physical impediments one cannot observe the particles directly, but planar probes can be used to retrieve information on the size distribution. More specifically, a test plane is randomly chosen from among all planes parallel to the $z$-axis and intersecting the medium. The intersection of the 3-dimensional particles with the test plane produces 2-dimensional figures. The size distribution of the 2-dimensional figures are used to make inference about the 3-dimensional size distribution of particles in the medium. Although this seems an impossible task, we will show that for particles of certain shapes, an exact relationship exists. Problems of this form occur in biology, materials science, ceramics, mineralogy, metallurgy etc.

First we make two assumptions

A1. The test planes are chosen uniformly along the $z$-axis i.e. the probability of choosing a test plane in any interval of width $\delta z$ is the same as for any other interval of length $\delta z$.

A2. The centers of mass of the particles are distributed according to a Poisson process with parameter, $\lambda$, where $\lambda$ denotes the mean number of centers per unit volume.

If A2 holds with $\lambda$ sufficiently small, then for small particles we may assume that the particles are so dilutely distributed that their positions and orientations are independent of one another. Also, the assumption implies that there exists a finite number of particles in any region of finite volume. The above set-up produces a marked point process in $R^3$, $(C, R)$ where $C, \lambda > 0$ is the Poisson process describing the centers of mass and $R$ is a collection of parameters describing the particle.
2 Fundamental relation of stereology

One quantity of theoretical and practical importance in describing the size distribution of particles, is \( N_V \), the number of particles per unit volume. In this section it is shown that the observed number of particles per unit area, \( N_A \), is related to \( N_V \) via

\[
\bar{N}_A = N_V \bar{H}
\]

This relationship is called the fundamental relationship of stereology, and it holds for particles of arbitrary shape, and size. \( \bar{H} \) is the average distance between tangent planes over all particles in the structure, this is clarified below.

One readily sees that by cutting the medium with a random plane and observing the 2-D images is in general ambiguous, since different orientations of the particles about their centers of mass produce different 2-D images. To correct for this we define a uniform distribution of orientations as follows. Vaguely one can define for oneself the meaning to the statement, the orientation of a particle about its center of mass. Specifically, what one means by this statement is: Let \((x_0, y_0, z_0)\) denote the center of mass of the particle. Place an \(x, y, z\) coordinate axis at the \((x_0, y_0, z_0)\). By the orientations of the particle about its center of mass, we mean the different positions the particle takes as the axis is rotated through the angles \(\theta\) and \(\phi\) ranging over \(0 \leq \phi \leq \pi, 0 \leq \theta \leq 2\pi\). See the figure below. The uniform distribution is given by.

\[
f(\theta, \phi) = \sin(\phi)d\theta d\phi
\]
The fundamental relation of stereology is now derived. Let $V$ be a region of finite volume, then by A2 we may assume a finite number of particles in the region. Let

\[
\begin{align*}
n_0 &= \text{the number of particles (centers) in the region } V \\
|V| &= \text{volume of } V \\
N_V &= \text{number of particles per unit volume} \\
n_p &= \text{the number of particles that intersect an arbitrary test plane } A \\
N_A &= \text{the number of particles per unit test area}
\end{align*}
\]

Then

\[
\begin{align*}
N_V &= \frac{n_0}{|V|} \\
N_A &= \frac{n_p}{|A|}
\end{align*}
\]

Note that $n_p$ and $N_A$ depend on the orientations of the particles about their centers of mass. Let $(\theta_i, \phi_i)$ be the orientation vector for the $i$th particle $i = 1, \ldots, n_0$. We placed a uniform distribution on the set of orientations so $(\theta_i, \phi_i)$ is a random variable on the sphere. Therefore we write

\[
n_p = n_p((\theta_1, \phi_1), \ldots, (\theta_n, \phi_n))
\]

as a random variable depending on the independent variables $(\theta_i, \phi_i)$.

The problem is to find a relationship between $N_V$ and $N_A$. Suppose the medium is a cube with sides of length $l$. Then

\[
\begin{align*}
V &= l^3 \quad \text{and } A = l^2 \\
N_V &= \frac{n_0}{l^3} \quad \text{and } N_A = \frac{n_p}{l^2}
\end{align*}
\]

Consider first just one fixed particle with orientation $(\theta, \phi)$ about its center of mass. Let $H(\theta, \phi)$ be the distance between parallel horizontal tangent planes to the particle, as shown below.
It is easily seen that under the probability distribution given by A1 the probability that a randomly chosen plane will intersect the particle is given by

\[
\Pr(\text{test plane intersects particle} \mid \theta, \phi) = \frac{H(\theta, \phi)}{l}
\]

Now assume that there are \( t \) types of particles with \( n_1 \) of type 1, \( n_2 \) of type 2, \ldots, \( n_t \) of type \( t \). Let

\( p_{ij} \) denotes the probability a randomly chosen test plane hits the \( j \)th particle of type \( i \) given its orientation \( (\theta_{ij}, \phi_{ij}) \)

then

\[
p_{ij} = \frac{H(\theta_{ij}, \phi_{ij})}{l}
\]

\( j = 1, \ldots, n_i, i = 1, \ldots, t \) where \( H_i(\theta, \phi) \) denotes the distance between tangent planes for particle \( i \) given orientation \( (\theta, \phi) \). Let

\[
I_{ij} = \begin{cases} 
1 & \text{if the } i \text{th particle of type } j \text{ is hit by the test plane} \\
0 & \text{otherwise}
\end{cases}
\]
Then, \( I_{ij}, j = 1, \ldots, n_i, i = 1, \ldots, t \) from an array of independent Bernoulli random variables with means \( p_{ij} \). That is, a particle is either on the test plane or it is not, independent of the other particles. We have

\[
n_p = \sum_{i=1}^{t} \sum_{j=1}^{n_i} I_{ij}
\]

and

\[
E[n_p | (\theta_{ij}, \phi_{ij}, i, j)] = \sum_{i=1}^{t} \sum_{j=1}^{n_i} p_{ij} = \frac{1}{l} \sum_{i=1}^{t} \sum_{j=1}^{n_i} H(\theta_{ij}, \phi_{ij}) = \frac{n_0}{l} \sum_{i=1}^{t} \frac{1}{n_0} \sum_{j=1}^{n_i} H(\theta_{ij}, \phi_{ij})
\]

Averaging over all orientations gives

\[
E[n_p] = \frac{n_0}{l} \sum_{i=1}^{t} \frac{1}{n_0} \sum_{j=1}^{n_i} \int_{0}^{2\pi} \int_{0}^{\pi} H_i(\theta_{ij}, \phi_{ij}) f(\theta_{ij}, \phi_{ij}) d\theta_{ij} d\phi_{ij}
\]

\[
= \frac{n_0}{l} \sum_{i=1}^{t} \frac{n_i}{n_0} \int_{0}^{2\pi} \int_{0}^{\pi} H_i(\theta, \phi) f(\theta, \phi) d\theta d\phi
\]

\[
= \frac{n_0}{l} \bar{H}
\]

Thus,

\[
E[n_p] = \frac{n_0}{l} \bar{H}
\]

where \( \bar{H} = \sum_{i=1}^{n_0} \frac{n_i}{n_0} \bar{H}_i(\theta, \phi) \) and \( \bar{H}_i = \int_{0}^{2\pi} \int_{0}^{\pi} H_i(\theta, \phi) f(\theta, \phi) d\theta d\phi \) denotes the average distance between parallel tangent planes for the \( i \)th particle. The average is with respect to orientation. Since, \( \frac{n_i}{n_0} i = 1, \ldots, t \) forms a distribution, then \( \bar{H} \) denotes a grand average distance over all particles. If we divide both sides of the equation

\[
E[n_p] = \frac{n_0}{l} \bar{H}
\]
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by \( l^2 \) gives

\[
E[n_p] = \frac{n_0 \bar{H}}{l^2} \quad \text{since} \quad N_V = \frac{n_0}{l^3} \quad \text{and} \quad N_A = \frac{n_p}{l^3} \quad \text{it follows that}
\]

\[
E[N_A] = E[\frac{n_p}{l^2}] = \frac{n_0 \bar{H}}{l^3} = N_V \bar{H}
\]

or

\[
E[N_A] = N_V \bar{H}
\]

This is the **fundamental relation of stereology**, which is usually written in the form

\[
\overline{N_A} = N_V \bar{H}
\]

which says that the average density of particles on a randomly selected test plane is proportional to the density of particles in the medium, with proportionality constant \( \bar{H} \).

If the particles are spheres, then all orientations of a sphere about its center of mass are the same and so \( H_i = 2R_i \), the radius of the sphere. If there are \( t \) types of particles, then they are described by \( t \) distinct radii, \( R_i, i = 1, \ldots, t \), and we have from above

\[
E[N_A] = 2\bar{R}N_V
\]

where \( \bar{R} = \sum_{i=1}^{t} \frac{n_i}{n_0} 2R_i \), the average spherical diameter. The expectation above is taken solely with respect to Lebesgue measure. Furthermore, we note the following. We may write

\[
n_p = Y_1 + \cdots + Y_t
\]

where \( Y_i \) denotes the number of particles of type \( i \) on a randomly selected test plane. The \( Y_i \) are independent binomial random variables with parameters \( p_i \) and \( n_i \). By the law of large numbers

\[
\lim_{l \to \infty} \left| \frac{n_p}{l^2} 2\bar{R}N_V \right| = \lim_{l \to \infty} \left| E[N_A] - 2\bar{R}N_V \right| = 0
\]
provided $\min\{n_i\} \to \infty$ as $l \to \infty$.

3 Spheres as Particles

If the particles are spheres then they can be described uniquely by their radii. Let $F(r)$ and $f(r)$, $r \geq 0$ denote the unknown radii distribution and density, respectively of the spheres, i.e.

$$F(r) = Pr\{R_s \leq r\}$$

where $R_s$ denotes the radius of a randomly chosen sphere. Let $z = z_0$ be a plane parallel to the $z$ axis, then obviously, this plane induces a distribution of circular radii given by the intersection of the spheres with the plane. Let $G(r)$ and $g(r)$ be the profile size distribution and density, respectively, i.e.

$$G(r) = Pr\{R_e \leq r\}$$

where $R_e$ denotes the radius of a randomly selected circle on a randomly selected test plane. The original problem can be restated simply as: find a relationship between $F(r)$ and $G(r)$, assuming that an estimate of $G(r)$ exists.

Consider the sphere

$$x^2 + y^2 + z^2 = R^2$$

and let $z = z_0$, we get a test plane parallel to the $z-$axis. If $z = z_0$ intersects the sphere, we get the circle

$$x^2 + y^2 + z_0^2 = R^2$$
$$x^2 + y^2 = R^2 - z_0^2$$

This induces a function

$$r(z_0) = \sqrt{R^2 - z_0^2}$$

which denotes the radius of the circular profile cut out by the plane $z = z_0$, $-R \leq z_0 \leq R$. Therefore

$$r(Z) = \sqrt{R^2 - Z^2}$$
is a random variable, where $Z$ is the $Z$-coordinate of uniformly selected test plane.

Consider just that portion of $R^3$ in the cube centered at zero and with sides of length $l$. Suppose we uniformly select a test plane with $-l \leq Z \leq l$. Let $R_s$ denote the radius defined above, then

$$T_R(r \mid R_s) = P(r(Z) \leq r \mid Z \text{ intersects the sphere})$$

$$= P(\sqrt{R^2 - Z^2} \leq r \mid Z \text{ intersects the sphere})$$

$$= P(R^2 - Z^2 \leq r^2 \mid Z \cap \text{ sphere})$$

$$= P(Z^2 \geq R^2 - r^2 \mid Z \cap \text{ sphere})$$

$$= 1 - P(Z^2 \leq R^2 - r^2 \mid Z \cap \text{ sphere})$$

$$= 1 - P(-\sqrt{R^2 - r^2} \leq Z \leq \sqrt{R^2 - r^2} \mid Z \cap \text{ sphere})$$

$$= 1 - \frac{2\sqrt{R^2 - r^2}}{2R}$$

with density

$$t_R(r) = \frac{r}{R\sqrt{R^2 - r^2}}$$

Observe that when $R^3$ is cut by the cube of volume $l^3$ we get a random sample $R_1^c, \ldots, R_n^c$ of spherical radii $R^c$. This follows since the centers of the spheres are distributed in $R^3$ according to a Poisson process. And, when this cube is cut by a test plane, $Z$, we get a random sample from $R^c$, namely, $R_1^c, \ldots, R_n^c$, where $\{R_1^c, \ldots, R_n^c\} = \{R_1^c, \ldots, R_n^c\} \cap Z$.

Suppose that the random variable $R^c$ lies between $(0, R_{\max})$. Then also, $R^c$ has support $(0, R_{\max})$. Choose $t > 0$ and divide $(0, R_{\max})$ into $t$ subintervals, $I_j$, each of equal width $\Delta r = \frac{R_{\max}}{t}$. Let $x_i = i \Delta r, i = 1, \ldots, t$ then

$$I_1 = (0, x_1] \quad I_2 = (x_1, x_2] \quad \ldots, I_t = (x_{t-1}, x_t]$$

denote the subintervals. Let

$R_{11}^c, \ldots, R_{1m_1}^c$ denote the circles given by the intersection of $Z$ with spheres with $R^c \in I_1$

$R_{21}^c, \ldots, R_{2m_2}^c$ denote the circles given by the intersection of $Z$ with $R^c \in I_2$
$R^c_{i_1}, \ldots, R^c_{i_{m_t}}$ denote the circles given by the intersection of $Z$ with $R^*_c \in I_t$ and let $n_p = m_1 + m_2 + \ldots + m_t$.

Form histogram estimates for $g(x)$ and $f(x)$, respectively as follows.

$$g_{n_0}(x) = \begin{cases} \frac{1}{n_0 \Delta r} & \# \text{spheres with radii in } I_j \quad x \in I_j \\ 0 & \text{otherwise} \end{cases}$$

$$g_{n_0}(x) = \begin{cases} \frac{1}{n_0 \Delta r} & \# \{R^c_i \in I_j\} \quad x \in I_j \\ 0 & \text{otherwise} \end{cases}$$

Similarly define

$$f_{n_p}(x) = \begin{cases} \frac{1}{n_p \Delta r} \{R^c_i \in I_j\} \quad x \in I_j \\ 0 & \text{otherwise} \end{cases}$$

Then $g_{n_0}(x)$ and $f_{n_p}(x)$ are histogram estimates of the densities of $G(r)$ and $F(r)$, respectively. One can write

$$f_{n_p}(x) = \frac{1}{n_p \Delta r} \sum_{j=1}^{t} \sum_{i=1}^{m_j} \sum_{k=1}^{m_i} I[R^c_{i_k} \in I_j] I[x \in I_j]$$

Taking expectations and letting $R^*_k(i)$ be the spherical radius associated with $R^c_{i_k}$. Let $\mathcal{F}$ the sigma field generated by the random variables $R^c_{i_k}, R^*_k, i, k \geq 1$.

$$E[f_{n_p}(x) \mid \mathcal{F}] = \sum_{j=1}^{t} \sum_{i=1}^{m_j} \sum_{k=1}^{m_i} E[\frac{1}{n_p \Delta r} P(R^c_{i_k} \in I_j) I[x \in I_j]$$

$$= \sum_{j=1}^{t} \sum_{i=1}^{m_j} \sum_{k=1}^{m_i} E[\frac{1}{n_p} T(x_{j-1} \mid R^*_k(i)) - T(x_j \mid R^*_k(i))] \Delta r$$

$$= \sum_{j=1}^{t} \sum_{i=1}^{m_j} \sum_{k=1}^{m_i} \frac{1}{n_p} T(x_j, R^*_k(i)) - T(x_j, R^*_k(i)) \Delta r$$

$$= \sum_{j=1}^{t} \sum_{i=1}^{m_j} \sum_{k=1}^{m_i} \frac{x}{n_p R^*_k(i) \sqrt{(R^*_k(i))^2 - x^2}} I[x \in I_j] + o(1)$$
Observe that \( f(y) = \frac{x}{y \sqrt{y^2 - x^2}} \) is decreasing in \( y \). Giving

\[
E[f_{n_p}(x) \mid \mathcal{F}] \leq \sum_{j=1}^{t} \sum_{i \geq j-1} \sum_{k=1}^{m_i} E\left[ \frac{1}{n_p} \frac{x}{x_i \sqrt{x_i^2 - x^2}} \right] I[x \in I_j] + o(1)
\]

\[
= \sum_{j=1}^{t} \sum_{i \geq j-1} E\left[ \frac{m_i}{n_p} \frac{x}{x_i \sqrt{x_i^2 - x^2}} \right] I[x \in I_j] + o(1)
\]

\[
= \sum_{j=1}^{t} \sum_{i \geq j-1} E\left[ \frac{m_i}{l^2} \frac{x}{x_i \sqrt{x_i^2 - x^2}} \right] I[x \in I_j] + o(1)
\]

\[
= \frac{l^2}{n_p} \sum_{j=1}^{t} \sum_{i \geq j-1} N_{o_i} 2x_i \frac{x}{x_i \sqrt{x_i^2 - x^2}} I[x \in I_j] + o(1)
\]

\[
= \frac{l^2}{n_p} \sum_{j=1}^{t} \sum_{i \geq j-1} 2n_{o_i} \frac{x}{x_i \sqrt{x_i^2 - x^2}} I[x \in I_j] + o(1)
\]

\[
= \frac{1}{N_v 2R} \sum_{j=1}^{t} \sum_{i \geq j-1} n_{o_i} \frac{x}{l^3} \sqrt{x_i^2 - x^2} I[x \in I_j] + o(1)
\]

\[
= \frac{1}{N_v 2R} \sum_{j=1}^{t} \sum_{i \geq j-1} n_{o_i} \frac{x}{n_0 \Delta r} \sqrt{x_i^2 - x^2} I[x \in I_j] + o(1)
\]

\[
= \frac{1}{R} \sum_{j=1}^{t} \sum_{i \geq j-1} n_{o_i} \frac{x}{\Delta r} \sqrt{x_i^2 - x^2} I[x \in I_j] + o(1)
\]

\[
= \frac{1}{R} \sum_{j=1}^{t} \sum_{i \geq j-1} g_{n_0}(x_i) \frac{x}{\sqrt{x_i^2 - x^2}} I[x \in I_j] + o(1)
\]

\[
= \frac{1}{R} \sum_{j=1}^{t} g_{n_0}(x_i) \frac{x}{\sqrt{x_i^2 - x^2}} \sum_{j=1}^{i} I[x \in I_j] \Delta r + o(1)
\]

\[
\rightarrow \frac{1}{\mu} \int_{x}^{\infty} \frac{x}{\sqrt{y^2 - x^2}} g(y) dy
\]
as $l \to \infty$ and $t \to \infty$, by the strong law of large numbers. So we have the inequality

$$f(x) = \lim_{l \to \infty} \lim_{t \to \infty} f_{np} \leq \frac{1}{\mu} \int_{x}^{\infty} \frac{x}{\sqrt{y^2 - x^2}} g(y) dy.$$ 

Similarly, the inequality holds

$$a \geq \text{inequality}.$$ 

4 The Abel Integral Equation

In the previous section we observed that an integral relationship exists between $f(x)$ and $g(x)$ the densities of the circular radii and the spherical radii, respectively, of stereology, viz

$$f(y) = \frac{y}{m} \int_{y}^{\infty} \frac{g(x)}{\sqrt{x^2 - y^2}} dx$$  \hspace{1cm} (2.1)

where $m = \int_{0}^{\infty} x g(x) dx$ is the mean spherical radius, and $R_{max} = \infty$. By inversion

$$g(x) = \frac{-2xm}{\pi} \int_{x}^{\infty} \frac{1}{\sqrt{y^2 - x^2}} \frac{d}{dy} \left[ \frac{f(y)}{y} \right] dy$$  \hspace{1cm} (2.2)

$$= \frac{12m}{\pi} \frac{d}{dx} \int_{x}^{\infty} \frac{1}{\sqrt{y^2 - x^2}} f(dy)$$

see Hochstat, page 41.

The problem is to use equation (2.1) to estimate $g(x)$ based on the observed data $y_1, y_2, \ldots, y_n$, the radii of the $n$ circles on the test plane. There are several ways to use the data and the integral equation (2.1) to get an estimate of $f(x)$. Perhaps the simplest approach is the parametric, where it is assumed that

$$g(x) = g(x, \theta) \quad \theta \in R^k$$

where $g$ is known completely except for $\theta$. For example, it may be assumed that $g(x, \theta)$ is either normal, lognormal, gamma, etc. The problem is reduced to estimating the parameters and using (2.2). As an example Dehoff(1965) used a lognormal distribution.

$$g(x, \theta) = \frac{1}{\sqrt{2\pi} \sigma x} \exp \left\{ -\frac{1}{2} \left( \frac{\ln(x) - \mu}{\sigma} \right)^2 \right\} \quad x > 0$$
Another approach is the nonparametric approach, where the densities $f(x)$ and $g(x)$ are estimated by histograms and the integral is approximated by a sum. This method is called the finite difference or method of moments approach.

Divide $\left(0, a\right]$ into subintervals (histogram bins) of width $\Delta r_i$ and let $I_1 = (0, r_1], I_2 = (r_1, r_2], \ldots, I_K = (r_{k-1}, r_k]$ denote the bins. Let

$$f_i = \frac{1}{\Delta r_i} \{\text{number of } y_j \in I_i\}$$

$$\approx \int_{r_{i-1}}^{r_i} f(y) dy$$

Now use any quadrature approximation on the integral in (2.1) i.e.

$$\frac{y}{m} \int_y^{\infty} \frac{g(x)}{\sqrt{x^2 - y^2}} dx \approx \sum_{j=1}^{K} a_{ij} g_j$$

$i = 1, 2, \ldots, k$, where $K$ is the number of intervals in the quadrature approximation, $a_{ij}$ is the quadrature weights and $f_j$ is the value of $g$ at the nodes. We get a system of equations.

$$f_1 = \sum_{j=1}^{K} a_{1j} g_j$$

$$f_2 = \sum_{j=1}^{K} a_{2j} g_j$$

$$\vdots$$

$$f_k = \sum_{j=1}^{K} a_{kj} g_j$$

These can be written in matrix form as

$$f = Ag$$

where

$$\begin{bmatrix} f_1 \\ f_2 \\ \vdots \\ f_k \end{bmatrix} = \begin{bmatrix} g_1 \\ g_2 \\ \vdots \\ g_K \end{bmatrix}$$
where $A = (a_{ij})$ is the kxK matrix of quadrature weights. For example consider the approximation where one takes

$$g(x) = \sum_{j=1}^{K} g_j I[x = R_j]$$

where $R_1, R_2, \ldots, R_K$ are a sequence of real numbers, and then $g_j$'s are a sequence of constants. One may assume that the $R_j$'s are a sequence of discretized values that the spherical radii can take on and the $g_j$'s are the unknown frequencies of spherical radii taking on the value $R_j$. This is the Saltikov (1967) model where he assumes that the spherical radii are discretized into K species $R_1, \ldots, R_K$. Substituting into the integral in (2.1) gives

$$\int_{y}^{a} \frac{g(x)}{\sqrt{x^2 - y^2}} = \int_{y}^{a} \frac{1}{\sqrt{x^2 - y^2}} \sum_{j=1}^{K} g_j I[x = R_j]dx$$

$$= \sum_{j=1}^{K} g_j \int_{y}^{a} \frac{1}{\sqrt{x^2 - y^2}} I[x = R_j]dx$$

$$= \sum_{j=1}^{K} \frac{g_j}{\sqrt{R_j^2 - y^2}} \int_{y}^{a} I[x = R_j]dx$$

$$= \sum_{j=1}^{K} \frac{g_j}{\sqrt{R_j^2 - y^2}} I[y \leq R_j < \infty]$$

so that

$$f(y) = \sum_{j=1}^{K} \frac{g_j}{\sqrt{R_j^2 - y^2}} I[y \leq R_j < \infty]$$

Recall,

$$f_i = \int_{r_{i-1}}^{r_i} f(y)dy$$

$$= \int_{r_{i-1}}^{r_i} \frac{y}{m} \sum_{j=1}^{K} \frac{g_j}{\sqrt{R_j^2 - y^2}} I[y \leq R_j < \infty]dy$$

$$= \sum_{j=1}^{K} \frac{g_j}{m} \int_{r_{i-1}}^{r_i} \frac{y}{\sqrt{R_j^2 - y^2}} I[y \leq R_j < \infty]dy$$
\[
= \sum_{j=1}^{K} \frac{g_j}{m} \int_{r_{i-1}^2}^{r_i^2} \frac{1}{\sqrt{R_j^2 - y}} I[y \leq \infty] \, dy \\
= \sum_{j=1}^{K} \frac{g_j}{m} \int_{R_j^2-r_i^2}^{R_j^2-r_{i-1}^2} \frac{1}{\sqrt{t}} \\
= \sum_{j=1}^{K} \frac{g_j}{m} [\sqrt{R_j^2-r_i^2} - \sqrt{R_j^2-r_{i-1}^2}]
\]

So that,

\[
a_{ij} = \sqrt{R_j^2-r_i^2} - \sqrt{R_j^2-r_{i-1}^2}
\]

The matrix \( A \) is upper-triangular, ie

\[
a_{ij} = 0 \quad \text{if } r_i > R_j
\]

So, if \( K = k \) it is very simple to solve the matrix equation by successive elimination, starting with the largest spheres. It is often convenient to choose \( K = k \) then the solution is unique.

Other approximations can also be considered. For example, one may partition the range of \( g \) into subintervals, \( (x_{i-1}, x_i], i = 1, \ldots K \), and in each subinterval approximate \( g \) with the polynomial

\[
p_j(y) = \sum_{j=0}^{K} a_{ij} y^j \quad x_{j-1} \leq y < x_j
\]

the coefficients depending on the data.

The histogram methods require grouped data. A way to avoid this is to rewrite the integral equation (2.1) in terms of the cumulative distribution function. By multiplying (2.1) by \((x^2 - z^2)^{-1/2}\) and integrating \( x \) from \( z \) to infinity one gets

\[
1 - G(z) = \frac{2\mu}{\pi} \int_{z}^{\infty} \frac{F(dx)}{\sqrt{x^2 - z^2}} \quad (2.3)
\]

Note that by letting \( z \to 0 \) gives

\[
1 = \frac{2\mu}{\pi} \int_{0}^{\infty} \frac{F(dx)}{x}
\]
a method to estimate \( \mu \).

Let \( F_n(x) \) denote the empirical distribution function

\[
F_n(x) = \frac{1}{n} \sum_{i=1}^{n} I[y_i \leq x]
\]

Then substituting \( F_n(x) \) for \( F(x) \) in (2.3) gives the estimate

\[
1 - \hat{G}(x) = \frac{2\mu}{\pi} \sum_{y_i > x} \frac{1}{n}(y_i^2 - x^2)^{-1/2}
\]

This appears to be a good estimator but suffers several defects, for example \( \hat{G} \) estimates a nondecreasing function, but

\[
\lim_{x \to y_i} \hat{G}(x) = -\infty
\]

Another nonparametric method is the product-integration technique. Andersen and Jakeman(1975,1975a) published several papers on its use. The technique is used to circumvent the problem of the integrand in (2.1) having a singularity. The method smooths out the sample distribution function using a localized Lagrange interpolation and then the singularity is integrated out analytically.

5 Summary of Methods

The histogram(finite difference) methods provide poor estimates from a statistical and numerical perspective. Problems occur because the integrand has a singularity and because the data are noisy. Watson(1971) discusses the poor statistical properties (such as infinite mean squared error). Anderson(1976) shows that if \( \Delta \) is the histogram bin width then a perturbation in a profile frequency is locally amplified by a factor of the order \( \frac{1}{\Delta} \) into an estimated sphere size frequency.
One way to overcome the noisy data problem is to use methods for solving the ill-posed inverse problem. Nychka et al. (1984) use these techniques to provide spline estimators.

Product integration and spectral differentiation appears to be mathematically superior to finite difference methods. But, for practical purposes they are mathematically complex, especially spectral integration.

Of course the problem with the parametric approach is having to commit oneself to a precise form of $g(x)$, especially in those situations, very common in biology, in which $g(x)$ may be a mixture of an unknown number of components. Furthermore, one needs good parameter estimation techniques. Most of the comments in this section are taken from the paper of Cruz-Orive (1982).
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Stereology is the study of 3-dimensional particles based on their two dimensional cross-sections. In this paper the particles are assumed to be spheres with a random radii distribution. We considered the mathematical aspects of this type of stereology.
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