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Foreword

This report summarizes the progress of four technical investigations conducted during

CY 89. Although reasonable efforts have been made to ensure the reliability of the

data presented, it must be emphasized that this is an interim progress report and that

further experimentation and analysis may be performed before the conclusions from

any of these investigations are formally published. It is therefore possible that some

of the observations presented in this report will be modified, expanded, or clarified

by our subsequent research.
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Abstract

This report documents the technical progress in the four investigations which

make up the project “Support of Research Projects for Electrical Energy

Systems”, Department of Energy Task Order Number 137
,
funded by the

U.S. Department of Energy and performed by the Electricity Division of the

National Institute of Standards and Technology (NIST). The first investigation

is concerned with an evaluation and critique of techniques for measurement

of ambient magnetic fields in support of epidemiological and in vitro studies

of biological field effects. General characteristics and theory of currently

available measurement methods and instrumentation are reviewed. These

include operation of air-core and magnetic-core coil probes. Procedures for

use and calibration of these types of probes are recommended. Problems

associated with the design of exposure facilities for in vitro studies of

magnetic-field effects which use extremely low-frequency magnetic fields axe

discussed. Requirements for design of optimum experimental configurations

are considered. The second investigation is concerned primarily with the

decomposition of SF6 in electrical discharges with emphasis on the chemistry

of S2F10. The formation of S2F10 in SFg is of particular concern because

of its extremely high toxicity level. The mass spectrum of S2F10 has been

measured as a function of electron-impact energy and the problems associated

with the use of mass spectrometry to detect trace levels of S2F10 in gaseous

SF6 are revealed. A new method for S2F10 detection which employs a gas

chromatograph-mass spectrometer has been discovered which offers relatively

high sensitivity for quantitative analysis of this species in SF6 down to the

sub-parts-per-million level. The new measurement method was employed to

determine the rate of S2F10 production in negative corona discharges operated

at constant current in 200 kPa (~ 2 atm) SF6 . The results are found to

be consistent with predictions of a chemical kinetics model of the discharge

(discussed here) and indicate that S2F10 can be produced from low-level

discharges at a high rate. Surface catalyzed decomposition of S2F10 has

been observed to occur at room temperature on the walls of all types of

gas sample cylinders, especially if they contain adsorbed H2O. The effect of

this surface chemistry on reliable sampling and quantitative analysis of SF6

to determine S2F10 content is discussed. The third investigation covered in

vii



this report is concerned with breakdown and prebreakdown phenomena in

liquid dielectrics. Fast optical and electrical measurements have been made of

microbubble formation associated with partial-discharge development around

sharply pointed electrodes in n-hexane. Data from fast-frame photographs

have been correlated with simultaneous partial discharge waveform data. The

dynamical behavior of bubble formation and collapse at partial-discharge

sites is revealed. Measurements were performed to quantify the statistics of

breakdown streamers under uniform-field conditions in ultra-pure n-hexane.

The morphological stages of anode streamer development are discussed. The

results indicate electrode conditioning effects possibly due to polymerization of

n-hexane breakdown products on the electrode surface during the breakdown

process. The breakdown probability is found to depend on the occurrence,

or lack thereof, of previous breakdown events, as well as on voltage waveform

and particulate content of the liquid. The last investigation is concerned with

the evaluation and improvement of methods for measuring fast transients in

electrical power systems such as might be associated with an electromagnetic

impulse. The focus of the activity reported here is on consideration of optical

detector nonlinearities on the precision of electro-optical systems for measuring

high-voltage impulses. The effect of these nonlinearities is clearly revealed in

comparisons of calculated and measured Kerr cell responses for known impulse

waveforms. The results of different measurements to test the degree of linearity

in photomultiplier-tube response are reported. A “pulse-level-line” technique

is introduced which gives greater precision than previously possible in peak

voltage measurements using impulse voltage dividers and considerably reduces

oscilloscope measurement uncertainties.

viii
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1 ELECTRIC FIELD MEASUREMENTS

Task 01

Martin Misakian

Electricity Division

National Institute of Standards and Technology

1.1 Introduction

The objectives of this project axe to develop methods to evaluate and calibrate

instruments which axe used, or are being developed, to characterize the electrical

parameters in the vicinity of power lines and in laboratory apparatus designed to

simulate the power line environment. Electrical measurement support is also provided

for Department of Energy-funded efforts to determine if there axe biological effects

due to ac fields and dc fields with ions.

The electrical parameters of interest include the electric field strength, magnetic flux

density, ion current density, ion mobility, and ion species. Recent epidemiological

studies have focused attention on the characterization of ambient power-frequency

magnetic fields in homes. These ambient fields differ from fields near power lines

in two important respects: (1) the magnitude of residential ambient fields can

be much smaller than fields neax powex lines, and (2) ambient fields can contain

significant levels of haxmonics. Because of these and other differences, the existing

IEEE/ANSI standard for measuring power frequency fields neax power lines has

certain shortcomings if used for guidance during measurements of residential magnetic

fields. In this report, these shortcomings and methods for overcoming them are

examined. A fuller account of this topic is provided in an IEEE Power Engineering

Society working group paper that will be presented at the 1990 Summer Power

Engineering Society Meeting [1]. Also examined in 1989 was the influence of

geometrical design parameters on exposure conditions during in vitro studies using

ELF magnetic fields. An optimum experimental configuration which can be used for

many studies is briefly described in this report. A manuscript providing further details

has been submitted to the journal Bioelectromagnetics [2]. Other NIST staff activities

in 1989 included paxticipation on advisory panels for the California Department

of Health Services and the National Cancer Institute. Both panels axe providing

oversight for epidemiological studies that axe considering the possibility of adverse

health effects due to power frequency magnetic fields. A final working group draft

standard for measuring dc electric fields and ion related parameters was prepaxed at

NIST in collaboration with members of the DC Fields and Ions Working Group. As

part of the approval process for the standard, NIST oversaw the successful balloting

of the paxent subcommittee, the Corona and Field Effects Subcommittee. NIST staff

also participated in a magnetic field measurement field day at the Bonneville Power
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Administration during which measurements with commercially available instruments

were compared, made a site visit to the University of Rochester during which magnetic

fields in biological exposure systems were characterized on behalf of DOE and EPRI,

and presented two conference papers at the Sixth International Symposium on High

Voltage Engineering.

1.2 Measurements of Ambient Magnetic Fields Away From
Power Lines

Questions raised in the early 1970’s regarding possible adverse environmental effects

due to high-voltage ac transmission line fields [3-5] focused attention on the need for

accurate measurements of power-frequency electric and magnetic fields near power

lines. Due in part to these early concerns, an ANSI/IEEE standard which provides

guidance for measuring 60-Hz electric and magnetic fields near power lines was

developed by the late 1970’s [6]. Recent epidemiological studies have focused attention

on the characterization of ambient power-frequency magnetic fields in homes. These

ambient fields differ from the fields near power lines in two important respects: (1) the

magnitude of ambient fields is near 1 x 10
-7

tesla [7], which is as much as two orders

of magnitude smaller than the fields near some power lines, and (2) ambient fields can

contain large percentages of harmonics, e.g., in excess of 30% [8]. In addition, while

the geometry of power line magnetic fields is fairly well defined near the right-of-way,

the geometry and magnitude of residential fields are typically more complicated and

can depend on such factors as routing of distribution lines, number of local service

drops, and type of ground return [7, 9].

The above remarks suggest that instrumentation used for characterizing ambient

fields must have scales sensitive enough to measure fields of order 1 x 10
-7

tesla and a

frequency response that is appropriate for measuring the power-frequency harmonics.

In addition, a calibration procedure that is not influenced by ambient magnetic fields

should be used for the sensitive scales. The ANSI/IEEE standard noted above for

measuring power line fields describes a calibration procedure using a coil system to

produce a known field which is much larger than the ambient fields and therefore is

not significantly perturbed by them. The standard also assumes that the harmonic

content in the field is small, i.e., a few percent or less. Thus the standard has certain

shortcomings if used as a guide for characterizing ambient magnetic fields. The

purpose of this report is to provide information which can be used for some guidance

during the measurement of ambient power-frequency magnetic fields. However, it

is noted that measurement protocols for characterizing ambient magnetic fields are

still under development. This report describes the instrumentation and calibration

procedures that can be used for measurements in residential as well as occupational

environments. Measurement techniques and examples of measurements in residential

and occupational settings are provided in Reference [1].
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Figure 1 . Schematic view of coil-type magnetic field meter used near power line.

1.2.1 General Characteristics of Instrumentation

Magnetic field meters used to measure power-frequency magnetic fields consist of

two parts, the probe or field sensing element, and the detector which processes the

signal from the probe. Magnetic field probes, consisting of electrically shielded coils

of wire, have been used in combination with a voltmeter, as the detector, for survey

type measurements of 60-Hz power line magnetic fields [6]. A schematic view of

this kind of instrumentation, sometimes referred to as a survey meter, is shown in

Figure 1. For measurements in a residential setting, where harmonic components

in the magnetic field may not be negligible, an integrating amplifier is incorporated

into the detector circuit in order to preserve the waveform of the magnetic field (see

Section 1.3). During survey type measurements of the magnetic field, the probe can

be held by hand without significant perturbation of the field due to the proximity of

the observer. Proximity effects of nearby dielectrics and poor magnetic conductors

are also insignificant. The rms field value is read from an analog or digital display.

Typically, no provision is made for storage of data, although output connectors for

commercially available recorders are sometimes provided.

For long term and more comprehensive measurement applications, the survey field

meter can be replaced with a larger and sometimes less portable measurement system

containing three orthogonally oriented coil probes for simultaneous, continuous,

measurements of the three spatial components of the field, and a commercial data

storage system which permits later analyses of the measurements [9]. It should be

noted that in general, vectorially summing the rms values of the three orthogonal

components will not yield the maximum value of the magnetic field because of phase

differences between the spatial components. However, an upper limit to the maximum
field value is provided by this summation. It is also interesting to note that the rms

value of the total magnetic field is equal to the vector sum of the rms values of the

spatial components [9].
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The development in recent years of small magnetic field personal exposure meters,

devices which can be worn to continuously measure and record the spatial components

of magnetic flux density, has also led to the use of miniature coil probes containing

ferromagnetic cores for increased sensitivity [10]. Other types of field meters with high

permeability inductor probes, such as the fluxgate magnetometer [11], have been used

for measuring low level dc magnetic fields in such applications as mineral prospecting

and measurements in interplanetary space [12], but can be adapted for ac field

measurements. It is noted, however, that the performance of fluxgate magnetometers,

in the presence of ac and dc magnetic-fields of comparable magnitude, remains to be

systematically tested.

Also available are magnetic field meters with Hall effect probes that can be used to

measure magnetic flux densities from dc to several hundred hertz. However, Hall

effect probes respond to the total magnetic field. Because of their low sensitivity

and saturation problems due to the earth’s magnetic field, they are not suited for

residential or power line measurements. This report considers only instrumentation

that employs pick-up coil probes, with and without magnetic cores.

To characterize the harmonic content in the magnetic field, the detector signal (which

reflects the waveform of the magnetic field) can be examined using commercially

available spectrum analyzers to obtain the amplitudes of the fundamental and

harmonic components. An alternative approach, again using commercially available

instrumentation, is to digitize the detector signal and use Fourier analyses to

determine the amplitudes as well as phases of the fundamental and harmonic

components.

1.2.2 Theory of Operation: Air Core Coil Probe

The principle of operation of the magnetic field meter shown in Figure 1 is based on

Faraday’s law which predicts that an electromotive force (emf) is produced at the

ends of an open loop of wire placed in a changing magnetic field. Specifically, the emf

is equal to the negative of the time-rate-of-change of the flux, $, through the loop,

emf = -d$/dt = —d/dt[J B dA], (1)

where B is the magnetic flux density and A is a vector perpendicular to the plane of

the loop. The magnitude of A equals the area of the loop. If the magnetic field is

free of harmonics, e.g., B = B0 sinuA, then

emf = —uB0Acosut, (2)

where is 2r times the frequency and it is assumed that B is perpendicular to the

plane of the loop. For N turns of wire in the loop, the emf given by Eq. (2) will
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develop over each turn and the total emf will be —NcoB0Acos u:t. Eq. (2) shows that

the sensitivity of the probe increases with cross-sectional area.

If there are harmonics in the field, there will be an additional term on the right

side of Eq. (2) for each harmonic. Because of the differentiation operation in

Eq. (1), each of the additional terms will be weighted by an associated harmonic

number. For example, if there was 10% third harmonic in the field, the term,

—3 x (0.1)loBoAcos would be added to the right side of Eq. (2). Because of

the weighting of the harmonic term, the waveform of the signal will no longer reflect

the waveform of the field. Consequently, the rms value indicated by the voltmeter-

detector (Figure 1) will not accurately represent the rms value of the field. The

waveform does reflect, to a good approximation, the voltage or current induced in

some biological systems.

To recover the magnetic field waveform, it is necessary for the detector to perform the

inverse mathematical operation, namely integration. This can be accomplished by

introducing an integration stage in the detector. For example an integrating amplifier

combined with a voltmeter could be used as the detector. The frequency response of

the probe-integrating amplifier combination can be made flat for the power-frequency

harmonics. It should be noted that this “corrective” action provided by the detector

is essential to obtaining accurate rms values of the magnetic field as well as correct

percentages of harmonics.

Neglected in the discussion so far is the frequency response of the probe. Because

of the inherent inductance, resistance and capacitance of the probe, the relationship

between the emf produced in the coil [Eq. (2)] and the voltage entering the detector

should be considered as a function of frequency. A schematic view of the equivalent

circuit for the coil probe is shown in Figure 2. The ratio, |A|, of probe voltage, up ,
to

emf is given by [13]

Ml = |up/emf| = {[(* + r)/R -JLC
]

2 + [u(L/R + Cr)]
2}" 1 '2

(3)

L r

Figure 2. Equivalent circuit of coil-type magnetic field probe. R is the approximate input

impedance of the detector.
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where L and r are the inductance and resistance of the coil and its leads, C is the

stray capacitance, and R is the approximate input impedance of the detector.

The value of
| 1

should remain close to unity and not peak before falling off with

increasing frequency. Higher values of R cause peaking and a sharp fall-off in |A|,

a possible cause of oscillation in some circumstances. Lower values of R permit the

value of \A\ to roll off gently with increasing frequency. Too low a value, however,

causes unnecessary reduction in frequency response [8]. Examples of plots using

Eq. (3) for a coil probe and for different values of R are shown in Reference [8].

In the above discussion, it is assumed that the induced current in the coil probe, after

it is connected to the detector, is sufficiently small that the opposing magnetic field

produced by it is negligible.

Yet another consideration in the design of a detector is whether the detector indicates

an “average rms” or true rms value of the field. If there are harmonics in the

magnetic field, an average-sensing rms detector will be in error, the magnitude of

which will depend in part on the magnitude and phase relations of the harmonics to

the fundamental [6, 14] (see Section 1.2.4).

To minimize fluctuations of the field meter reading on the more sensitive scales due

to movement of the probe in the earth’s magnetic field, a low frequency cut-off (i.e.,

~ 40 Hz) can be incorporated into the detector circuit. However, such a feature could

prevent accurate measurements of magnetic fields due to some electrical equipment

which operate at lower frequencies, e.g., electric streetcars.

Another option which is available for characterizing a magnetic field containing

harmonics is to use a measurement system consisting of a detector without an

integrating stage. The detector, however, is combined with instrumentation to digitize

the signal waveform (which is proportional to the derivative of the magnetic field).

By using Fourier analysis, the amplitude-enhanced harmonic components can be

determined, and by dividing the harmonic component amplitudes by the harmonic

number (using computer software), the correct harmonic percentages and their phase

relations can be determined. This measurement approach allows for the recovery of

higher order harmonics (e.g., > 9th harmonic) which may be lost, due to signal-to-

noise problems, using an integrating amplifier.

1.2.3 Theory of Operation: Magnetic-Core Coil Probe

As noted earlier, the use of miniature coil probes in exposure meters has led to

the use of cylindrical ferromagnetic cores to increase the flux density through the

coil, thereby increasing the sensitivity of the probe. The emf from the coil is still

predicted by Faraday’s law. Further, the discussion in Section 1.3 regarding the use

of an integrating amplifier and probe frequency response is again applicable. In this

section, the influence of the core permeability and core shape on probe characteristics
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y

Figure 3. Geometry for coil-type probe with prolate ellipsoidal core of magnetic material.

For clarity, the electrical shielding for the coil is not shown.

are examined briefly. For purposes of discussion, the coil probe with a cylindrical core

in a uniform power-frequency magnetic field, B0 ,
is simulated by replacing the cylinder

with a prolate ellipsoid as shown in Figure 3. While, unlike the cylinder, use of an

ellipsoid leads to a uniform B field inside the core, the general conclusions indicated

below are still valid.

Expressions for the components of the magnetic flux density inside a prolate

ellipsoid can be derived from an expression for the magnetic potential provided by

Stratton [15]. The magnetic field components in Cartesian coordinates are

Bxi = BOI /[ot + (3(1 - a)Al \, (4)

Byi = Boy/[a + 0(1 - a)A2 ], (5)

Bz i = Boz /[a + f3(l
- or)i43], (6)

where a = /i0//i,-,^0 is the permeability of vacuum, /z, is the initial permeability of

the core, (3 = a6c/2, a is the semi-major axis of the prolate ellipsoid, b and c are equal

and are the semi-minor axes. A\, A2 and A3 are elliptic integrals of the second kind

and are given by

Ax - f ds/(s + a
2
)[(s + a

2
)(s + &

2
)(s + c

2
)]

1/2
, (7)

Jo

a2 = r ds/(s +

&

2

)i(* +

“

2
)(* + i>

2
)(* +

c

2
)i

i/2
.

Jo
(
8

)
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and
roc

A3 = + c
2
)[(i + a

2
)(s + t

2
)5 + c

2
)]

1/2 = yl2 . (9)
Jo

The sinusoidal time dependance of the magnetic field in Eqs. (4)-(6) has been

suppressed. As anticipated, Eqs. (4)-(6) show that the magnetic field in the ellipsoid

is uniform, and in addition, generally not in the same direction as the external field.

It is readily shown that as the ellipsoid is rotated in space, the flux density along the

major axis, Z?x ,-, obeys the cosine law.

From Eqs. (4)—(6) ,
the following observations, which may have relevance when

designing a probe, can be made:

For a given core geometry, the flux density through the core and coil increases

with permeability, as expected.

As the ratio a : b increases, the flux density along the major axis and through

the coil increases for constant permeability. As the ratio a : b decreases, the

flux density along the major axis and through the coil becomes less sensitive to

changes in permeability. For example, with //, equal to 250 /j, 0 and a : b equal

to 4, a decrease in /z, of 10% results in a decrease in flux density along the

major axis of 0.52 %. If a : b were equal to 8, the corresponding decrease in flux

density would be 1.34%.

For a given core geometry, changes in large values of permeability have

proportionately less effect on the flux density along the major axis and through

the coil than changes in low values of permeability.

For a spherical core, a = b = c and A\ = Ai = A3 ,
the field in the core will be

parallel to the external field and is given by

B. = 3B„/[1 + (2/i0 / fii)]. (10)

Eqs. (4)-(10) have been derived assuming that the ellipsoid material is isotropic,

homogeneous, free of residual magnetism and has a constant permeability. These

assumptions axe approximately satisfied by soft magnetic materials neax room

temperature in ambient fields, with normal handling. However, the following general

information should be remembered when core materials axe considered.

The core material should have a low coercive field to minimize the possibility

of permanently magnetizing the core and changing the permeability if exposed

to strong magnetic fields, i.e., the material should be magnetically soft.

Vibrations and the mechanical shock of dropping the core material can change

the boundaxies of magnetic domains and decrease the permeability, paxticulaxly

if the initial permeability is high.
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For sheet and strip material, the permeability decreases as the inverse-square-

root (/
-1 / 2

)
above a critical frequency, fc . For sheet material, fc is given

by [16]

fc = 4p/irp,D 2
(11)

where p is the resistivity, //, is the initial permeability (i.e. the permeability at

very low magnetic field strength) and D is the thickness of the sheet. The

apparent decrease in permeability is due to opposing fields in the material

caused by eddy currents. Thus, while high initial permeability is desirable

for increasing the probe sensitivity, it reduces the value of fc . Because of their

high resistivities, ferrites can have very high values for fc .

The initial permeability depends on many factors including chemical

composition as well as mechanical and thermal treatment. For example, adding

a few percent of silicon to soft iron increases the permeability, decreases the

coercive field, increases the resistivity and improves the stability of the magnetic

characteristics [17].

The permeability of magnetic materials varies with temperature and the

temperature coefficient depends on magnetic field strength as well as type of

magnetic material [18].

The interested reader is encouraged to read texts by Heck [16] and Bozorth [19] for

more in-depth discussions of the properties of magnetic materials. Tables indicating

trade names of magnetic materials and manufacturers in the U.S., Europe, and Japan

are given in reference [16].

1.2.4 Calibration

The recommended procedure for calibrating magnetic field meters used near ac

power lines is to introduce the probe into a nearly uniform magnetic field of known

magnitude and direction [6]. Helmholtz coils have frequently been employed to

generate such fields but the more simply constructed single loop of many turns of

wire with rectangular geometry can also be used. The simplicity in construction is at

the expense of reduced uniformity, but sufficient accuracy is readily obtained for single

probes used with survey meters [20]. The uniformity of the field in the central volume

of a 1 m x 1 m loop is described in References [6] and [20], and is normally adequate

for probes with diameters less than 10 cm. Therefore, the existing recommended

procedures can be used for calibrating the higher ranges (i.e., ~ 0.1 x 10
-4

to 1 x 10
-4

tesla) of survey meters which axe to be used for measuring ambient fields.

By varying the frequency of the current through the loop, the frequency response

of the field meter can be determined for the power-frequency harmonics. For nearly

constant |^4| [Eq.(3)] and a suitably designed integrating amplifier, a field meter with
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an air core probe should indicate a nearly constant rms value as the frequency is

varied. A similar result should be obtained with a probe that contains a core of

soft ferromagnetic material, if the change in permeability as a function of frequency

is negligible. It is noted that while a flat frequency response may be observed

with average-sensing rms detectors and true rms detectors, the response of the

average sensing rms detector to a complex magnetic field waveform consisting of

the fundamental and one or more harmonics may still be in error [14].

Establishing a known magnetic field for calibrating the more sensitive scales (i.e.,

0.10 xlO 7

to 0.1 x 10 4
tesla) is made difficult by the presence of ambient fields

of order 1 x 10
-7

tesla. This problem can be overcome by using an alternative

calibration technique, that of voltage injection. From Eqs. (2) and (3), it is seen that,

the probe voltage, vp ,
is a linear function of B

,
for constant \A\ using an air core

probe. Therefore, the ratio vp : B can be determined with a known B-field at field

levels not significantly affected by ambient fields, and known voltages at frequencies

of interest can be injected into the detector to calibrate the more sensitive scales.

The ratio vp : B is determined with the probe connected to the detector. A voltage

divider can be used to produce the typically small voltages necessary to calibrate

the more sensitive scales. Adequate electric field shielding should be provided when

calibrating the sensitive scales. The voltage injection technique can be used with

probes containing soft ferromagnetic cores assuming the change in permeability as a

function of flux density is negligible. Some materials with constant permeabilities at

low field values are identified in Reference [16]. Further details of the voltage injection

calibration technique can be found in Reference [8].

Air core probes in large measurement systems with more than one probe can be

calibrated individually following the procedures for survey meters. This assumes

that the electronic circuits associated with the detectors and data storage do not

generate significant levels of noise which can be sensed by the detectors, particularly

on the more sensitive scales.

If the probes contain magnetic cores and are in close proximity, as in the case of some

miniaturized exposure meters, the field sensed by one probe may be significantly

perturbed by the core material of an adjacent probe. Therefore, when the higher

scales are calibrated with a known field to determine the ratio vp : £?, the entire

instrument, appropriately aligned, should be placed in the field as each probe and

associated detector is calibrated.

The close proximity of the probe, detector, and data storage circuits can make the

problem of electrical noise pick-up more serious in small exposure meters than in

larger measurement systems. The electrical noise can create a “noise floor” which

prevents magnetic field measurements below a certain level. The minimum detectable

field can be estimated by comparing measurements obtained with an exposure meter

and a survey meter at locations where the ambient fields are unusually low. A more

efficient approach would be to establish a very low ac magnetic field environment
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using magnetic shielding and make comparative measurements in this “zero” field.

Reconfiguring circuit elements and adding magnetic shielding to circuit boards are

possible steps to minimize the coupling of electrical noise to the probes as well as

detector circuits.

1.2.5 Measurement Techniques In Different Environments

As noted earlier, there are no established protocols at this time for characterizing

ambient magnetic fields in environments away from power lines. The more

comprehensive the measurement goals are away from the power lines, however,

the greater will be the measurement requirements. For example, the amount of

information provided by a spot measurement of the rms value of the magnetic field at

one location in a residential or occupational setting is rather limited. No information

is gained regarding the temporal variation of the magnetic field over periods of a

day, a week, or across seasons. No information is obtained regarding the harmonic

content in the magnetic field. The spatial variation of the field in the vicinity of the

measurement point is also unknown and difficult to predict.

The goals of magnetic field measurements can be divided into two catagories, one

that focuses on personal exposure and one that focuses on source characterization.

Measurement techniques associated with each goal as well as examples of

measurements are described in Reference [1],

1.3 An Optimum Design For In Vitro Studies Using ELF
Magnetic Fields

There have been many laboratory studies since the mid 1970’s examining the

possibility of biological effects to cells in vitro due to extremely low frequency

(ELF) magnetic fields. These studies typically have used Helmholtz coils to generate

approximately uniform magnetic fields for exposure purposes. Significantly, the

enclosures containing the cells and liquid growth medium have varied in shape and

size. While the magnetic field will be uniform throughout the liquid, regardless of

the shape and size of the enclosure, the same cannot be said for the electric fields

and associated currents that are induced in the liquid as a result of the time-varying

magnetic field. In general, the magnitudes (and directions) of the induced current

and electric field that the cells experience will depend on their location in the liquid.

In addition, the complexity of the equations that predict the values of the induced

electric field and current at a point in the liquid will depend on the shape of the liquid

volume and the direction of the magnetic field. If an attempt is made to replicate

the results of an earlier in vitro study employing ELF magnetic fields, and there exist

differences in the geometry, i.e., differences in shape or size of the liquid volume, or

direction of the magnetic field relative to the volume of liquid, the exposure conditions
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could be significantly different even if the magnetic field has the same frequency and

magnitude. Expressed more simply, a true replication of the earlier experiment would

not have been performed. Some of the above observations have been made previously

or are implied in the paper by McLeod et al. [21].

What is described here is a geometry and enclosure shape which can be adapted

for many in vitro studies employing uniform, single phase ELF magnetic fields (the

direction and magnitude of any dc magnetic field, whether ambient or applied, may be

of significance if tests of a resonance model are being conducted; such models are not

considered here). The experimental arrangement consists of one or more enclosures,

cylindrical in shape, and oriented with the cylinder axis parallel to the ELF magnetic

field. This arrangement can simplify the interpretation of experiments and optimize

the amount of information regarding the degree of exposure that cells experience due

to the magnetic field and due to the current and electric field induced in the liquid

growth medium by the magnetic field. It is acknowledged, however, that because of

the multitude of parameters associated with in vitro studies with cells, it may not

be practical in some instances to implement the experimental design being advanced

here.

The exposure geometry and the design of an enclosure that would be suitable for

short term studies with cells in suspension axe shown in Figure 4. The cylindrical

enclosure, which can be made of plastic or glass, has circular walls that partition the

cylindrical volume into several sections. As indicated above, the axis of the enclosure

is aligned with the magnetic field. While the cylindrical volume in Figure 4, has been

partitioned into three sections, more or fewer sections could be used. A glass version

of the enclosure can be readily fabricated by a glass blower. For more extended

periods of exposure, lasting as long as six or seven days, the enclosure can be fitted

with a cap and “sealed” with commercially available laboratory film which prevents

significant evaporation but allows adequate air exchange [22].

Exposure studies with cells that are cultured in agar may be possible by introducing

a layer of agar at the bottom of the enclosure as shown in Figure 4. If a layer of

agar is used, it is desirable that its electrical conductivity be approximately equal

to that of the liquid medium so that the two media are electrically equivalent. The

agar provides for a more quantifiable exposure of the cells (top and underside) to the

induced currents and electric fields compared with the exposure of cells in contact

with glass or plastic.

However, researchers should note that the use of agar may have unforeseen biological

consequences in some cases, as demonstrated by a recent study by Cohen et al. [23]

which showed increased “...frequency of chromosome breakage, sister-chromatid

exchange and decreased cloning efficiency...” for cells cultured in agar as compared

to cells grown on a plastic substrate.
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Figure 4. Geometry of uniform magnetic field-cell enclosure combination (a) top view.

Directions of E and J are schematically indicated (b) cross sectional view of enclosure

containing agar and liquid medium. The use of agar is discussed in the text. For short term

studies with cells in suspension, circular walls partition enclosure into regions of different

exposure conditions.

If the circular walls shown in Figure 4 introduce an impediment for cells plated

directly on the (plastic/glass) enclosure floor, the walls can be replaced with painted

concentric circles on the underside of the enclosure floor. Other techniques for

characterizing the radial positions of the cells in the cylindrical enclosure include

growing the cells on a glass cover slip placed in the enclosure (the cover slip can be

removed later for measurements with a compass and rule) or indicating the annular

regions on a flat surface upon which the enclosure is placed. Vertical stacking of the

enclosures is one approach for increasing the number of cells that are exposed during

an experimental run. The motivation for characterizing the radial positions of the

cells during exposure to ELF magnetic fields is made clear below.

The directions of the induced current and electric field in the recommended

experimental arrangement are circular, as schematically indicated in Figure 4a. For a

sinusoidal ELF magnetic field, I?p sinu;f, where Bp is the peak value of the magnetic

field and u is 27r times the frequency, /, the magnitudes of the peak current density
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and associated electric field can be written simply as [2, 21]

Jp = airfBpr (12)

and

Ep = nfBpr (13)

where a is the conductivity of the liquid and r is the radial distance from the cylinder

axis. It is noted that the root-mean-square (rms) values of J and E can be found

from Eqs. (12) and (13) by replacing Bp with its rms value, i.e., Bp/\/2. It is also

noteworthy that Jp and Ep axe independent of the liquid or agar depth.

Eqs. (12) and (13) show that the induced current density and electric field vanish

on the cylinder axis and increase linearly to their maximum values along the outer

perimeter of the cylindrical enclosure. The range of current density and electric field

values in a circular section is determined from Eqs. (12) and (13), and the radii

that define the section. As noted earlier, the magnetic field is essentially uniform

throughout the liquid volume. Thus, cells placed in different circular regions of

the enclosure will be exposed to different but quantifiable levels of electric field and

current density. At the same time, all of the cells will be exposed to the same level

of magnetic field.

The geometry and cylindrical enclosure design described above are being suggested as

an optimum experimental configuration because the direction and spatial dependence

of J3P ,
J, and E are readily visualized, the equations for calculating J and E axe very

simple and independent of liquid depth, the amount of information pertaining to

dose-response during a single experimental run can be maximized, and the suggested

configuration allows one to distinguish between a magnetic field bioeffect and a

bioeffect that involves the electric field or electric field-magnetic field combination.

Further, when possible
,
use of a common experimental configuration by reseaxchers

would also be helpful when attempts axe made to replicate the results of bioeffects

studies in different laboratories.
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2.1 Introduction

The objectives of this project are the development of measurement capabilities and

the providing of fundamental data as part of the Department of Energy’s basic

research concerned with the development and evaluation of advanced compressed-

gas-insulation technology.

To reduce space requirements and improve the efficiency of high-voltage transmission

systems, the electric power industry has turned towaxd more extensive use of

compressed-gas insulation. To design meaningful tests of system performance and

establish specifications for the quality of materials used in such systems, more

information is needed about the fundamental physical and chemical processes

which lead to insulation deterioration and electrical breakdown. The research

includes applications of gas chromatography-mass spectrometry to characterize

corona discharge by-products; and the acquisition of fundamental data, such as,

reaction-rate coefficients, corona-inception voltages, production rates of corona by-

products, the effects of contaminants on discharge initiation, and the rates of

discharge-induced decomposition of the gets.

This report highlights work conducted at NIST during the past year on the detection

and production of disulfur decafluoride (S 2F10 )
in SF6- Some of this work was

carried out in collaboration with scientists at the Oak Ridge National Laboratory and

selected results have already been reported in one archival [24] and three conference

papers [25-27].

The production of S2F10 in SF6 during electrical discharges is of concern because

of its known high level of toxicity [28, 29]. The ceiling limit for human exposure

is recommended by the American Conference of Governmental and Industrial

Hygienists [30] to be 10 parts per billion, making this chemical 300 times more

toxic than other known gaseous by-products of SF6 decomposition in electrical

discharges [28, 31]. There are previous reports of S 2F10 formation under various

electrical discharge conditions which include spark [32-35], corona [33] and arc [36, 37]

discharges. Much of this earlier work, however, only yielded qualitative results, i.e.,
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S2F10 was simply identified as a discharge by-product and no information was given

about its absolute concentration or production rate. This is especially true in the

case of S2F10 production from corona discharges
[
33 ].

This report includes not only results on absolute S2F10 yields from negative corona

discharges in SF6 ,
but also discusses the problems associated with making a reliable

quantitative analysis of SFg to determine the absolute concentration of S2F10 at low

levels. A new sensitive technique for direct analysis of SF6 for S2F 10 content is

introduced and problems of S2F10 decomposition on surfaces at room temperature

in reference sample cyclinders is discussed. The experimental results on S2F10

production from corona discharges are compared with predictions from a chemical

kinetics model of the discharge.

2.2 Detection Methods

In this section we consider first the problems associated with using a mass-spectrome-

ter equipped with an electron-impact ion source to detect S2F10 in the presence of SF6-

Results are presented on the electron-impact energy dependence of the S2F10 positive-

ion mass spectrum. We then discuss a new method employing a gas chromatograph-

mass spectrometer (GC/MS) with a membrane separator that offers relatively high

sensitivity for SF6 detection. Our results on the S2F10 mass spectrum are also covered

in Ref.
[
24], and the GC/MS method of analysis is briefly discussed in Ref’s

[
25

]

and
[
27 ].

2.2.1 Detection of S2F10 Using Mass Spectrometry

Evidence was presented in a recent paper by Faxber and coworkers
[
38

]
for formation

of the ions S2F+0 and S2F9 from direct electron-impact ionization of S2F10 at an

electron energy of 20 eV in a mass spectrometer. If these ions axe indeed derived

from S2F10, then this offers the possibility of using mass spectrometry for sensitive

detection of S2F10 in SF6 ,
since these ions do not appear in the mass spectrum for

SF6 . The gas samples used by these authors were prepared by subjecting SF6 to

an electrical discharge in which the S2F10 was presumed to be formed. Other than

the appearance of ions at mass- to-charge ratios (m/e) of 254 and 235
,
which were

surmised to be formed from S2F10, there was no other evidence presented for the

presence of S2F10. No corresponding tests were reported using reference gas samples

known to contain S2F10.

In the present work, mass spectrometric measurements were performed using gas

samples known to contain 1500 ppmv of S2F10 in either Ar or N2 buffer gas. The

gas mixtures were prepared using pure S2F10 as previously discussed
[
39]. The mass

spectra were measured using a differentially pumped rf-quadrupole mass spectrometer
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m/ e

Figure 5. Observed mass spectra of SFg and S 2F10 at an electron-impact energy of 70 eV.

with a mass range from m/e = 2 to m/e = 2000. The instrument was equipped with

an electron-impact ionizer which allowed electron energies from 11 to 70 eV to be

selected with an estimated energy spread between 1 and 2eV. The electron energy

scale was calibrated by the previously established method [40] using the ionization

potential for Ar of 15.76 eV.

Examples of mass spectra obtained from SF6 and S 2F10 at 70 eV axe shown in Figure 5

for m/e > 50. The corresponding relative abundances of the different ions from these

molecules at 70 eV are given in Table 1 in comparison with the “standard” SF6 mass

spectrum [41] and with results previously published by Cohen and MacDiarmid [42]

for S 2F10 . These abundances are expressed in percent as obtained by computing

areas under the peaks shown in Figure 5 and normalizing to the peak area for the

most abundant ion, namely SF 5
+ at m/e = 127. The relative abundances obtained

from the present measurements are seen to be in acceptable agreement with those
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Table 1. Percent relative abundances of ions from SF6 and S 2F 10 at 70 eV for m/e > 51

Ion m/e

Relative abundances (percent)

sf6 S 2 F 10

a b a c

SF+ 127 100 100 100 100

SF+ 108 12.4 8.9 3.3 <3.1

SF+ 89 30.7 26.3 33.0 36.0

SF+ 70 5.2 5.3 10.3 14.0

SF++ 54 6.7 7.4 0.4 <3.1

SF+ 51 5.2 7.6 2.6 5.9

a-present work

b-Cornu and Massot

c-Cohen and MacDiarmid

Table 2. Ratios of relative S 2F 10 peak intensities to corresponding relative SF6 peak

intensities at different electron-impact energies (20 eV to 70 eV)

Ion m/e
I(ion,S 2 Fio)/I(ion, SF6 )

70 eV 50 eV 35 eV 20 eV
~SFF~ 127 1.0 1.0 1.0 1.0

SF+ 108 0.27 0.29 0.28 0.70

SF+ 89 1.09 1.12 1.09 57.0

SF+ 70 1.99 1.75 2.34 26.0

SF++ 54 0.05 0.05 * *

SF+ 51 0.50 0.45 1.92 *

*-ion not present for one or both species.

previously published. The differences are undoubtedly due in part to differences in

relative mass discrimination associated with the different instruments used. For the

quadrupole mass spectrometer used in this work, the relative mass discrimination

depended significantly on the operating conditions which were not always adjusted

to minimize discrimination over the mass range of interest. Consistent with previous

work
[
41

,
42], no ions from either SF6 or S2F10 were observed above m/e = 129

corresponding to
34SF5 .

Table 2 shows ratios of relative S2F10 ion fragment intensities to corresponding SF6

ion fragment intensities, e.g., I(SF3
,
S2Fi 0 )/I(SF3 ,

SF6 ), where the numerator and

denominator are respectively the normalized SF3 peak axeas from the S2F10 and SFg

spectra at the same electron energy. The ratio ^SF^, S2Fio)/I(SF5 ,
SFe) is always

equal to 1.0 because the SF5 peak is always the largest peak in both spectra. These

ratios were found to be insensitive to relative mass discrimination associated with

different operating conditions for the instrument, and give a quantitative indication

of the extent to which the mass spectra for these two molecules differ.
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The data shown in Figure 5 and Tables 1-2 indicate that at 70 eV the mass spectra

of SF6 and S2F10 are quite similar. With the possible exception of SF^+
at m/e = 54,

all of the significant ion peaks that appear in the SFe spectrum also appear in the

S2F10 spectrum. However, at lower electron energies, particularly at 20 eV, the mass

spectra of these two species exhibit considerable differences. In particular, the relative

intensities of the SF3 and SF^ ions in the S2F10 spectrum are seen to be much
higher than the corresponding relative intensities of these ions in the SF6 spectrum

at 20 eV. This is due in part to the fact that the appearance potentials of these ions

are significantly lower for S2F10 than for SF6.

The appearance potentials for the ions SF5 and SF3 from S2F10 were measured

by the usual method [40, 43] and found to be 13.2 and 13.3 eV, respectively. The

corresponding appearance potential values for these ions from SF6 were found to

be 15.7 and 19.7eV, respectively, in favorable agreement with values previously

reported [44].

There was no evidence for formation of either S2F 0̂ or S2F9 at electron energies

in the range of 11 to 70 eV and for ion source pressures from 1 x 10~6
torr to

8 x 10
-5

torr. From a consideration of the measured detection sensitivity, we

estimate that the maximum allowable relative abundance, I(ion)/I(SF5 ), for the ions

at masses 254 and 235 to be about 0.07%. To insure that ions at these masses could

have been observed, the instrument response was checked up to m/e = 502 using

perfluorotributylamine [45]. The present observations, therefore, do not lend support

to the assignment of S2F10 to the observed peaks at m/e = 254 and m/e = 235

made by Farber and co-workers [38] from their analysis of SF6 decomposed in an arc

discharge. It should be noted that the arc discharge cell which they used was made
of a polymeric material (Teflon) [48]. There is evidence from the measurements of

Gilbert and co-workers [46] that polymers can significantly degrade when exposed to

electrical discharges in SF6 giving rise to volatile compounds of relatively large mass

such as CF3-Sx-CF3 ,
x > 2. It is conceivable that the high-mass ions reported by

Farber and coworkers are associated with molecular species resulting from polymer

degradation. Certainly the ion intensity ratio of m/e = 254 to m/e = 256, apparent

from the data of Farber and coworkers (their Figure 1), is not in agreement with the

known 34
S to

32
S isotope abundance ratio of 0.0443. Since the correct isotope ratio

was not obtained, this suggests that the observed ions were not derived from the same

sulfur-containing compound.

The present results demonstrate that S2F+0 and S2F9 ions are not likely to be

formed from S2F10 and therefore cannot be used as indicators for the presence of

this species in SF6 using electron-impact mass spectrometry. It is clear from the

similarity of the SF6 and S2F10 mass spectra at 70 eV that it would be very difficult

to unambiguously detect the presence of small quantities of S2F™ in SF6 using a

mass spectrometer operated at this energy. Because of the rather large differences in

appearance potentials for the ions SF+
,
SF3

,
and SF^ observed from SF6 and S2F10,

it may be possible to use a lower electron-impact energy (20 eV or lower) to detect
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S2F10 in SF6 . However, the level of detection sensitivity by this method is yet to be

determined.

2.2.2 GC/MS Method of Detection

As discussed in the next section, experimental evidence has been obtained indicating

that S2F10 reacts on surfaces containing adsorbed H 20 to form gaseous SOF2, SF6 ,

and HF. Under some conditions the reaction can be quite rapid even at room
temperature (~ 20 °C). This same process was found to occur in a heated inlet tube

between the gas chromatograph and mass spectrometer of the GC/MS instrument

used for S2F10 detection. During analysis of S2F10 samples, this decomposition causes

features to appear in the GC/MS chromatograms at retention times corresponding

to S 2F 10 molecules but at ion masses corresponding to the molecular decomposition

products SOF2 and HF. Figure 6 shows these features at several different ion masses

for a 400 ppmv S2F10 sample in argon.

The SO+ and SOF^" ions are the result of electron-impact ionization of SOF2 in the

mass spectrometer, and the mass 20 signal is likely due to the ionization of HF. The
fact that the signal occurs at retention times corresponding to S2F10 indicates that

the conversion takes place after the S2F10 elutes from the GC column. The mass 127

ions can be due to ionization of either S2F10 or SFe while the F+ ions may be formed

by the ionization of any of the product molecules. The fact that ions 19 and 127

may be produced from either S2F10 or the conversion products, makes it difficult to

estimate the conversion efficiency at this time.

Because S2F10 and SF6 have nearly identical mass spectra
[
13], the GC/MS technique

is normally not very sensitive when [SF6 ]
>> [S2F10]. Even though SF6 and S2F10

have significantly different retention times (typically more than 1 minute), the tail

of the extremely large SF6 signal completely obscures the much smaller S2F10 signal

at concentrations much below 50 ppmv . This is illustrated by the mass 19 data in

Figure 7 .

The conversion of S2F10 into SOF2 on the surface of the heated mass spectrometer

inlet tube provides a means of improving the detection sensitivity of S2F10 in SF6

because the mass spectrum of SOF2 contains several ion masses (i.e. 86
,
67

,
and 48

)

which do not appear in the SF6 mass spectrum. Thus for masses 86
,
67

,
and 48 there

is no signal due to the ionization of SF6 and thus no interference with the S2F10 peak.

Figure 7 also shows the differences in S2F10 detection sensitivities for mass 19
,
48

,
and

86 ions in the presence of SF6 . The mass 19 signal has no observable S2F10 feature

due to the large sloping background signal from SF6 - However the mass 48 and 86

signals exhibit no background from SF6 and have clearly defined S2F10 features. The

detection limit of S2F10 in SF6 by this technique is on the order of 1 ppmv using the

present, un-modified GC/MS instrument. Although there is reason to suspect that it
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RETENTION TIME

Figure 6. S2F 10 features observed using a GC/MS with a silicon-rubber membrane

separator. For masses 19 and 20 there is a large sloping background from doubly charged

argon ions.
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Figure 7. S 2Fio features observed using a GC/MS with a silicon-rubber membrane

separator to analyze a very dilute (2ppmv )
mixture of S2Fio in SF6-
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should be possible to achieve a higher detection sensitivity by modifying the GC/MS
configuration and operating conditions, there was no attempt to do this since the

instrument had adequate sensitivity for the experiments and tests described in the

following sections.

The GC column employed for S2F10 detection was a 24 ' x 1 /8
” Teflon tube containing

30% SP-2100 (Supelco) on 80/100 chromosorb WAW
[
47]. The column was operated

using helium as a carrier gas with a GC oven temperature between 25 °C and 50 °C

and a carrier gas flow rate in the range 20-30 ml/min. The membrane between the GC
and MS consisted of a silicone-rubber material. The water content of the inlet tube

was evidently maintained by the gas flow at a sufficient level for the S2F10 conversion.

No attempt was made to dry the carrier gas before it entered the column.

It should be noted that a similar type of conversion of SOF4 into SO2F2 for the same

GC/MS configuration was reported in the earlier work of Van Brunt
[
31 ]. In this case

the conversion also involves water via the hydrolysis
[
49

]

SOF4 + H 20 —> S0 2F2 + 2HF,

but offers no advantage for SOF4 detection. It should also be noted that the

Porapak Q column previously used to detect the oxyfluorides SOF2, SO2F2, and

SOF4 in SF6 will not pass S2F10. The reason why one column passes S2F10 and the

other does not presently remains obscure.

2.3 Surface Catalyzed Decomposition of S 2Fi0

Preliminary work conducted in our laboratory
[
27

]
has indicated that S2F10 may

be unstable and decomposes into SOF2 ,
SF6 ,

and other by-products when stored in

stainless steel gas-sampling cylinders at room temperature. This instability brings

into question the reliability of gas sampling procedures used for S2F10 analysis. It also

raises questions about maintenance of reliable reference samples containing known

amounts of S2F10 that are necessary for calibration of analytical equipment.

Since the half-life for gas-phase unimolecular decay of S2F10 at room temperature is

extremely long (~ 10
7
years)

[
50 ], it is speculated that the observed decomposition of

S2F10 inside sample cylinders must be due to unknown catalytic processes occurring

on surfaces. We report results of a study to investigate these surface reactions.

Possible reaction mechanisms for surface decomposition of S2F10 are proposed and

approximate rates of decay have been determined. Additionally, conditions which

affect the decay rates have also been studied. The findings of these experiments

provide a basis for preliminary recommendations on S2F10 sampling, storage, and

testing procedures.

The experimental method for the study of S2F10 decomposition on surfaces was

straightforward. Gas sampling cylinders of various sizes and materials (primarily
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stainless steel) were conditioned so that for each test all cylinders began with surface

conditions that were as similar as possible. Each cylinder was then filled with a

known mixture of S 2F 10 and argon. Argon was used as a buffer gas because of its

chemical inertness and because its presence did not interfere with either the detection

of S 2F 10 or its decomposition products. In other buffer gases, such as N 2 and SF6 ,

S 2 Fio exhibited similar decomposition properties. The concentrations of S 2F 10 and

the primary decomposition products, such as SOF 2 and SFe, were then monitored as

a function of time to determine the rate of decomposition.

The GC/MS technique described in the previous section was used to detect S 2F 10 .

The absolute quantities of S 2F10 and its decomposition products were determined

by making direct comparisons of the observed GC/MS responses with those from

reference gas samples containing known quantities of S 2F 10 ,
SFg, SOF 2 ,

and Ar.

Figure 8 shows the decomposition curves for S 2F 1() and the related production curves

for the two main observable gas-phase products, SF6 and SOF2 ,
in two experiments

with different experimental conditions (see figure caption).

Note that the S 2F10 sample in the experiment shown in Figure 8a took approximately

75 days to decompose, while the sample from Figure 8b took only 75 hours

to disappear. This large variation in decay times indicates the importance of

understanding the mechanisms of the S 2F10 decomposition in order to minimize the

effects on experiments and sample storage. Interestingly, despite the differences in

decay times and experimental conditions, the curves in Figures 8a and 8b are very

similar in shape and magnitude and the fraction of S 2F10 which ultimately formed

SF6 is about the same in both cases. The most significant difference between these

two experiments is in the amount of water contamination that was present (see the

caption for Figure 8).

The approximate rate coefficients corresponding to the S 2F10 decay curves in

Figures 8a and 8b may be calculated as approximately 7 x 10
-7

s
-1 and 2 x 10

-5
s
-1

,

respectively. While both coefficients are fairly small and differ by more than an order

of magnitude from each other, both values are significantly below the estimated gas-

phase unimolecular decay rate coefficient of S 2F10 at room temperature. The thermal

unimolecular decomposition rate at temperature T [50] is given by:

k = 5.8x 10
18exp(—45700/RT) (14)

based on the reaction data [51] obtained in the temperature range 435— 454.5 K where

RT is given in calories and k in s
_1

. At T = 300 K (room temperature), Eq. (14) gives

a half-life for S 2F10 of 10
7
years. The gas-phase hydrolysis is also reported to be very

low [52], i.e., S 2F 10 essentially does not react with water vapor at room temperature.

It therefore appears that the decomposition of S 2F10 occurs preferentially on the

surface of the stainless steel cylinders. The facts that the decomposition rate goes up

with H 20 contamination and that SOF2 and SF6 are initially the primary products

suggests that water plays a major role in the decomposition, and that at least a
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Figure 8. Decomposition of S2Fio and corresponding production of SOF2 and SF6 with

time for two experiments with the following conditions: (a) 78 ml stainless steel cylinder;

2.1cm_1 surface-to-volume ratio; Argon buffer gas; Pressure = latm; dSOOppniy starting

concentration; Temperature = 25 °C; no water added; (b) 24 ml stainless steel cylinder;

2.5cm-1 surface-to-volume ratio; Argon buffer gas; Pressure = latm; 1500 ppmv starting

concentration; Temperature = 25 °C; 1 p\ liquid water added.
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Figure 9. Decomposition of SOF 2 with time under the following experimental conditions:

32 ml stainless steel cylinder; 2.6 cm-1 surface-to-volume ratio, Argon buffer gas; Pressure

= 1 atm; 6000 ppm^, starting concentration; Temperature = 25°C; and no water added.

portion of the S2F10 decomposes via a reaction such as

S 2F 10 + H20 SOF 2 + SF6 + 2HF.
(
15

)

Although HF is detected in the sample cylinder as the S2F10 decomposes, the amounts

axe difficult to quantify and therefore not shown in Figure 8 . The exact nature of

reaction
(
2

)
has not been determined. It may correspond to direct hydrolysis of S2F10

on the surface, or perhaps a disproportionation reaction into SF6 + SF4 followed by

hydrolysis of the SF4 product.

Surface hydrolysis of other sulfur-fluoride compounds has been previously
[
8

]
observed

but is not fully understood. Note that SOF2 also decomposes in stainless steel

cylinders as is evident by the eventual decrease in the SOF2 concentration shown

in Figure 9 . This decomposition cannot be due to gas-phase hydrolysis because the

rate
[
49

]
for the gas-phase reaction

SOF2 + H20 — S0 2 + 2HF,
(
16

)

is much too slow to account for the observed loss of SOF2 and because SO2 was

detected as only a minor product in the experiments shown in Figure 8 . Therefore

the SOF2 decomposition is probably due to surface catalyzed reactions similar to that

observed for S2F10.

Were reaction Eq.
(
15

)
the sole mechanism for S2F10 decomposition, then the amount

of decomposed S2F10 should equal the amount of SOF2 and SF6 produced. However
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Figure 10. Total normalized sulfur content in identifiable gas-phase molecules as a function

of time for the two decomposition experiments described in (o) Figure 8a and () Figure 8b.

it is obvious from the sum of the absolute concentrations of all the identified gas-

phase sulfur-containing compounds (S 2F 10 ,
SF6 ,

SOF2 )
in the cylinder, that all of

the sulfur initially present in the cylinder as S 2Fio cannot be accounted for by the

observed gaseous products (see Figure 10).

While the decomposition of SOF2 is obviously a contributing factor to the overall loss

of sulfur atoms, it cannot account for the entire effect since even at very short times

the amount of detectable sulfur in gas-phase molecules is less than that present when

the sample was prepared. Additionally, if reaction (15) were the only mechanism for

S 2 Fio decomposition and the hydrolysis of SOF2 were the only source of the loss of

sulfur, then at long times (i.e. after all the S2Fi 0 has decomposed) the concentration

of SF6 should equal the initial concentration of S 2Fi 0 since, as expected, SF6 does

not exhibit any decomposition. However, it is obvious from Figures 8 and 10 that the

final concentrations of SF6 are only about 20-30% of the initial S 2Fi 0 concentrations

and account for only 10-15% of the available sulfur. Thus it appears that some of

the end products of S2Fio decomposition adhere to the surfaces or are gaseous species

that have yet to be identified. An electron-impact mass spectrum of a decomposed

S2Fio sample in argon from a stainless steel container (Figure 11a) provides evidence

to support the latter speculation.

Only the labeled peaks in Figure 11a are identifiable as ions from S2Fi0 or ions from

sulfur-containing decomposition products. The other peaks represent unidentified

gaseous products from the decomposition of S2Fio in stainless steel cylinders. The

GC/MS analysis indicates that the mass 47, 81, and 96 peaks correspond to ions that

are most likely from the same compound. Although a positive identification of the
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MASS (amu)

Figure 11. (a) Electron impact mass spectra of an S2F10 in Ar sample stored in a 75 ml

stainless steel cylinder for 35 days. Only 100 ppmv of an original 5000 ppmv of S2F10

remains, (b) Mass spectrum of an undecomposed 3000 ppmv S2F10 sample in Ar.

species with a mass spectrum containing these ions has not been made, the 15 amu
difference between mass 96 and 81 (possibly due to a CH3 fragment) suggests that

the compound contains carbon, thus indicating reactions with the container walls.

It is significant that this species does not appear in glass or Teflon containers and

appears in stainless steel even when only SOF2 is initially present. Interestingly, S2F10

samples in N2 buffer gas produce products with mass spectra that differ considerably

from Figure 11 a. Evidence exists of unidentified products containing nitrogen, thus

indicating that N2 cam play an active role in the catalytic process.

While the observed decomposition processes discussed in the preceding paragraphs

are not fully understood, many of the implications of the decomposition processes

are clear. Under the most extreme conditions, S2F10 samples decompose significantly

within a matter of hours (Figure 8b). This could affect the accuracy and sensitivity

of tests used to determine concentrations of S2F10 in gas-insulated equipment if

appropriate sampling guidelines are not determined and followed. Even if the

decomposition rate of a particular S2F10 sample is not as great as that shown in

Figure 8b, the long-term decomposition of S2F10 reference samples makes careful

quantification of S2F10 concentrations and production rates more difficult and

significantly more uncertain. Thus, in a very practical way, a more complete

understanding of the parameters which affect the decomposition rate of S2F10 samples
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ELAPSED TIME (days)

Figure 12. Decomposition of S 2F10 as a function of time for two 1400 ppmv S 2F 10 samples

in 1 atm Ar in 150 ml stainless steel cylinders. For one sample (), 1 /zl of liquid water was

injected into the cylinder prior to filling with gas.

is essential in the ongoing research to investigate S2F10 production in SFg-insulated

equipment.

As indicated by the above discussion, water appears to be an essential ingredient in

the decomposition of S 2F10 . The possible influence of water was examined further

by preparing two identical S 2F10 samples (1400ppmv S2F10 in 1 atm Ar in 150ml

stainless steel cylinders) with 1 /zl of liquid water added to one of the samples. No
attempt was made to remove all of the initial moisture on the walls of the cylinders

beyond initially evacuating the cylinder to ~ 2 x 10
-2

torr before preparing the

samples. The S2F10 concentrations were then monitored as a function of time and

the results are shown in Figure 12.

Consistent with the results in Figure 8, the sample with added water decomposed

significantly faster than the sample exposed to only residual moisture in the cylinder,

again confirming that water plays a significant role.

Temperature has also been identified as a factor in the rate of S 2F 10 decomposition

in stainless steel cylinders. Figure 13 shows the results of an experiment where three

S2F10 samples (500ppm v in 1 atm Ar in 150 ml stainless steel cylinders) were allowed

to decompose at different temperatures.

The rate of decomposition increased dramatically as the sample temperature

increased. Calculations using Eq. (14) show that the gas-phase unimoleculax decay

rate increases significantly from 25° C to 50° C, but is still many orders of magnitude

lower than required to account for the decomposition of S2F10 observed here. Thus

the temperature of the sample (and/or the surface) clearly affects the rates of the

reactions occurring on the surface of the sample cylinders.
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ELAPSED TIME (hours)

Figure 13. Decomposition of S 2F10 as a function of time at different temperatures. Samples

were 500ppmv S 2F 10 in 1 atm Ar in 150ml stainless steel cylinders.

While storing samples of S 2F 10 in our laboratories for long periods of time, it became

evident that samples at lower pressure often decayed more rapidly than those at

higher pressures. More careful studies of this pressure dependence indicate that at

pressures below approximately 100 kPa (~ 1 atm), lower-pressure samples decompose

faster than higher-pressure samples. However, above 100 kPa little or no difference

was observed in decomposition rates for samples at different pressures. Since this type

of pressure dependence is not expected from simple gas-kinetic considerations [53], it

is speculated that the surface conditions upon which S2F10 decomposition depends

could be affected by the gas pressure.

From chemical kinetics theory [53], it is expected that the reaction rate for

decomposition of S 2F 10 on a surface will be proportional to surface area. This

behavior is supported by a laxge body of evidence from our work indicating that

S 2F 10 samples decompose more rapidly as sample cylinder surface-to-volume ratio

increases. However, a direct proportionality of S 2F10 decay rate to cylinder surface-

to-volume ratio has not yet been verified.

The data shown in Figures 8-13 apply only to 304 stainless steel sample cylinders.

It is important to determine if the use of cylinders made of other materials would

significantly affect the observed S2Fi 0 decomposition rates. Preliminary comparative

experiments using stainless-steel, Monel, Teflon, and glass cylinders indicate that

under reasonably dry conditions [54] all decay rates were within approximately 20 %
of each other. Apparently, the presence of water is a more significant factor than

the type of surface material. Results from a series of experiments using the same

cylinders under “wetter” conditions, currently in progress, indicate that the rate of

decomposition is fastest in Monel, followed by stainless steel and Teflon.
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While additional investigation of the mechanisms of S2F10 decomposition need to be

performed, preliminary guidelines for S2F10 sample storage are suggested from the

results of this study. To minimize the rate of decomposition, gas samples containing

S2F10 should be prepared under conditions that are as dry as possible in cylinders

that are as large as possible and stored at low temperatures. However, it must be

noted that in this study, even the samples which were stored under the most favorable

conditions exhibited significant decomposition over sufficiently long periods of time.

Thus continued research needs to be pursued in order to develop better methods for

maintaining standard-reference S2F10 samples and for assessing sample stability.

2.4 Production of S 2Fio in SF6 Corona Discharges

The rates of S2F10 production from negative point-plane, dc glow-type corona

discharges in SF6 at a pressure of 200 kPa (~ 2 atm) were measured at different

discharge current levels. The negative glow corona was chosen for this initial

investigation into S2F10 production from SF6 because it is easily controlled and

amenable to theoretical modelling as discussed in the next section. Although S2F10

can also be generated by positive corona and spark discharges in SF6 ,
these types

of discharges are, because of their transient nature, more difficult to control and

characterize. Also, unlike spark-type discharges, the negative glow corona is a “cold”

discharge in which the electron temperature greatly exceeds the gas temperature.

It is therefore easier to model this discharge because it is possible to use rates for

electron-collision processes that apply at room temperature.

If the measurements are performed at a constant discharge current z, then it is

convenient to express the rate of S2F10 production in units of charge, where the charge

rate-of-production d[S2Fio\/dQ is related to the time rate-of-production d[S2F 10]/dt

by

rf[S2F 10]/rfC? = «-1d[S,F,0]/<ft. ( 17)

Here Q is the net charge transported as given by Q = it. The slope of the measure

[S2Fio]-versus-$ curve therefore yields a production rate as defined by Eq.
(
17 ).

The measurements of S2F10 production were carried out in a manner similar to that

previously used to measure the rates for oxyflouride production from SF6 [
31

,
55]. The

corona discharge was generated in 3 . 7-liter chamber using stainless-steel electrodes

with a point-to-plane gap spacing of 1.0 cm and a point radius-of-curvature of

about 0.08 mm. The discharge chamber was maintained at room temperature

(~ 300 K). Periodic quantitative analyses of the gas subjected to corona discharge

were performed approximately once every hour during operation of the discharge. The
absolute quantity of S2F10 present at any time in the discharge cell was determined

quantitatively by making direct comparisons of the observed GC/MS response with

that obtained using a reference gas sample containing a known concentration of S2F10
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NET CHARGE TRANSPORTED (C)

Figure 14. Measured absolute yields of S 2F10 versus net charge transport from negative

corona in SF6 for two discharge current levels of 40 and 60 /iA

in SF6 . The method of S 2F 10 detection is the same as described in the previous two

sections.

Examples of results on absolute S 2F10 yields versus net charge transported axe shown

in Figure 14 for two different

discharge currents of 40 and 60 fiA. These results apply to initially “pure” SF6

at an absolute pressure of 200 kPa. It is significant to note that the results for

both discharge currents exhibit the same constant charge rate-of-production of about

2.4 [Lmoles/coulomb as determined by the slope of the straight line fit to the data

shown in the figure. This is a result which is expected from theoretical calculations

discussed in the next section and indicates from Eq. (17) that the time rate-of-

production for S 2F10 is proportional to the discharge current. The fact that the

production appears to be linear suggests [31, 56] that secondary S2F10 production

and destruction processes are relatively unimportant.

It should be noted that the measured S 2F10 production rate at 60 fiA is lower than the

rate obtained from our previous preliminary measurements [25]. Our previous results

at this current were in error due to the fact that the reference S 2F10 gas sample had

significantly decomposed (see Figure 2 of Ref. [25]). Due to the problems discussed

in the previous section, we were unable to properly correct for the loss of S 2F10 and

thus overestimated the amount present in the reference sample. An overestimation of

the S 2F 10 concentration will necessarily lead to an overestimation of the production

rate.
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The production rate for S 2F10 reported here is also lower by at least a factor of 0.5

than the rates measured by Sauers [25] under somewhat similar conditions. Sauers

reported difficulties in obtaining reproducible results that have yet to be resolved (see

Figure 5 of Ref. [25]). Results given here, however, were found to be quite reproducible

provided a reliable reference sample was used for the quantitative analysis of S 2F 10 .

The implication from results such as shown in Figure 14 is that S 2F 10 is readily formed

from SF6 in corona discharges and its production rate in enclosed SFe-insulated

systems can greatly exceed its destruction rate due, for example, to surface reactions

discussed in the previous section. Were corona discharges to occur continuously in a

system containing SF6 ,
it is possible that S 2F10 could build up to dangerously high

levels within relatively short times.

2.5 Model for Corona Discharge-Induced Decomposition of

SF 6

In this section we discuss a chemical-kinetics model for oxidation of SF6 in negative

glow-type corona discharges and apply the model to prediction of production rates for

the gaseous by-products SOF2 ,
SOF4 ,

SO 2F2 ,
SO 2 ,

and S2F10 which can be compared

with experimental results such as those reported in the previous section for S 2F10 .

The model considers the influence of the common gaseous contaminants O 2 and H 20
on the various by-product yields.

2.5.1 Summary of Observations for Which the Model Must Account

A theoretical chemical kinetics model for SF6 decomposition in point-plane negative

glow-type corona discharges must be consistent with a set of observed trends. These

include: 1
)
The yields for SOF2 ,

SO2F2 ,
and S 2F 10 versus time (or equivalently

versus charge transported Q) are linear [31], [55-59]; 2) The yields for SOF4 can

exhibit nonlinearities that suggest a destruction process for this species with a rate

proportional to the amount of SOF4 present in the gas at any given time [56]; 3) The
charge rates-of-production, d[X]/dQ, where [X] is the concentration of any of the

species SOF2 ,
SO 2F2 ,

SOF4 ,
or S2F10 ,

are not significantly dependent on the discharge

current for currents in the range of 10 to 100 pA [31]; 4) Most (greater than 90%) of

the SF6 molecules that dissociate in the discharge region by electron collisions lead

to fragments that recombine to form SF6 [59], i.e., less than 10% of the dissociated

SF6 molecules result in oxidation by-product formation; 5) The production rates for

SOF2 ,
SO2F 2 ,

and SOF4 are relatively insensitive to water vapor content in the gas

below about 0.2% [31, 60], whereas there is evidence that S2F10 yield increases with

increasing water vapor content [25]; 6
)
The production rates for SOF2 ,

SO2F2 ,
and

SOF4 are insensitive to O 2 concentration for [O 2 ]
< 2% [31, 55, 59]; 7) The yield

of S0 2 is insignificant compared to the yields of the other gaseous by-products and
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GLOW REGION
SF5 +0 SOF4 +F

SF4 +0 —> SOF4
SF5 +OH -> SOF4 +HF

ION DRIFT REGION
SF£ +SO2 —> Products

SFi +SOF4 —

>

SOF5 +SF5

O2 +S —> O2 +s~

MAIN GAS VOLUME
SF4 +H 20 -» SOF2 +2HF
SF2 +O2 — SO2F2
SOF4 +H 20 -4 SO2F2 +2HF

Figure 15 . Regions of differing chemical activity associated with a three-zone model for

SF6 decomposition in negatives point-plane corona.

tends to decrease with increasing [O 2 ] [31, 59]; 8) The oxyfluoride SOF 2 derives its

oxygen predominantly from H 20, whereas S0 2F2 derives oxygen predominately from

O 2 independent of oxygen content in the gas [55] 9) The oxyfluoride SOF4 can derive

oxygen from both H 2O and O 2 ,
where O2 makes an increasingly greater relative

contribution to SOF4 production as [O 2 ]
increases [55]; 10) At a discharge current of

40 /iA, d[SOF4]/dQ > d[SOF2}/dQ > d[S0 2F2]/dQ > d[S2F 10]/dQ [25, 31].

In the present work the previously proposed model for corona chemistry in SF6 [61]

has been extended to include the effect of 02 in the gas, thus allowing prediction of the

SO 2F 2 yields. The production rates for SOF2 ,
SO 2F2 ,

SOF4 ,
and S 2F 10 are computed

using the presently revised model for different discharge currents and different relative

concentrations of H 20 and O 2 in the gas. The results axe found to be reasonably

consistent with the observed trends mentioned above. The extent to which the present

model is also consistent with rates for known processes is discussed.

2.5.2 Model Description

The basic features and assumptions of the chemical kinetics model used for the present

calculations are given by Van Brunt and coworkers [61]. As illustrated in Figure 15,

the model considers three zones of differing chemical activity which are coupled by

diffusion of species into or out of the different zones. The three zones axe: 1) the active

glow region neax the point electrode where electron- collision processes occur and the

chemistry predominantly involves fast reactions among highly reactive free radicals

and ions; 2) the ion-drift region which corresponds to that part of the interelectrode

gap outside of the glow region where the chemistry is dominated by ion-molecule

reactions; and 3) the main gas volume which is much larger than either the glow or
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Table 3. Reaction scheme for active corona glow region (i = 40/iA)

lm. e + sf6 -> SF 5 + F + e *1 --= 240 1/ s

2m. e + sf6 —

*

SF4 -(- 2F -f- e k2 --= 1.7 1/i

3m. e + SF6
-* SF 2 -f- 4F 4- e k3 '-= 1.4 1/i

4m. e + h 2o -* H + OH + e fc4 := 500 1/ s

5m. e -
1

- 02 —

*

0 + 0 + e h--= 14 1/s

*6m. sf4 -> SOF 2 k6 --= 377 1/s

*7m. sf2 -* SO;;F 2 k7 z= 465 1/s

8m. sf 5 + F —

*

SFe k8 --= 2.2 x 10" 10 cm3
/s

9m. sf 5 + sf5
—

1” S 2F 10 k9 --= 6.0 x 10" 13 cm3
/s

10m. sf 5 + sf5
—

* SF4 4- SFe kio X0idII Iff
-13 cm3

/s

11m. sf 5 + OH -* SOF4 + HF kn = 1.6 x 10‘-12 cm3
/s

12m. sf 5 + 0 -* SOF4 + F ku = 2.0 x 10'-11 cm3
/s

13m. sf4 + OH -> SOF3 + HF k\3 = 3.6 x 10'-15 cm3
/s

14m. sf 2 + 0 -* SOF + F ki4 = 1.1 X 10'-11 cm3 /s

15m. SOF + 0 --* so 2f &15 = 1.0 x 10‘-10 cm3
/s

16m. so 2F + F —
* S02F2 k\6 = 1.0 x 10‘-10 cm3

/s

17m. SOF + F -» SOF2 k\7 II to 0 X 10'-12 cm3
/s

18m. SOF3 + OH —» S0 2F 2 + HF kls = 1.0 x 10'-13 cm3
/s

19m. F + H 20 -* OH + HF k\9 Xt-HII 10'-11 cm3
/s

20m. F + OH -* FOH ^20 II Cn O X 10‘-13 cm3
/s

21m. H + OH -h H 20 k2 i = 5.0 x 10'-13 cm3
/s

22m. F + H —* HF k22 X0t-HII 10'-13 cm3
/s

23m. F + F -* F2 k23 II to 0 X 10'-16 cm3
/s

24m. OH + OH -* h 2o + 0 k24 X0cdII 10'-12 cm3
/s

25m. H + H -* H2 ^25 = 1.0 x 10'-15 cm3
/s

26m. F + SOF3 -* sof4 k26 = 1.0 x 10'-10 cm3
/s

27m. 0 + SOF3 —* SO 2F2 F k27 = 5.0 x 10--11 cm3
/s

* - diffusion controlled.

ion-drift regions and in which slow oxidation and hydrolysis processes among neutral

species occur. The main difference between the present and previous models is the

inclusion of more processes in the glow region which would be expected to occur when

O 2 is added to the gas.

The reaction scheme for the discharge glow region used in the present model is

shown in Table 3. The following assumptions were made in constructing this scheme:

1) the active glow region was assumed to be spherical with a radius determined

from photographic observations of the uniform luminous discharge region near the

point electrode; 2) consistent with observations, the size of the luminous region was

assumed to be independent of discharge current and H2O or O 2 content in SFe; 3) the

electric field-to-gas density ratio (E/N) in the active region was assumed to be that

corresponding to the condition of electrical breakdown at which the ionization rate

in the gas equals the electron attachment rate [62] as implied by theory [63] and
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recent observations [64]; 4) the concentrations of SF6 ,
0 2 ,

and H 20 were assumed

to be constant equal to their initial values as is justified by the condition of a small

active region within a large relatively inactive gas volume, and by the fact that for the

experiments with which the model is compared, only a small fraction, less than 0.05%

of the gas actually decomposed; 5) only relatively fast reactions (k > 10
- 15 cm3

/s)

that have a good chance of going to completion in the glow region are permitted in

order to satisfy the requirement that highly reactive species like SF 5 ,
SOF, F, and 0

attain steady-state concentrations within times much shorter than typical observation

intervals of 10 seconds or more; 6
)
the gas temperature is maintained at the ambient

level of 300 K; 7) no surface reactions axe included, which is justified by the highly

confined nature of the active discharge region located at approximately the center of

a gas cell that has a large volume- to-surface area ratio.

The electron-impact dissociation rates (Processes lm-5m in Table 3) were estimated

from dissociation coefficients calculated at the appropriate E/N by Phelps and Van
Brunt [62] from numerical solutions of the Boltzmann transport equation for electron

kinetic energy distributions. Processes 6m and 7m in Table 3 represent diffusion rates

of SF 4 and SF2 out of the glow region and into the main gas volume where they are

assumed to convert to SOF2 and S0 2F 2 respectively by the slow reactions

SF4 + H 20 —* SOF 2 -f 2HF (28m)

k28 = 2.0 x 10
19 cm3

/s

and

SF 2 + 0 2 — S0 2F2 (29m)

k29 < 5 x 10
_ 16 cm3

/s.

The rate for reaction 28m was measured by Sauers and coworkers [65], and an upper

limit for reaction 29m was determined by Plumb and Ryan
[
66]. The effective

unimoleculax rates given in the table for reactions
(
6m) and (7m) were estimated

using the relationship [61]

kj = 3Dj(l/R2 + Aj/R);

where

A; = {Dj/kjN') l/2J = 6m, 7m,
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Dj is the diffusion coefficient for either SF4 or SF2 in SF6 ,
R is the known radius of the

glow region, kj is the bimolecular reaction rate coefficient for either process 28m(j =

6m) or 29m(j1

’ = 7m), and N' is the density of either H 20 or 0 2 . Since << l/R, kj

is approximately given by 3Dj/R2
. Thus, the rate coefficients k ' are not needed in

this model, and the rates for conversion of SF 4 into SOF 2 and of SF 2 into S0 2F 2 are

assumed to be diffusion controlled.

The concentrations of SOF4 and S0 2F 2 in the main gas volume can also be affected

by the slow reaction [49]

SOF4 + H 20 —> S0 2F 2 + 2HF (30m)

k30 = 1.0 x 10~ 21 cm3
/s.

In addition the production of SOF4 can also be influenced by the F_
transfer

reaction [56, 67, 68]

SOF4 + SFg —> SOFJ + SF5 (31m)

A:31 ~ 2 x 10
10cm3

/s.

which occurs in the ion-drift region. The present model does not include reactions 30m
and 31m. Their effect is to sightly increase and decrease the rates of S0 2F2 and SOF4

formation respectively above and below the uniform rates predicted by the present

model at long times.

In most cases the rates for the various reactions shown in Table 3 are quite comparable

to those used previously [61], although some minor adjustments were made to

improve agreement with measured yield curves. A direct electron-impact induced

dissociation of SFe leading to SF2 formation in a single step (reaction (3m)) has

been added to the model. Evidence that such a process occurs is provided by

the recent work of Ryan [69]. It is assumed here that less than 1% of the SF6

dissociation events lead to SF2 . The relative contribution of this dissociation channel

was adjusted to optimize the agreement with observed S0 2F2 yields. Other fast

reactions initiated by the presence of SF2 (reactions (14m) - (17m) in Table 3) have

also been included [66, 69, 70].

The calculations were performed using a chemical kinetics computer code described

by Braun and coworkers [71].
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NET CHARGE TRANSPORTED (C)

Figure 16. Calculated (lines) and measured (points) yields of oxyfluorides as a function of

charge transported in the discharge at the indicated oxygen and water vapor concentrations

in 200 kPa SF6-

2.5.3 Results from Model Calculations

Using the model described in the previous section, yields versus net charge

transported for the gaseous by-products SOF4 ,
SOF2 ,

SO 2F2 ,
and S 2F10 were

calculated at two assumed relative 0 2 concentrations [0 2]/[SF6 ]
= 0.01% and 1.0%,

water vapor concentrations in the range of 50 to 400ppmv ,
and corona discharge

currents in the range of 5 to 80 ^zA. The results of these calculations are compared

with experimental data on oxyfluoride and S 2F10 production in SF6 negative corona

discharges for a pressure of 200 kPa as reported by Van Brunt [31] and Sauers and

coworkers [25]. Figure 16 shows a comparison between the measured and calculated

oxyfluoride yields for a fixed discharge current and water vapor concentration and the

two different indicated relative 0 2 concentrations. As noted above, some adjustments

were made in the rates of the processes indicated in Table 3 in order to achieve the

reasonable agreement between the calculated and measured results seen in Figure 16.

In particular, the rates for the electron-impact processes (2m) and (3m) were found

to be critical in affecting SOF2 and SO 2F 2 production respectively. At the present

time no information exists about the relative contributions of the various different

energetically allowed dissociation processes that can occur when SFe is excited by
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electron collisions. Therefore the rates given in Table 3 for processes (2m) and (3m)

are simply those which are obtained with the present model when adjusted to give

results consistent with experimental observations.

The calculated and measured oxyfluoride yields seen in Figure 16 do not depend

significantly on O 2 content. This is expected for SOF4 and SOF2 because it

is found [55] that when [0 2 ]
< 2%, both of these species derive their oxygen

predominantly from H 20 thereby suggesting that SOF4 is mainly formed by

reaction (11m) in the glow region and SOF2 by reaction (28m) in the main gas

volume.

The model predicts that at low 0 2 concentrations S0 2F 2 is primarily formed from

SF2 in the main gas volume by reactions (29m). As [0 2 ]
increases, an increasing

fraction of S0 2F 2 can be formed from SF 2 via the reaction sequence (14m) through

(16m). In either case S0 2F2 yield is controlled by the SF2 production rate and its

formation primarily involves 0 2 consistent with observations [55],

It should be noted that the present model does not include the fast reaction

SOF + 0 —> S0 2 + F (32m)

proposed by Plumb and Ryan [66]. If this reaction is included, it is found that the

yield of S0 2 becomes comparable to that of the oxyfluorides which is not in agreement

with observations for corona discharges which indicate very low S02 yields [31, 57, 59].

There is also no evidence of S0 2 production from SF6/02 mixtures in rf glow

discharges [72]. We speculate that under the discharge conditions considered here,

S0 2F is more likely to be formed than S0 2 by the reaction of SOF with 0 (process

15m, in Table 3).

Figure 17 shows a comparison between measured and calculated discharge current

dependencies of the charge rates-of-production for S0F4 ,
S0F2 ,

S0 2F2 ,
and S2Fi 0 .

The calculated rates are consistent with the measured rates in two respects. Firstly,

at all currents it is seen that

d[S0F4 ] ^
d[S0F2 ] ^

d[S0 2F 2 ]

dQ
>

dQ
>

dQ

and the rate of S 2Fio formation is below that of S02F2 at 40 and 60 pA. Secondly, to

within a factor of two, or within measurement uncertainties, there is no appreciable

variation of the charge rates-of-production with current. In most cases the calculated

rates fall below the measured values for all species. This may be due in part to the

manner in which experimental data were analyzed to give “limiting rates” after a

long time and in part to the assumption of a glow radius R that is slightly too small

which thus has the effect of reducing the rates for the important rate-controlling

electron-impact processes, reactions (lm)-(3m) [61].
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Figure 17. Calculated (lines) and measured (points) charge rates-of-production of

oxyfluorides and S 2F 10 as functions of discharge current for the indicated oxygen and water

vapor concentrations in 200 kPa SF6.

The dependencies of the production rates on water-vapor content are shown in

Figure 18. It is seen that the production of both SOF 2 and SO 2F2 are relatively

insensitive to [H 2 0] as suggested by experimental observations [31, 60]. The increase

in S 2F 10 production with [H 20] is also consistent with observations [25]. The increase

in SOF4 production with [H20], on the other hand, appears to be greater than

previously suggested [31]. However, the measurement uncertainties for this species

are generally quite large so that better experimental results on SOF4 production may
be needed before the dependence on [H 2O] can be ascertained.
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Figure 18 . Calculated charge rates-of-production of the oxyfluorides and S 2F10 as functions

of H 2O content in 200kPaSFg for a 40 /zA discharge and the different indicated O 2

concentrations.
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3.1 Introduction

Liquid dielectrics are widely used within the power industry for their insulating and

heat transfer properties. High-voltage apparatus must perform reliably under severe

conditions: component materials are necessarily subjected to prolonged periods of

high electrical-stress, high-voltage transients, and in the most extreme circumstances,

exposure to electromagnetic pulses. Electrical breakdown within composite insulation

systems often results in the catastrophic failure of high-voltage apparatus. This

research seeks to improve our understanding of the initiation and growth of partial

discharges and streamers in liquid dielectric materials, one component critical to

the performance of composite insulation systems. Knowledge of the behavior of

liquid dielectric materials under conditions of high electrical stress is essential in

assessing the performance, safety, and reliability of existing facilities, as well as to

the development of new high-voltage technologies.

Liquid dielectric breakdown is initiated by the propagation of a low density streamer

in the liquid. Two areas of research axe discussed in this report: A study of partial

discharge behavior that addresses the initiation of streamers, and an investigation of

the experimental conditions that influence propagation of prebreakdown streamers in

liquid hydrocarbons. The results axe obtained for n-hexane, a model system often

used for the study of dielectric breakdown in liquid hydrocaxbons.

In liquid hydrocaxbons the eaxly growth of the cathode streamer is distinct from

that of the final stage. At inception, cathode streamer growth is internally limited

and their propagation speeds axe subsonic. Furthermore, cathode streamer growth

is self regulating, that is, partial dischaxge activity may occur at voltages well below

those required for complete breakdown. In the work discussed, temporal records

of partial discharge current activity and frame photographs of the growth of a low

density streamer in the liquid are obtained concurrently. Such data allow detailed

description of the streamers at their inception.

Under uniform field conditions, two modes of electrical breakdown axe observed in

liquid n-hexane: breakdown may be initiated either by cathode or anode streamers.

This observation suggests that two unique sets of phenomena lead to electrical

breakdown. In the work described, high-speed photography is employed to obtain
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a record of each breakdown event thereby providing statistical information regarding

the relative frequencies of anode and cathode processes. The degree to which the

relative probability for either process is influenced by experimental conditions is

discussed.

3.2 Partial Discharges in N-Hexane

The initiation of electrical discharges in liquids has received a great deal of attention

in the last few years. However, despite this activity no clear consensus has been

reached as to the mechanism for the initiation of the discharge. Several candidates

have been proposed. Rattan, et al. [73] suggest that the initial discharge occurs as an

avalanche in the liquid and that a bubble is created by energy deposited in the liquid.

Korobejnikov and Yanshin [74] suggest that bubbles on the electrodes, microbubbles

in the liquid, or bubbles generated due to Coulombic forces at the electrode surface

may be significant to the initiation of partial discharges.

Based on experience in this laboratory, it seemed likely that particulate material may
pay a role in the initiation of partial discharges. It was noted that partial discharge

activity decreased if the liquid was filtered. Upon the addition of unfiltered liquid,

or if the cell were vigorously shaken or the liquid circulated rapidly the partial-

discharge activity was noted to increase. Furthermore, particulate material could be

readily observed in the unfiltered liquid by the light scattered from a laser beam.

These observations suggested that particles are significant to the initiation of partial

discharges and, in part, motivated improvements to the optical system.

Earlier studies in n-hexane showed that during a partial discharge, injection of charge

occurs in bursts of discrete pulses. The current pulses are clearly associated with the

growth of a low density streamer in the liquid. The current pulses persist as long

as the low density streamer is in contact with the needle. The current waveform at

the initiation of the partial discharge is of particular relevance to the evaluation of

models and had not been resolved in earlier studies.

The results discussed in this section are an extension of a study conducted in

collaborative with the University of Tennessee [75, 76] (M. 0. Pace, T. V. Blalock,

A. L. Wintenburg, and I. Alexeff). Improvements in instrumentation have been made
in two areas: in the amplifier used to detect partial discharge currents and in the optics

used for the high speed photography.

3.2.1 Experimental Apparatus

A schematic of the experimental apparatus is shown in Figure 19. The test cell is

constructed from brass and has provision for circulation and filtration of the liquid.

The electrodes are enclosed within the cell and immersed in the liquid. The test



44 LIQUID DIELECTRICS RESEARCH

Figure 19. Experimental apparatus. The electrodes and the placement of the microscope

objective axe drawn approximately to scale.

gap consists of a steel needle and stainless steel rod separated by 3.2 mm. The rod

electrode is 6.4mm in diameter and has a 3.2mm radius at the end. The radius of the

needle tip is 1 /rm; the apex angle is approximately 30
0 and the needle has a shank

diameter of 1.0 mm. It is necessary to replace the needle periodically due to erosion

of the tip.

The optical system is also shown in Figure 19. A continuous wave argon laser is

used to illuminate the needle tip. A 10 x microscope objective is mounted within

the cell approximately 6mm from the needle. The lenses following the objective

recollimate the laser beam and place an image of the needle at the input to the

image-preserving optical delay [75, 77]. A final image is produced just ahead of the

Pockels-cell shutter. The remaining optics provide a 1 x transfer of the image to

the film plane of the camera. Due to the proximity of the objective to the needle,

particulate material is gradually deposited on the lens surface, and it is necessary to

clean the objective occasionally. The objective is carefully sealed to prevent the test

liquid from entering the lens system. A scale drawing of the electrode gap and needle

tip is shown in Figure 20. The framing sequence is also shown in the figure. The
overall magnification is 200 x and the optical resolution is < 2 /zm.

The current amplifier is connected directly to the needle electrode and is at ground

potential. The output of the amplifier goes to a digital oscilloscope where the

current waveform is recorded and to the synchronizer. The trigger level is set at

the synchronizer, which in turn triggers the Pockels-cell shutter and image-converter

camera. The amplifier has a bandwidth 70 MHz and an equivalent noise of 30 nA rms.

The estimated charge sensitivity is less than 1 fC.

Knowledge of the temporal relationship between the frame photographs and the

current waveform is essential to this study. The frame times are determined from the
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Figure 20. Electrode configuration. The region viewed by the image-converter camera is

shown. A single frame is expanded to show the scale at 200 x magnification. The frame

sequence is also shown.

record of the camera monitor pulse and the frame interval. The frame intervals were

carefully evaluated and found to be 512, 217 and 51 ns. Photographs are obtained at

each of these intervals. Most of the photographs shown here, however, are obtained

with the 512 ns frame interval. The useful laser power is limited to < 2.5W due to

thermal blooming in the liquid. At these light levels the frame photographs at the

faster frame intervals are under exposed and do not reproduce well.

A HV DC power supply is connected to the spherical electrode. A 10-MQ resistor is

put in series to limit the current in the event of a breakdown. The filter circuit shown

between the electrode and power supply is provided to reduce noise pickup from the

power supply. The filter capacitor must be large enough to ensure a constant voltage

at the needle tip. The voltage required for detectable partial discharge activity is

~ 12 kV. At these voltages the charge on the filter capacitor is of the order of gC.

The total charge injected during a partial discharge is of the order of several pC, six

orders of magnitude less than the available charge.

3.2.2 Partial Discharges as Bubble Phenomena

Examples of partial discharges are shown in Figures 21-23. The current waveform

and the integrated charge are plotted in the upper two panels and the associated

photograph is shown below. The circular interference rings in the photographs

apparently arise at the camera image tube. To emphasize the temporal relationship

between the current waveform and the photographic data the frame exposures are
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Figure 21. Partial discharge record with camera frame interval of 512 ns and needle voltage

of 15.5 kV.
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Figure 22. Partial discharge record with camera frame interval of 512 ns and needle voltage

of 15.5 kV.
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Figure 23. Partial discharge record with camera frame interval of 512 ns and needle voltage

of 15.5 kV.
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Figure 24. Frame sequence with 217 ns between each frame. The needle has a tip radius

of approximately 3 ^m. The applied voltage is 17.5 kV.

also shown in the upper panel. The frame interval is 512 ns and the exposure is 102 ns,

and these data are obtained at a 15.5 kV potential.

In the photographs shown, the initial bubble is nearly hemispherical. Melcher

shows field-induced liquid-liquid instabilities which have similar shapes [78]. The

bubble detaches from the needle, breaks apart and collapses. The oscillation during

their collapse is typical of cavitation [73, 80]. The collapsing bubble moves away

from the tip at approximately 13 m/s. The dynamical behavior of these structures

is particularly intriguing. In Figure 22 three instabilities are observed on the

primary bubble surface. The center instability grows while the other instabilities are

depressed, suggesting field grading due to the charge on the center bubble. Figure 23

shows a chain of bubbles and is a commonly seen structure. In general, the structure

becomes irregular sooner and smaller bubbles are produced at higher applied voltages.

An example is shown in Figure 24, and is obtained at a 17.5 kV potential.

At the third frame in Figure 21, 3pC have been deposited within the structure. The

radius of curvature of the structure is approximately 12 //m. Assuming the charge

is uniformly deposited on a hemispherical surface, the surface charge density a is

0.0033 C/m2
. The electric field at the surface E is a/e, where e is the permittivity.

Using e = 2eo, yields E = 187 MV/m. The pressure at the surface due to the charge

is aE. The conditions described yield 620 kPa or over six atmospheres. Clearly,

sufficient charge is injected to drive the growth of a bubble. This result lends support

to the model proposed by Alexeff, et al. [79] for the growth of a partial discharge.

The structure at the initiation of the current waveform had not been resolved in

previous studies. In Figure 21, there is a non-zero current between the first and
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Figure 25. Particle touching the tip and moving away. The frame interval is 512ns and

the applied voltage was 13.5 kV.

second pulses. The current between the first two pulses appears in over 90% of

the current traces. Indeed partial discharges are observed which consist of only the

double-pulse structure. Occasionally a small series of pulses occurs at initiation.

Single pulses are also observed, but no evidence of bubble growth could be seen in

the associated photographs.

3.2.3 Search for Involvement of Particles

In general, particles were not visible at the inception of the partial discharge.

Photographs are obtained which show particles touching the electrode, however, these

did not typically lead to a partial discharge. A unique photograph showing a particle

touching the needle and the growth of a bubble is given in Figure 25. However,

the structure differs significantly from that described above. Furthermore, the total

charge was approximately lOOfC, atypical of the partial discharges discussed above.

However, the quality of the photographs obtained with the fast frame intervals is

poor and it is difficult to rule out the possibility of particle initiation.

3.2.4 Conclusions

Highly resolved photographs of the initiation of partial discharges in liquid n-hexane

have been obtained. Their bubble nature is clear, and the growth of the low density

streamer due to electric pressure and the onset of surface instabilities is suggested.
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Figure 26. Schematic of the experimental apparatus.

No direct evidence for the initiation of a partial discharge by a particle is found and

the role of particulates remains uncertain.

3.3 Streamer Statistics Under Uniform Field Conditions

Much progress has been made in describing the propagation of streamers in liquid

dielectrics. The effect of differing materials, pressure and additives on electrical

breakdown have received thorough investigation [82]. In liquid hydrocarbons, distinct

modes of propagation are observed for both anode and cathode streamers [83]. The

speed of propagation of the cathode streamer at its inception differs dramatically

from that at its final stage of growth and suggests significantly different propagation

mechanisms. Yet very little is known of the material or experimental conditions which

are important to the transition to the fast propagation.

The methods employed in the present study allow a photographic record of the

conditions which exist in the liquid prior to electrical breakdown to be obtained for

each breakdown. Such data allow systematic investigation of dielectric breakdown.

3.3.1 Experimental Methods

The results discussed below are obtained for quasi-uniform fields. As shown in

Figure 26, a high voltage impulse is applied to a test gap and a record of the

voltage waveform and fast-framing photographs of the breakdown are obtained

concurrently. The refractive index of prebreakdown streamers differs from that of the
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Figure 27. Representative voltage waveforms. The fast and slow impulse waveforms are

plotted in curves (A) and (B), respectively. The peak voltage Vf>, breakdown voltage Vbd ,

and breakdown time delay <bd are also shown. A typical breakdown waveform is plotted

in curve (C).

bulk liquid, thus allowing the shadow of the streamer to be recorded photographically.

Frame photographs of the prebreakdown streamers provide a detailed record of their

temporal development and axe the basis for the assignment of the breakdown mode
discussed below.

The test gap is composed of two stainless steel electrodes having 1.27 cm radius of

curvature and spaced at 3.0 mm. The gap is enclosed within a cell filled with the

liquid of interest. Windows are provided in the cell through which the test gap is

photographed. A xenon flashlamp provides illumination during application of the HV
impulse.

Ultra-pure n-hexane is employed in this study. The liquid is used as received without

further degassing or purification. To prevent the accumulation of particulate material,

the fluid is circulated and filtered through a 2 fim pore filter after each breakdown.

The impulse voltage is produced by a simulated transmission line and an impulse

transformer. The peak voltage and the rate of rise axe controlled by the configuration

of the pulse forming network and by varying the charging voltage. Two voltage

waveforms were employed for these studies and axe shown in Figure 27. A fast impulse

is shown in curve (A) and in curve (B) the slow impulse is plotted. The curves shown

axe obtained for the same charging voltage. A typical breakdown waveform is shown

in curve (C). The breakdown time delay, <bd, breakdown voltage, Vbd, and peak

voltage, Vp, axe measured by means of a resistive divider and digital oscilloscope.
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Figure 28. Frame photographs for cathode (a) and anode (b) mode breakdown. The

frame sequence is indicated in (a). The frame interval and exposure times are 50 and 10 ns,

respectively.

An image-preserving optical delay [75] is used in conjunction with the framing camera.

As shown in Figure 26, the framing camera is triggered by the breakdown current;

however, since the optical delay (~ 400ns) is greater than the trigger delay of

the camera (~ 105ns), conditions within the gap which precede breakdown are

photographed. Since the prebreakdown phenomena axe photographed for every

breakdown, a systematic examination of streamer development is possible.

3.3.2 Streamer Morphology

Examples of dielectric breakdown axe shown in Figure 28. The photographs axe

obtained under identical experimental conditions. The nominal frame interval and

exposure times axe 50 and 10 ns, respectively, and the frame sequence is shown in

photo (a). In all of the photos the anode surface is on the left.

Two distinct modes of breakdown are evident in the photographs. In Figure 28a

breakdown follows soon after the propagation of a cathode streamer across the

gap. The morphology of the cathode streamers observed here is similar to that

reported for nonuniform fields [83]. During their early growth, cathode streamers
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Figure 29. The temporal development of the anode streamer is shown. These photos are

obtained by varying the camera delay by increments of 0, 5, 10, 20, 30, and 40 ns. Frames

separated by 50 ns axe from the same photograph. The time zero is by reference to the first

evidence of a breakdown channel.

have a characteristic bush structure and propagate at subsonic speeds. Cathode

bush structures are clearly evident at multiple sites along the electrode surface. The

presence of the primary cathode bush is necessary to but not sufficient for breakdown

by a cathode streamer. In the present experimental conditions breakdown is initiated

by a fast growing, supersonic, secondary streamer which originates at one of the bush

structures.

Although the temporal development of the prebreakdown streamer is not resolved

in Figure 28b, the form of the disturbance surrounding the breakdown channel

suggests that the initiating streamer originated at the anode. Under uniform field

conditions anode streamer propagation is rapid and it is difficult to capture the

temporal development of the prebreakdown streamer even at the fastest framing

rates. However, a record of the anode streamer may be constructed by interleaving

photographs obtained at differing camera time delays; such a record is shown in

Figure 29 where the camera delay is increased by increments of 5, 10, 20, 30, and
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Figure 30. The percentile change in the incidence of anode stage 1, stage 2, and stage 3.

The times indicated correspond to those in Figure 29.

40 ns. Frames shown in the figure separated by 50 ns are taken from the same photo.

The photographs shown in Figure 29 are obtained for the fast impulse voltage. The

rise time of the impulse is 2.2 [is (10-90%) and the peak voltage is 250 kV. The

breakdown probability determined from a sample consisting of 25 trial pulses at each

time delay is 81%. The mean time delay and breakdown voltage are 4 [is and 194 kV,

respectively. The time zero indicated in the figure is by reference to the first evidence

of the main stroke.

The morphological stages evident in the anode streamer development are similar

to those reported for nonuniform fields [83]. At the earliest times, a single linear

streamer extends from the anode into the gap, stage 1. The single filament undergoes

an abrupt transition to what appears to be densely packed nearly linear filamentary

streamers, stage 2. The streamers in the second stage of growth lie within a roughly

conical volume with its apex on the line of the initial streamer. The mean apparent

length of the first stage streamer at the transition is 0.4mm with a ~ 0.1. The
conducting arc, stage 3, develops after the streamer has propagated across the gap.

The temporal development of the anode streamer is summarized in Figure 30 where

the percentile change in the presence of each growth stage is plotted. The gap appears

to be completely clear of anode streamers 30 ns before breakdown. The data at hand

allow an estimate of the average speed of propagation and yield 1.0 x 10
7 cm/s.

Previous studies have shown the conductivity of the cathode streamers to be

significantly higher than that of the bulk liquid [87]. This observation may have

significance to the anode streamer propagation. If it is assumed that the anode
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streamer is a conductor of radius 20 fim projecting into the gap 0.4 mm, a numerical

calculation [84] shows that the field at the streamer tip is enhanced by a factor of

18. The mean electric field within the gap just prior to breakdown is of the order

of 650kV/cm. Thus, the field at the tip of the anode streamer may reach levels

sufficient for field assisted ionization processes to become significant, and suggests

that the transition to the more densely packed streamers appearing in the second

stage may be driven by such effects. It is noteworthy that the secondary cathode

growth proceeds from a much shorter primary streamer and that the corresponding

fields are much lower.

The temporal and spatial descriptions of the anode and cathode initiated breakdowns

are distinct and the mode of breakdown may be readily determined from the

photographs. We make reference here to each as the anode or cathode modes. In

the remainder of this section, several tests undertaken to identify the experimental

conditions which influence the relative probability for each mode are discussed.

3.3.3 Results and Discussion

The influence of the voltage waveform and peak voltage were examined first. Using

the fast impulse, the peak voltage was varied from threshold to that sufficient for 100%
breakdown. Within these limits, the incidence of the cathode-initiated breakdown is

2% and is independent of Vp. For the slow waveform the cathode mode fraction is

found to be approximately 12%, significantly larger than for the fast pulse. However,

the anode mode is predominant for both waveforms. This observation may be

anticipated from results for n-hexane obtained in a nonuniform field which show

breakdown strengths for a point anode to be less than those for a point cathode [85]

.

The initial stages of cathode streamer growth are, however, clearly evident in 66% of

the photographs.

To date, the accumulation of breakdown byproducts within the liquid has been found

to have the most dramatic effect on the breakdown mode. To test for the influence of

byproducts, the liquid was not circulated or filtered and was subjected to numerous

breakdowns. The results of these tests are summarized in Figure 31 where the

breakdown probability and the cathode-mode fraction are plotted as functions of

the number of breakdowns. Data obtained for both the fast impulse waveform and

the slow impulse are shown.

The conditions which influence the transition to fast growing cathode streamers are

not well understood. It has been suggested that the transition may be more likely

at high overvoltages [86]. However, these results suggest that the probability for

the formation of the secondary cathode streamer is more likely for the slow pulse at

low peak voltage and that the cathode-mode fraction is increased by the presence of

particulate material in the liquid. A dramatic increase in the breakdown probability

with the accumulation of breakdown byproducts is also noted.
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Figure 31. The breakdown probability and cathode mode fraction are plotted as functions

of the total number of breakdowns. Data for the fast impulse , peak voltage of 280 kV;

and for the slow pulse, peak voltages of 220 kV o and 190 kV • are plotted.
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An observation made during the course of these tests may be relevant to the methods

employed in dielectrics testing. It was noted that if the gap did not break for a

given pulse, the probability that the next voltage impulse produced breakdown is

significantly less than would be anticipated for statistically independent trials. One
may test the hypothesis that breakdown occurs independently of the result of the

previous pulse by comparing the observed and expected number of successive pairs:

breakdown - no breakdown. A sequence of N independent trial pulses in which

the probability of breakdown at each trial, Pbd, is fixed is described by a binomial

distribution [88]. The sample summarized in Figures 28 and 29 consisted of N = 150

trial pulses and the expected number of such pairs is N(1 — Pb)Pb — 23 with a ~ 4;

however, 11 pairs are observed. The probability that this difference arises by chance

is < 1%; it is therefore unlikely that the sequence is random. It has been suggested

that n-hexane polymerizes under electrical stress [89]. The formation of a polymer

layer on the electrode surfaces would clearly contribute to the breakdown strength.

The apparent nonrandom breakdown behavior observed in the present work may be

consistent with such effects.

3.3.4 Conclusions

Methods has been developed which allow systematic study of prebreakdown streamers

in liquid dielectrics. In uniform fields under impulse conditions, breakdown may be

initiated by either anode or cathode streamers. The relative probability for each

mode of breakdown depends on the voltage waveform and is highly dependent on the

presence of particulate material in the liquid. The variability observed in previous

breakdown studies can be understood, in part, as a consequence of this underlying

mechanism of mode selection.
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4.1 Introduction

The objective of this task is to provide measurement support for the DOE research

program on the effects of fast electrical transients on electric power equipment

and systems. Facilities and techniques are developed and maintained to calibrate

and evaluate devices used in the measurement of fast electrical pulses. These fast

transients in electrical power systems occur during normal operation or are induced

by lightning strikes and can result in equipment failures and power outages [90, 91].

Precise measurement of fast transient voltages is then critical in the evaluation of

their effects on electrical power equipment and insulation in order to improve system

reliability. For correct analysis of transient voltage effects on apparatus or dielectrics,

the peak voltage and waveshape must be accurately known. In addition, accurate

measurements of high voltage transients in pulse power machines are necessary for

monitoring and maintenance of proper system operation [92].

This report documents the results of efforts to improve the measurement precision

of two types of high voltage measuring devices: electro-optic Kerr cell systems and

resistive high voltage dividers. These two types of systems rely on very different

measurement technologies. The voltage divider samples a fraction of the input voltage

that is easily measured with an oscilloscope or digital recorder. The divider must have

a physical size large enough to withstand the full voltage yet must also have the wide

bandwidth necessary to scale microsecond and submicrosecond high voltage transients

without distortion. Additionally, the voltage recorder (oscilloscope or digital recorder)

must have sufficient resolution to measure the fast waveforms. Kerr cells, on the

other hand, are electro-optic transducers whose optical transmission properties are

dependent on the applied voltage. They axe inherently fast because their response

primarily depends on the molecular reorientation times of their liquid dielectric, which

is subnanosecond [93], but a limitation on the temporal response of the measurement

system is imposed by the photodetector used to measure the transmitted light.

Improvements in both types of measurement techniques have been made. A
study of the response of different types of photodetectors has been conducted to

optimize the operating conditions of the detector that give the greatest measurement

linearity. Secondly, an improved measurement method, known as the Pulse Level

Line (PLL) technique, has been developed and tested with resistive dividers that
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Figure 32. The Kerr Electro-Optic Measurement System. The basic system consists of a

light source, crossed polarizers, Kerr cell, photodetector, and oscilloscope or digital recorder.

The neutral density filter (NDF), interference filter, and double aperture screen are used

for linearity tests described in the text.

reduces peak voltage measurement uncertainties to 0.1% or less. The results of

the photodetector study are reported in the next section and the PLL technique

is described subsequently.

4.2 Optical-Electrical Detector Linearity

A Kerr cell measurement system is an electro-optic transducer whose optical

properties change with applied voltage. The Kerr cell and major components of

the optical detection system are diagrammed in Figure 32. The double aperture

element is used only for the linearity testing later described in section 4.2.4. The

system consists of a light source, a Kerr cell with polarizers at its input and output,

a light detector, and a voltage recorder. The Kerr cell is basically a parallel plate

capacitor connected to the high voltage circuit at the point where the voltage is to be

measured. It contains an optically active liquid such as nitrobenzene which becomes

optically anisotropic when a voltage is applied to the plates. The electric field between

the plates induces a difference between the indices of refraction (birefringence) along

the axis parallel to the electric field between the plates and that perpendicular to it.

The incident light first passes through a polarizer whose axis is oriented at 45° to

the axis parallel to the field between the plates so that at the entrance to the Kerr

cell the light is linearly polarized with components both perpendicular and parallel

to the electric field between the plates. The birefringence introduces a phase delay
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Figure 33. Kerr Measurement System Output Signal. The sinusoidal variation in light

intensity produced by the Kerr cell and polarizers as measured by the photodetector and

shown with the applied voltage measured by a precision high voltage divider for comparison.

between these components of the incident beam as they pass through the cell and

the resultant polarization at the output of the cell is changed from that at the input.

The optical axis of the second polarizer (analyzer) is oriented perpendicular to that

of the first and in the absence of any applied voltage passes very little of the incident

beam. As the applied voltage increases, the induced change in the polarization of the

beam as it passes through the cell causes more and more of the beam to be passed

by the analyzer until the transmission is maximized. Further increases in the applied

voltage causes less and less light to be transmitted until minimum transmission is

reached. As the voltage is increased even further, the light transmission increases

again as the cycle is repeated.

The response of the photodetector to this variation in light intensity consists of a

sinusoidal oscillations, as shown in Figure 33. The associated voltage trace is shown

for comparison. The frequency of the oscillations in light intensity is determined by

the rate of rise of the applied voltage and the Kerr cell constant, a parameter fixed

by the cell geometry and Kerr electro-optic coefficient of the liquid. The relation

of output light intensity to applied voltage for an ideal Kerr measurement system is

given by

I/Im = sin
2(V/Vmf (18)

where I is the measured light intensity, Im is the light intensity at maximum
transmission, V is the applied voltage, and Vm is the Kerr cell constant [94]. The
applied voltage waveform can be reconstructed from the measured light intensity by

solving this equation for V.



62 FAST TRANSIENT MEASUREMENTS

The precision of the Kerr measurement depends upon several system parameters such

as the dynamic response of the Kerr cell, the stability of the Kerr liquid, the response

of the photodetector, and the bandwidth of the voltage recorder that measures the

photodetector output. In general, the Kerr cell response is more than adequate for

the measurement of submicrosecond transients as is the voltage recorder bandwidth

of the oscilloscopes and digital recorders used. The Kerr liquid is reasonably stable

and changes in the Kerr response due to variations in cell temperature are well-

compensated. This report focuses on the work conducted in improving the response

of the photodetector in order to improve the measurement precision.

To maximize the precision of a Kerr cell measurement system, the linearity of the

optical-electrical detector must be calibrated and maintained within a precision

of 1% or less. The effects of nonlinearity in the Kerr measurement are seen in

Figure 34a which shows the response of the Kerr system to the voltage pulse shown

in Figure 35a. The curve superimposed upon the measured curve is that calculated

from the applied voltage measured by a precision standard voltage divider and using

equation 18. The curves are normalized to emphasize the difference in their temporal

responses. Figure 34b shows the difference between the normalized curves which is

greatest near their maxima and minima where the photodetector has the greatest

nonlinearity. The voltage curve reconstructed from the Kerr measurement is shown

in Figure 35a compared with the measured voltage divider output. The distortion

due to photodetector nonlinearity is evident in the difference of the reconstructed and

measured voltage curves shown in Figure 35b.

Three test methods were investigated to optimize the operating condition for the

photodetector in order to make the detector output more linear. These methods axe

described in the following sections.

4-2.1 Photomultiplier Tubes (PMT) and Linearity Tests

Because of secondary-emission multiplication, photomultiplier tubes (PMT’s) are

uniquely sensitive compared to other photosensitive devices currently used to detect

radiant energy in the ultraviolet, visible, and near infrared regions. They have much
higher amplification factors than photodiodes and also feature feist responses and low

noise, which are critical for precise Kerr electro-optic measurements. PMT linearity

depends upon such factors as the load resistance, supply voltage, and incident light

intensity.

Since the output of a photomultiplier tube is a current signal and external circuits

to which photomutiplier tubes are usually connected require voltage inputs, a load

resistance is used to perform the current-to-voltage transformation. The theoretical

equation for cutoff frequency fc that limits the PMT response is:

27tC„Rl
( 19 )
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Figure 34. Ideal and Actual Kerr Measurement System Output Waveforms, (a) actual

measured Kerr system waveform and ideal waveform calculated from Eq. 18 using the

applied voltage measured by a precision high voltage divider, (b) difference of actual and

ideal waveforms of (a).
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Figure 35. Measured and Calculated Voltage Waveshapes, (a) comparison of voltage

waveshape measured by a precision high voltage divider and that calculated from measured

Kerr system output. The waveforms are offset for clarity, (b) difference of actual and

calculated waveforms of (a).
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where Ct is the total capacitance of the photomutiplier anode to all other electrodes

and includes such stray capacitance as wiring capacitance, and Rl ,
is the load

resistance. The output linearity, which depends upon a relatively constant frequency

response over the range of frequencies for which the input signal has significant

components, is degraded if fc is too low because of a large Rl. It can be seen that

using very large values of load resistance degrades the frequency response and output

linearity, even if the photomutiplier tube and amplifier have a very fast response.

If the load resistance is made large, the voltage drop across Rl also becomes large at

high current levels. This lowers the efficiency of the anode in collecting electrons and,

in effect, the output becomes saturated above a certain current level, resulting in a

loss of linearity. For these tests, the load resistance, Rl ,
was 50 D and an external

amplifier was connected to the photomultiplier to increase the signal amplitude.

Two types of photomultipliers were used in this study: one which had high stability

and another having high sensitivity. The former had a very low dark current but

the latter had a much higher anode luminous sensitivity. Three different test circuits

and methods were used to examine the linearity of the photomultiplier tubes. The

first two test techniques rely upon the linearity of the light source and accuracy of

the attenuation factors of the optical elements while the third approach depends

only upon the stability of the light source. The three methods are discussed in the

following sections.

4-2.2 LED-PMT System

In the first test setup, a light-emitting diode (LED) was used as the light source to

test the linearity of the PMT output for various input light intensities. The diagram

of the test configuration for the LED-PMT system of Figure 36 shows the dc power

supply connected to the LED by a mercury-wetted relay which is driven by a function

generator. The closure time of the relay is a few nanoseconds. The response of the

PMT to two different types of input waveforms signal sources contained significant

distortions, as shown in Figures 37 and 38.

The difficulty with using this test configuration is that it does not clearly identify the

cause of the distortion of the output waveform. Both the LED and PMT are nonlinear

components of the system and the nonlinearity cannot be conclusively traced to either

based solely upon the measured LED driver and PMT output waveforms. The effect of

PMT supply voltage on response characteristic linearity (PMT output vs. maximum
LED input voltage for a voltage step input) is seen in Figure 39, which indicates

that this response characteristic becomes increasingly nonlinear with increasing PMT
power supply voltage, but again, the nonlinearity may be in the LED as well. In

order to more closely approximate actual operating conditions, a linearity test was

performed in an actual Kerr measurement system configuration and is described in

the next section.
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Mercury-Wetted

Figure 36. Test Configuration for Evaluation of PMT Linearity with LED. The function

generator drives the mercury-wetted relay which connects the dc voltage supply to the

LED. The system is used to produce light intensity variations of various amplitudes and

durations.

Figure 37. Response of LED-PMT System to Square-Wave Voltage Input, (a) LED input

voltage, (b) PMT output.
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Figure 38. Response of LED-PMT System to Voltage-Step Input. The output of the PMT
has relatively fast risetime followed by a very slow decay.
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Figure 39. PMT Response for Different Supply Voltages. Dependence of PMT output on

voltage input to LED. The source of the measurement nonlinearity (LED or PMT) is not

clearly identified. Deviations from linearity increase at larger PMT supply voltages.
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Table 4. Nonlinearity of PMT Tested with NDF’s (%)

Neutral Density Filter

Attenuation Factor (%)

Supply Voltage of PMT(V)
360 375 400 500 600

67.5 0.6 0.7 2.6 2.2 8.7

45.1 0.2 0.5 00i-H 0.6 11.0

20.9 -0.5 0.2 0.7 2.4 6.5

7.9 -0.3 0.0 0.4 3.2 1.9

4-2.3 Linearity Determination of the Kerr Cell Optical System With Neutral Density

Filters

To test the linearity of the Kerr cell system, the test circuit of Figure 32 was used.

The laser beam is modulated by the Kerr cell and polarizers, to which a high voltage

impulse of the type shown in Figure 35 was applied and neutral density optical filters

were used to attenuate the light intensity incident upon the PMT to different levels.

The nonlinearity, N, of the PMT was calculated as defined in the following expression:

N = (Im — Ic)/Io x 100% (20)

where Im is the measured light intensity maximum of the modulated beam, Io is the

light intensity measured without the NDF, and Ic is the light intensity calculated by

multiplying Io by the attenuation factor of the NDF. A 15mW argon ion laser and a

1 mW output stabilized Helium-Neon laser were used. It was found that the 15mW
laser could not be used for precision measurements with the Kerr cell system because

variations in its output intensity did not provide a constant modulation envelope

over the microsecond time windows necessary for impulse measurements; the highly-

stabilized and lower power laser was necessary to obtain the constant-intensity light

necessary for precision measurements with the Kerr cell system.

To further test PMT linearity, lower PMT supply voltages were used, but at these

lower voltages and relatively low light intensities, the PMT output amplitude is too

small to be directly measured by an oscilloscope. However, when the supply voltage

level is increased above 500 V, the PMT output increases but the nonlinearity becomes

significant. One solution is to use an external amplifier with the lower supply voltages,

but using such an amplifier introduces noise and bandwidth limitations. An amplifier

having a DC-250 MHz bandwidth and 5 dB gain was therefore used when the output

signal was not large enough to be measured by oscilloscope. Table 4 shows the results

of these tests performed at lower PMT supply voltages using nonlinearity as defined

by Eq. 20.

The table indicates that the nonlinearity is greatest for the larger PMT supply

voltages (400-600 V). The output of the PMT is lower for smaller supply voltages
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because the tube multiplication factor is lower, but care must also be taken not to

saturate the anode, although it may be tempting to use greater light intensity to

improve the PMT output amplitude when the lower supply voltages are used.

The disadvantages of relying upon the neutral density filters in this type of linearity

test is that the accuracy of their attenuation factors has to be very high, stable,

and uniform over a certain area of the filter. The NDF’s were tested with a light

power/energy meter and the measured attenuation factors were found to differ from

their nominal attenuation factors by as much as 3% depending upon orientation with

respect to the beam. The PMT results of the linearity tests described here used the

measured attenuation factors of the NDF’s.

The NDF’s do not provide an easy way to determine PMT linearity because

their attenuation factors must be determined empirically and have relatively large

variation. A simple test method to determine linearity that uses NDF’s for a range

of light intensities but one that is independent of the NDF attenuation factor is

described in the next section.

4.2.4 Kerr System and Double Apertures Calibration

According to the general definition of linearity, a system is considered to be linear

when a relationship exists as shown below:

F{A + B) = F{A) + F{B)

or.

F(A) + F(B)
= 1

(21 )

(
22

)F(A + B)

where A and B are two independent variables and F is a function of A and B. A
method based on the above definition was used to calibrate the linearity of the PMT
detector system using the test configuration as shown in Figure 32 with the double

aperture element in place. The screen has two adjacent circular apertures and is

placed between the output polarizer of the Kerr cell and the PMT. A narrow-band

interference filter is placed at the input of the PMT to block all but the incident laser

light. Initially, both apertures A and B are open to permit the laser beams to pass

through both of them and its amplitude as modulated by the Kerr cell under impulse

voltage conditions, i.e. F(A + B ), is measured. Aperture A is then shuttered and

the modulated beam is measured to get F(B). Finally, aperture B is shuttered, A is

re-opened and a measurement is taken to get F(A). It is not necessary to know the

attenuation factors of the NDF’s exactly, provided that the incident light intensities

F(A) and F(B) are stable and the measurements are repeatable. Typical results are

given in Table 5, where the nonlinearity N' is defined by

N' =
(

M + [B]

[A + B]
- 1) x 100% (23)
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Table 5. Nonlinearity of PMT Tested by Double Apertures Method (%)

Attenuation Factor

of NDF (%)

Supply Voltage of PMT(V)
360 380 420

44.7 - 4.6 -

20.9 -0.5 -1.1 2.9

14.1 -0.1 - -

8.9 0.1 - -

The highly stable PMT with external amplifier had excellent linearity (N1

less than

0.5%) over a range of light intensities when the supply voltage was 360 V. The tests

indicated that the PMT linearity was improved by using the lower supply voltages.

4-2.5 Conclusions

Three test methods were performed to evaluate PMT linearity over a range of

light intensities. The first two approaches utilized optical neutral density filters to

attenuate the laser beam incident upon the PMT, but depended upon the orientation

and uniformity of the filters. The uncertainties in attenuation factors of the NDF’s

contributed to errors in the linearity determination. The third method used two

apertures to verify that the measured sum of individual beam intensities passed by

each aperture when the other was shuttered equaled the total measured intensity

passed when both apertures were open. Although the double aperture technique was

tested with a set of NDF’s to provide a range of intensities, the attenuation factors

of the NDF’s do not need to be known accurately to determine PMT linearity. The

test is performed under actual operating conditions, where the Kerr cell system, in

response to a high voltage impulse, modulates the light beam.

Experimental determination of PMT linearity over a range of light intensities for

various PMT supply voltages indicated that there are conflicting restraints on the

operating conditions of the measurement system. The first is that the supply voltage

be large enough to provide a PMT output that can be amplified and measured

without introducing significant noise and distortion. Secondly, it was found that

the PMT’s had better linearity at the lower supply voltages. In the present study,

the optimum PMT supply voltage to provide maximum output signal amplitude and

minimal distortion was 360 V for an incident light intensity of about 0.6 mW. The

test techniques reported here can be used to easily determine the optimum operating

PMT supply voltage and light intensity to maximize precision measurements with the

Kerr electro-optic system. Improvements in peak voltage determinations for impulse

voltage dividers are described in the next section.
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4.3 Pulse Level Line Technique

The Pulse- Level- Line method (PLL) provides a means of measuring the peak

voltage of a fast transient pulse with a 0.1% uncertainty or less using conventional

analog oscilloscopes, which ordinarily have stated precisions of the order of 1%.

The measurement of high voltage impulses with highly stable voltage dividers is

consequently improved.

As previously mentioned, oscilloscope uncertainties in measuring the peak of

microsecond impulses are typically of the order of 1%. A variety of methods are used

to ensure or improve the precision with which the peak of an impulse can be measured.

In one technique, known as a slideback measurement, an offset voltage is applied to

the storage oscilloscope input and the peak of the impulse is measured relative to a

known dc voltage level that is applied subsequent to the impulse. Because the dc

level provides an independent voltage reference, it is possible to use a more sensitive

vertical scale on the oscilloscope than would be required if a ground line was used

as reference. Similarly, in another commonly used method the peak measurement is

based upon two accurately known dc levels which are selected to be slightly above

and below the peak of the impulse.

The precision of these methods relies upon the assumption that the oscilloscope

amplifier circuits respond to the voltage impulse as they do to dc stimulus. If there axe

slight differences in how the oscilloscope amplifier acts with an impulse as compared

to dc, then the above methods may not provide the best accuracy for the peak

measurement. To more closely simulate the conditions under which impulse voltages

are measured and to avoid any possible problems of amplifier response from dc to

impulse, a method has been devised to provide the application of dc levels to the

oscilloscope in the form of fast-rising voltage steps. Thus, the amplifier is stimulated

by the calibration level lines in a maimer similar to the application of the impulse to

be measured.

The three traces (impulse voltage and two reference level lines) are recorded

sequentially on the screen of the storage oscilloscope and a photographic record,

depicted in Figure 40, is made on which the relative positions of the two level lines

and impulse voltage peak are physically measured.

In the figure, V\ and Vi are the dc voltages associated with the level lines and hi and

hi are their measured locations on the photograph, respectively. Va is the value of

the impulse peak to be determined and hp is the measured location of the peak. The
reference from which the location of the center of the lines h\, h2 ,

and hp are made
is arbitrary since it is only the differences between such measurements which enters

the expression for the impulse voltage peak Vt :

Vs = V + (Vi - Vi)(hp - hi)/(h2 - hi). (24)
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MEASUREMENT
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REFERENCE

Figure 40. Simulated Photographic Record of the Storage Oscilloscope Screen. The three

traces are shown: the impulse voltage measured by a precision high voltage divider, and

two reference voltage level lines.

The measurements are made by fixing the photograph on a specially-adapted mount.

Although a measuring low-power microscope would be ideal, it is a simple matter to

adapt a vernier or dial caliper to perform the position measurements. A magnified

crosshair mounted to the traveling arm of the caliper can provide sufficient accuracy

since only the relative positions of the three traces is needed. The oscilloscope

photograph is positioned so that the level lines are perpendicular to the direction

of travel of the caliper arm. The photograph is illuminated along the direction of the

level lines to avoid visualization errors associated with shadows from the crosshairs.

The accurate measurement of the position of the peak is often facilitated by using an

oscilloscope sweep speed that is magnified by a factor of ten over that which would

permit the entire voltage impulse to be measured. For example, if the voltage impulse

is ten microseconds in duration on an oscilloscope having ten horizontal divisions, a

time scale of one microsecond per division is required to capture all of the impulse

waveform. A sweep speed of one hundred nanoseconds per division would be used

with the PLL technique to allow the impulse peak to be more easily identified. Since

the actual recorded voltage trace is not as thin as that shown in Figure 40, but

rather has a finite thickness which is magnified for the measurement, the impulse

peak position measurement, hp (as well as the level line position measurements) is

made to the center between the top and bottom edges of the line. If the horizontal
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width of the peak is too narrow, as it is for longer sweep speeds, it is difficult to

determine the exact center of the line.

The oscilloscope settings axe adjusted so that the peak and level lines do not overlap

the graticule lines, as this makes accurate position measurements more difficult.

Additionally, placement of the impulse peak at the corners of the oscilloscope screen

is avoided since any screen distortion is usually greatest there. Placing the peak near

the top (bottom) of the screen for positive-going (negative-going) impulses and at the

horizontal center of the screen usually provides the least distortion. The horizontal

position of the impulse peak relative to the start of the sweep is chosen to be at

least 8r, where r is the charging time constant of the pulse-level-line generator. This

ensures that the pulse level line deviates by less than 0.03% from the measured dc

charging voltage.

The level lines are placed relatively near the position of the peak in order to improve

the measurement accuracy, as seen from the calculation of the measurement error.

Assuming a random error SV in the voltage and Sh in the position measurements,

the total error associated with the resultant peak measurement SVB is given by

(SV,)
2 =

(.«0
2
[(A2 -A,)

2 -(A,-ft,)2
]/(ft2 -A,)

2 +
(6h)

2
[(h 2 - ft,)

2 + (ft 2 - ft,)
2 + (ft, - A,)

2](V2 - V,)
2
/(ft2 - ft,)

4
. (25)

Here, the term associated with the position measurement error
(
Sh

)
increases as the

voltage difference between the level lines increases. Usually the voltage measurement

is relatively accurate and it is the position measurement error which constitutes the

greatest contribution to the overall error. For example, a reasonable estimate of the

random error of the position measurement is 6h = 0.051 mm (0.002 inches). Values

for the position measurements and dc voltage levels axe of the order of hi = 100 mm,
h2 = 110 mm, hp = 105mm with V\ = 10 V, V2 = 11 V. Taking an exaggerated value

of SV = 1 mV for the voltage level error, Eq. 24 yields VB = 10.5V with an error of

SVB/VB = 0.0006 or 0.06% found from Eq. 25. If SV is taken to be as laxge as 10 mV,
then SVa/Va = 0.0009 or 0.09%. Even if the position measurement error is taken to

have the unrealistically laxge value of Sh = 0.127mm (0.005 inches, which is laxger

than the line width) the total relative error is only 0.0015 or 0.15%.

The circuit for supplying the pulse-level-lines is shown in Figure 41. A stable dc

power supply provides the dc voltage to multiturn 5 kfl potentiometers which permit

the selection of voltage levels to sandwich the impulse peak. This circuit is designed

for an oscilloscope having a 1 Mf) input impedance. A mercury-wetted relay provides

the noiseless switching necessaxy for the level-line generation.

Because of gradual drifts in the oscilloscope circuitry stability which can cause a trace

to slightly drift about the screen over periods of a few tens of seconds, it is important

that all three traces be acquired as quickly as possible. Using a storage oscilloscope

in the “normal” mode it is usually possible to do this within 5 to 10 s using the circuit
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DVM

1 MO
O'SCOPE

FROM IMPULSE DIVIDER

Figure 41. Circuit Diagram of Pulse-Level Line Generator. The circuit shows a switch

at the input to the oscilloscope to permit measurement of the impulse voltage from the

precision divider or the pulsed level lines. The digital voltmeter (DVM) used to measure

the dc levels must be removed immediately before the trace acquisition if it affects the

measurements by introducing significant noise on the level lines.

of Figure 41. The digital voltmeter (DVM) used to measure the dc levels must be

removed immediately before the trace acquisition if it affects the measurements by

introducing significant noise on the level lines.

As a check, this pulse-level-line method has been used to measure the height of a

standard voltage step maintained by the Electricity Division of NIST [95]. It was

a simple matter to measure the 5 V step to well within 0.1% of its calibrated value

(±0.02%). This method has also been successfully used with digital oscilloscopes.

In using digital oscilloscopes, the three separate traces are obtained and stored as

quickly as possible. The traces are then transferred to a computer and appropriately

smoothed. The peak value can then be adjusted according to the values of the

level lines. Such a method does not rely on the absolute calibration of the digital

oscilloscope.

4.4 Conclusions

The techniques described in this report enable greater precision in high voltage

impulse measurements. Improvements in the photodetector linearity made possible
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with the methods described here lead to more accurate determination of voltage with

the Kerr measurement system. The techniques described here maximize linearity

through optimal selection of the photodetector supply voltage and incident light

intensity. The Pulse Level Line (PLL) technique gives greater precision in peak

voltages measured with impulse voltage dividers; the method reduces oscilloscope

measurement uncertainties to 0.1% or less. Although wide-bandwidth digital

recorders in principle have vertical resolutions of about 0.1%, their resolution for feist

transient measurements is much less due to digitization noise and the PLL method

gives better resolution with analog oscilloscopes.

Improvements in pulse measurements that yield greater precision allow better

measurement and equipment test standards to be developed to ensure and improve

product quality. Additionally, the improved measurement techniques benefit basic

insulation research, where more accurate knowledge of the voltage applied to the

materials under study is important for evaluation of the physical mechanisms involved

in the aging and breakdown processes. The end result is better electrical power

equipment reliability.
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