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An Experimental Data Set for the Accuracy Assessment of Room Fire Models

Richard D. Peacock, Sanford Davis, and Billy T. Lee

Abstract

The development of experimental data for use in computer fire
model accuracy assessment is described. The tests were conducted
in a heavily instrumented structure to provide data on tempera-
tures and mass and heat flows in a simple multi-room configura-
tion. Several series of carefully designed experiments were
carried out changing important physical parameters one at a time
with several replicates of each configuration.

The current state of understanding in computer fire model accuracy
assessment is discussed with the data presented forming an example
of one step of the process.

Key Words: Accuracy assessment; data analysis; experiments; fire tests;

instruments; fire models

1 . INTRODUCTION

The development of analytical models for predicting fire behavior has

been an ongoing process within the fire research community for a number of

years . Individuals have endeavored to describe in mathematical language the

various phenomena which have been observed in fire research. These separate

representations often describe only a small part of a fire experience but,

when combined, create a complex computer code intended to give an estimate of

expected behavior based upon given input parameters. These analytical models

have progressed to the point of providing predictions of fire behavior;

however, it is important to be able to state with confidence how close are the

actual conditions to those predicted by the model.
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Several systematic test series have been undertaken specifically to

provide data for comparison with model predictions; in other cases, tests in

which fire properties have been systematically varied (for various reasons)

have been modeled using current computer fire simulations. In the first

category are the study of Alpert et al [1]* for a single room connected to a

short, open corridor, and that of Cooper et al [2] for gas burner fires in a

room-corridor-room configuration. The second category is large, but the works

of Quintiere and McCaffrey [3], and Heskestad and Hill [4] are particularly

detailed.

Quintiere and McCaffrey describe a series of experiments designed to

provide a measure of the behavior of cellular plastics in burning conditions

related to real life. They experimentally determined the effects of fire

size, fuel type, and natural ventilation conditions on the resulting room fire

variables, such as temperature, radiant heat flux to room surfaces, burning

rate, and air flow rate. This was accomplished by burning up to four cribs

made of sugar pine or of a rigid polyurethane foam to provide a range of fire

sizes intended to simulate fires representative of small furnishings to chairs

of moderate size. Although few replicates were included in the test series,

fuel type and quantity, and the room door opening width were varied. The data

from these experiments were analyzed in terms of quantities averaged over the

peak burning period to yield the conditions for flashover in terms of fuel

type, amount, and doorway width. The data collected were to serve as a basis

* Numbers in brackets refer to literature references listed in Section 7 at

the end of this report.

2



for assessing the accuracy of a mathematical model of fire growth from burning

cribs

.

Heskestad and Hill performed a series of 60 fire tests in a room / cor-

ridor configuration to establish accuracy assessment data for theoretical fire

models of multi-room fire situations with particular emphasis on health care

facilities. With steady state and growing fires from 56 kW to 2 MW measure-

ments of gas temperatures, ceiling temperatures, smoke optical densities,

concentrations of CO, C0
2 ,

and 0
2 ,

gas velocities, and pressure differentials

were made. Various combinations of fire size, door opening size, window

opening size, and ventilation were studied. In order to maximize the various

combinations, only a few replicates of several of the individual test con-

figurations were performed.

In 1983, the Center for Fire Research (CFR) initiated a program to

develop the generic methodology for the evaluation and accuracy assessment of

fire models. Our ultimate goal is to define a mechanism by which the model

predictions can be assessed so that a model user can make a judgment as to its

soundness and thus measure the confidence limits associated with the model

predictions. To this end, one specific model was chosen (the FAST model-

-

Fire and Smoke Transport [5]) which was well advanced in its development and

was fairly well documented by the modeler. A carefully constructed and well-

instrumented large-scale fire test facility was developed in order to provide

experimental data for the evaluation of the FAST and other models. This

report describes one step in the process of the evaluation of fire models by

presenting and documenting a series of experimental large scale fire tests,
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independent from the fire model development, which may be used for comparison

with fire model predictions.

1 . 1 Room Fire Modeling

Jones [5-7], has developed a model which allows one to predict the

evolution of a fire in a room and the subsequent transport of the smoke and

toxic gases which evolve from this fire. Using the series of tests described

in this report for comparison with the model predictions, the usefulness of

the base of data reported herein can be illustrated.

The primary element of this model is the compartment. As the interest

in these predictive schemes lies in the environment, the model is structured

around fluid transport phenomena. In this context, the predictive equations

for the gas layers in each compartment result from conservation of mass,

momentum, and energy, an equation of state for each compartment, and the

boundary conditions to which each compartment is subject. The actual physical

phenomena which drive the transport (e.g., the fire) are then expressed as

source terms. Such a formulation allows flexibility in adding, modifying, or

deleting terms which are appropriate to the problem at hand.

Each compartment is subdivided into "control volumes." The choice is

based on the premise that the details which occur within such a volume do not

concern us (at present), but their interaction does. Each control volume is

called a zone. The rationale for such a choice arises from the observation
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that when a fire grows and spreads, the gas layers in the compartments

actually stratify into distinct zones. It is a compromise between a network

model and a finite difference model. The former is computationally fast but

yields no information on the internal structure. The latter is too computa-

tionally intensive to be useful for the problems at hand. The present model

(FAST) uses two zones for each compartment. Thus, the model outputs (in the

form of calculated quantities within an assumed homogeneous layer) and the

experimental outputs (in the form of measured or derived quantities averaged

within a similarly defined layer) may be compared for a number of quantities.

In addition to the level of agreement between the compared quantities, an

assessment of the validity of the two zone and other assumptions underlying

the model is critical.

1.2 Purpose and Scope of the Report

The initial accuracy assessment experiments were conceived to allow

comparisons and accuracy assessment of the major predicted quantities in the

FAST model which are driven by energy (heat) . These include the temperatures

of the upper and lower layers (air)
,

the position of the interface separating

the two layers, and the mass flow through the openings between the compart-

ments. Other major predicted quantities in the model relating to the produc-

tion and distribution of mass in the form of smoke and chemical species will

be the subject of future work, as these require the use of a more realistic

fire source, carefully defined with respect to smoke and chemical species

production.
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This report does not provide a full verification of the FAST model.

Rather, it

• documents a series of experiments designed for the accuracy assessment
process for the model, and

• provides a base of data, independent from the model development that can
be used for the accuracy assessment of room fire models.

Derived outputs from individual raw data elements are presented together

with the mathematical treatment used to make the calculations.

Section 2 summarizes a procedure for fire model accuracy assessment and

outlines the necessary steps in the process. Section 3 presents a description

of the instrumentation utilized in the test series together with a discussion

of the techniques of fire test instrumentation. In section 4, the test

results and normalization techniques used to minimize the between- test

variations are presented. Section 5 examines the test data, combining the raw

data collected into several derived quantities to provide a manageable set of

data for analysis of model validity. A comparison of the data to a sample

model output is presented in section 6 to illustrate the use of the data.

While the experiments were designed with one model in mind, they should be

applicable to other similar room fire models.
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2. THE ACCURACY ASSESSMENT PROCESS

In essence, every experiment is an attempt to verify a model. In the

simplest case, the model is a hypothesis which is based on some observed

phenomenon -- or even a single observation -- and raises the question "why"?

The hypothesis then needs to be tested to determine whether the observation is

repeatable and to help define the boundaries of the hypothesis. In as simple

a case as presented here, a "yes" or "no" answer may suffice in evaluating the

agreement between the model and experiment. For more complex models, the

question to be answered is not does the model agree with experiment, but

rather how close does the model come to the experiment. A quantification of

the degree of agreement between a model and perhaps many experiments is the

subject of the model accuracy assessment process.

2 . 1 Documentation of the Model

For an analytical model designed for predicting fire behavior, the

process of accuracy assessment is similar to the single observation case

above, but perhaps more extensive because of the complexity of the model. The

first step in the process is thorough documentation of the model so that other

modelers can use it and so that its testing can be properly designed. The

basic structure of the model, including the limitations, boundary conditions,

and fundamental assumptions must be clearly described. Additionally, the

functional form of the input parameters must be well-defined to allow any

experiments carried out in the accuracy assessment process to be properly

7



simulated (what are the inputs; what are the appropriate units for each); the

same applies to the model outputs. In this way, the format of the experimen-

tal input and output can be defined to match that of the model.

2.2 Sensitivity Analysis

The sensitivity analysis of a model is a quantitative study of how

changes in the model parameters affect the results generated by the model.

The parameters through which the model is studied consist of those variables

which are external to the program, (i.e., input variables), those variables

which are internal to the program, (i.e., encoded in the program), and the

assumptions, logic, structure, and computational procedures of the model. For

this discussion, the model will be considered to be defined by its assump-

tions, logic, structure, and computational procedures and its sensitivity will

be measured in terms of its external and internal variables. The key

questions of interest to be investigated by the analyst are: 1) what are the

dominant variables? 2) what is the possible range of the result for a given

input that may arise from uncertainties within the model? and 3) for a given

range of an input variable, what is the expected range for the result?

Sensitivity analysis of a model is not a simple task. Fire models

typically have numerous input parameters and generate numerous output

responses which extend over the simulation time. So multiple output variables

must each be examined over numerous points in time. To examine such a model,

many (likely to be more than 100) computer runs of the model must be made and
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analyzed. Thus, if the model is expensive to run or if time is limited, a

full analysis is not feasible and the set of variables selected for study must

be reduced. When the set of variables to be investigated must be reduced, a

"pre- analysis" for the important variables can be performed or the important

variables can be selected by experienced practitioners.

Classical sensitivity analysis examines the partial derivatives of the

underlying equations behind a model with respect to its variables in some

local region of interest. A complex model may be sensitive to changes in a

variable in one region while insensitive in another region. In addition, it

is most likely to be unfeasible to determine the intervals for each variable

for which a complex model is sensitive. This suggests that stating a single

value as a measure of sensitivity is not always sufficient and, consequently,

some measure of its variability should be determined in order to make a global

statement of how sensitive a model is to a variable.

Several methods for estimating the sensitivity of a model to its vari-

ables are available, each with its advantages and disadvantages. The choice

of method is often dependent upon the resources available and the model being

analyzed. It is beyond the scope of this paper to go into the details of any

of these.
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2 . 3 The Experimental Phase

Once an assessment has been made of the relative importance of the model

parameters, a selection process is carried out to determine which parameters

will be studied in the experimental phase of the accuracy assessment process.

Typically, with a fixed budget for model testing, tradeoffs are made in the

selection of the number and range of variables to be studied, replication of

the experiments, and complexity of the experiments to be performed. Elements

of a well-designed experimental program, discussed below, address these

tradeoffs so that the model assessment can be carried out with the available

resources

.

The number of possible tests, while not being infinite, is quite large.

It is unreasonable to expect all possible tests to be conducted. The need

exists to use reason and some form of experimental design strategy to optimize

the range of results while minimizing the number of tests. While this is not

the forum for a detailed discussion of experimental design, some elaboration

is required. Traditionally, a lat in- square arrangement or full factorial

experimental design is employed to determine the effect of variations in input

conditions on output results. [8] This, as expected, results in the number of

tests increasing with the number of input variables and variations. However,

there exists a reduced factorial experimental plan [9] called fractional

replication. The basic concept behind fractional replication is to choose a

subgroup of experiments from all possible combinations such that the chosen

experiments are representative, amenable to analysis, and provide the maximum

10



amount of information about the model from the number of observations avail-

able .

The choice of data to be collected during the experimental phase depends

upon the model under evaluation. A description of the input and output data

of the model provides guidance in the selection of the measurements to be

made. After having reviewed the fire model and accepting it for validation,

the evaluator or test engineer must constrain the range of test conditions to

those which are applicable to the fire model. The test design then selects a

varied and representative set of conditions (i.e., enclosure configuration,

fuel loading, fuel type, ignition mechanism) from this range.

The evaluator develops the instrumentation design by starting with the

model output data and determining suitable algorithms for generating com-

parable data output from the large-scale tests. This defines the instrumenta-

tion requirements, and experience is used to define instrument placement.

2.4 Review and Analysis of the Model and Experimental Data

Large-scale tests are performed according to the experimental plan

designed by the evaluator. The individual data instrumentation, of which

there may be one to two hundred, have to be carefully installed, calibrated,

and documented as to what they measure and where they are located. Since it

is rare to find an individual raw data observation that can be compared to the
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model output, single data elements are combined to provide derived data which

can be compared to the model. Using data collection techniques appropriate to

the testing needs, the individual data points are collected and typically-

processed by computer to provide the desired outputs.

Expected and unexpected variations will define the level of replication

for each set of test conditions [10]. There are many sources that can con-

tribute to expected variation in large-scale fire tests, such as variations in

the materials or assemblies to be tested, environmental conditions, instru-

ments or apparatus, and calibration techniques used in the measuring process.

Because of the non-uniformity of building materials normally encountered and

the variability associated with fire exposures and combustion reactions,

excellent repeatability is not expected. The development of an experimental

plan is, to a large extent, the search for the major factors influencing the

outcome of the measurements and the setting of tolerances for their varia-

tions. [11]

Within the constraints of a fixed budget, replication is usually limited

to less than statistically desired to minimize the unexpected variations. The

larger variations that result must be accepted and thus affect the level of

confidence in the resulting model accuracy assessment.

As part of the data analysis of the large-scale tests, potential error

sources must be quantitatively determined. There are recognized uncertainties

in the instrumentation used for each data element as well as random and syste-

matic "noise" in the data acquisition process. The unevenness of burning of a
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material or the turbulent nature of fluid motion in most fire situations also

introduce "noise" into the data analysis process and erratic burning does so

among replicate tests. Each step in the data reduction process contributes to

the accumulated uncertainties

.

Data analysis itself requires the development of a series of algorithms

that combine individual data elements to produce the desired output parameter.

Uncertainties within the experimental data arise from two sources: 1) variabi-

lity in the physical processes and in their measurement, and 2) variability in

initial conditions and experimental procedure. Data normalization, the

process of adjusting the outputs of replicate tests to a common set of

definitions, facilitates the analysis.

For the former, the raw data need to be normalized within a test because

of the sequential nature of the data acquisition process, and replicate tests

need to be normalized to separate errors in data output parameters that

reflect variations in the physical phenomena and variations in experimental

conditions. Time shifting of the data within a test to adjust for transducer

response time is very common, as is time shifting of output data between

replicate tests to assure that a critical phenomenon occurs simultaneously in

all tests. [12] For example, an increase in the energy release rate of a

burner or the occurrence of flashover could be defined as the reference point

or critical phenomena for an analysis of deviations between replicate tests.

The data output from multiple replicate tests may also be synchronized in a

similar manner. For example, data collection may begin at different times in

the replicate tests. Appropriate time shifting can provide a common defini-
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tion for the start of all tests. Ignoring these errors will increase the

deviations observed between replicate tests and the calculated confidence

intervals about the data. If the desired information reflects a low frequency

phenomenon and the data contains high frequency "noise", appropriate filtering

schemes can be applied to extract the desired data and thereby perhaps reduce

the deviation error between replicate tests. Error propagation calculations

can be used to determine where experimental precision is most limiting.

For the latter, variations in initial conditions are often accounted for

with separate model runs at the appropriate conditions. Variations in ex-

perimental procedure are the most difficult to account for, often requiring

additional testing once the proper technique has been defined.

As can be seen from this short discussion, data analysis of the large-

scale tests requires a significant effort before comparisons between the model

and the large-scale tests are possible. The size of the data reduction

program can be as large and complex as the model being evaluated.

3 . APPARATUS AND PROCEDURES

3,1 Experimental Design

The experimental design was not completely set at the beginning due to

the exploratory nature of this series of experiments, but was allowed to
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change as the need arose. While the development of the design formed the

background for much of the discussion in section 2.3, most of the topics

highlighted in that section apply to the design of the experimental plan for

the current test series. Specifically, a discussion of the choice of

parameters to be examined, the tests to be conducted, the data to be col-

lected, and the level of replication is included below as applied to this

s tudy

.

3.1.1 Model Parameters to be Examined

The parameters to be studied were selected as those major predicted

quantities in multi-room fire models that are driven by energy. This choice

allowed the study to be limited to a manageable set of parameters while

providing insight into many of the predicted quantities in room fire models.

The parameters of interest are temperatures of the upper and lower layers, the

position of the interface separating the two layers, and the mass flow through

the openings in the compartments. With the purpose defined, the experimental

configuration and choice of variables for the experiments became clearer.

Initially, the experience of a number of researchers defined the major ex-

perimental variables affecting the parameters of interest:

Layer temperatures: fire size, room size, distance from fire source
Interface position: room door opening size, fire size
Mass flows: fire size, room door opening size, distance from

fire source

15



Later, a simple sensitivity analysis of a one room fire model confirmed much

of this expert opinion. [13] Fire size and room door opening size can be

easily varied. Within a limited budget, room size and distance from the fire

source are not so easily handled. For the present test series, a three room

configuration
,
with rooms of different sizes provided a workable compromise.

This left three major variables whose chosen values were combined to define

the experiments

:

• fire size (changed by varying the input to a gas burner)

,

• room door opening size (changed by opening or closing the doorway
to one of the rooms)

,

• number of rooms (to vary the distance from the fire source-
changed by sealing the opening to one of the rooms)

.

3.1.2 Tests Conducted and Data Collected

In total, nine different sets of experiments were conducted, with

multiple replicates of each. From the variables to be examined:

• Fire sizes of 100, 300, and 500 kW,

* Second room exit doorway open and closed, and
® Third room doorway open and closed,

a total of 45 tests were conducted. With the testing order randomized to

minimize systematic errors, the tests are presented within each group of tests

in the order conducted. For ease of discussion, each test was assigned a

unique sequence number indicated the fire size and position within the test

sequence. Fire size is indicated by a 100, 300, or 500 along with a suffix to
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distinguish between replicates. For instance, the 100 kW tests were labeled

100A through 100Z to 100AB. Sections 3.2 to 3.5 provide details of the room

construction, test procedure, and tests conducted.

Ideally, tests with all possible combinations of the variables would be

conducted. However, built-in safety devices in the gas burner system

prevented tests with the second room exit doorway closed for the 300 and 500

kW fire sizes. The larger fires reduced the available oxygen below that

required to insure complete combustion of the methane / acetylene gas mixture.

When this occurred, the safety systems automatically shut off the gas flow.

Thus all combinations are available only for the 100 kW fire size.

The choice of model parameters to be examined dictated the data to be

collected. Measurement of air temperature profiles from floor to ceiling

allowed quantification of layer temperatures and interface positions. Smoke

obscuration measurements provided an alternate method to determine interface

position. Mass flows were determined with static pressure measurements along

with temperature profiles in the doorways. Section 3.4 provides details of

the measurements and of the instrumentation used to collect the data.

3.2 Room Configuration and Construction

The experimental arrangement is shown in figure 1. It was a three

compartment configuration, with two smaller rooms opening off of a long room

12.4 m long. Table 1 summarizes the dimensions of the three rooms. The first
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room, where the fire source was located, had 50 mm thick ceramic fiber insula-

tion under a calcium silicate ceiling and over fire brick walls to minimize

thermal losses through these surfaces and to facilitate the calculation of

these thermal losses. The floor of the room was exposed fire brick. The

second room ceiling and walls were constructed of steel studding with unfilled

stud spaces with gypsum board sheathing with a covering of 13 mm calcium

silicate board to assure structural integrity during prolonged exposures to a

possible post- flashover fire plume from the door between the second and first

rooms. The concrete floor in the second room was covered with 13 mm gypsum

board to protect the concrete. The passageway from the second room to the

first and third rooms was a small corridor (approximately 1 m wide x 1 m deep

x 2 m high) constructed with the same materials as the second room. Since

only warm air circulation was anticipated in the third room, the walls and

ceiling were constructed from 13 mm gypsum board over metal studs, without the

calcium silicate covering. The floor was exposed concrete. The construction

materials used in this test series together with their thermophysical

properties are given in table 2. [14-17] All material properties are litera-

ture values and should be considered approximate. Actual measurements were

not performed on the materials used in the study.

3.3 Test Procedure

A diffusion flame burner using natural gas, placed snugly against the

middle of the back wall of the first room, served as the fire source. The top

side of the burner had a 0.34 x 0.34 m porous ceramic surface with a perimeter
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of 13 mm wide steel plate. The porous surface was positioned 0.50 m above the

floor. A 2.8 kW pilot flame was attached to the front of the burner.

Initially, zinc chloride candles served as the smoke source. Their use was

discontinued due to nonuniform time and spatial distributions of the smoke.

Later experiments used a mixture of natural gas and acetylene in a heat

release ratio of 77 kW of natural gas to 23 kW of acetylene (0.31 g of

acetylene per g of natural gas) to achieve a concentration of smoke which

provided a visible separation of the hot and cold layers during a test and

provided constant smoke production throughout a test.

Tests were initially performed with the data recording system turned on

for 300 s prior to the ignition of the burner gas, with the pilot ignited

within this 300 s period. Beginning with tests 50 D, 100 M, 300 D and 500 A,

a 300 s baseline period, followed by a 300 s pilot flame interval prior to

burner ignition were also recorded for each test. This allowed an adequate

time for the second room flow behavior associated with the pilot flame to

reach steady conditions. The burner was allowed to run for 900 s with the

data acquisition terminating after recording approximately 300 s of the

cooling period.

Barometric pressure, ambient temperature, and relative humidity in the

laboratory were recorded prior to each test within the building housing the

test structure. Although no attempt was made to condition the system prior to

each test, the building air conditioning system controlled the indoor air

temperature. Ambient temperatures at the beginning of the tests ranged from
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20 to 23°C. The air conditioning system was not capable of humidity control,

and the relative humidity ranged from 42 to 74 % for the tests.

Each test combination of fire size and configuration was repeated

several times, over a time period where the ambient conditions were sig-

nificantly different, to develop a statistically meaningful data base for each

test situation.

3„4 Instrumentation

The locations of all instrumentation initially used in the rooms and

adjacent exhaust collection hood are summarized in table 3. Some of the

instrumentation locations are also shown in figure 1. Data were recorded with

an automatic data logging system at a rate of 24 channels per second.

Part way through the test program, the placement of thermocouples on the
9

thermocouple trees in the first and second rooms were revised to permit

greater resolution of the mass flow exhausting from the rooms. At that time,

thermocouples were also installed on the unexposed back side of the second

room ceiling and North wall to assist in the calculation of the conductive

heat losses through these surfaces. In addition, a weighing platform was

later installed in the first room, necessitating the removal of some

instrumentation to allow for the placement of cables for the platform suspen-

sion system. All of these changes are summarized in part IV of table 3.
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A 15.9 mm diameter orifice flow meter was used for metering the natural

gas flow and a 200 SCFH gas flow meter was used to monitor the acetylene flow.

An ultra-violet flame sensor, facing the flame over the gas burner, was used

in conjunction with a safety shut-off device which activated in case the flame

extinguished

.

Miscellaneous instrumentation listed under section III in table 3 was

installed in these first tests to provide data for use in other, related pro-

jects. Those data are not discussed in this report.

3.4.1 Temperature Based Measurements

Presuming, for the moment, the validity of the two -zone assumption

inherent in current fire growth models, temperature measurements were used to

quantify upper and lower layer temperatures, the position of the interface

between the two layers, mass flows through openings in connecting rooms, and

heat conduction through the bounding surfaces of the rooms. Details of the

instrumentation used to make these measurements is presented below. A discus-

sion of the calculations along with an analysis of the data is in section 5.

For all temperature measurements, the voltage outputs from the data

acquisition system were converted to temperature units with automatic

compensation to adjust the readings for changing ambient temperature. Errors

due to conduction along the thermocouple leads were minimized by placing the

leads in a horizontal (near isothermal) plane. No corrections were made for
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heat losses from the thermocouple wires for any of the instrumentation.

Steckler, Quintiere, and Rinkinen [18] have studied the error introduced by

neglecting the radiative losses from the thermocouple leads. They define the

radiation error, the difference between the gas temperature of a flowing gas

and the indicated thermocouple temperature as a function of the thermocouple

temperature and the gas velocity. For a series of 55 experiments studying

flow through openings, the errors ranged between -20 and +16 °C for tempera-

tures ranging from 50 to more than 250 °C.

Cooper et al [2] have presented a method for defining the height of the

interface between the relatively hot upper layer and cooler lower layer

induced by a fire as a linear function of a vertical temperature profile

within the room. Since the calculation depends upon a continuous temperature

profile, linear interpolation is used to determine temperatures between

measured points. A spacing of 0.15 m between measurement points was chosen to

insure a resolution in the vertical temperature profile no greater than 5

percent of the room height. Thermocouple trees 1 through 8 were used to
«

determine the interface position (one position per tree) . For the first and

third rooms, a single tree in each room was adequate due to the small size of

the rooms. For the second room, however, three trees were placed along the

length of the room to permit examination of the horizontal variation in layer

interface height and layer temperature.

Once the interface position has been determined, it is a simple matter

to ascertain the upper and lower layer temperatures as simply an average of
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the temperature profile within the respective layers. Again, all eight trees

were used for this calculation.

Steckler, Quintiere, and Rinkinen [18] present a technique to calculate

mass flows through openings based upon the ideal gas law and an integral

function of the temperature profile within the opening. Again, a spacing of

0.15 m between measurement points insured a resolution of the vertical

temperature profile no greater than 5 percent of the room height.

Temperatures on the exposed wall and ceiling surfaces were measured with

chromel-alumel thermocouples fabricated from 0.51 mm diameter wire. The

measurement of temperatures on the material surface or within the material is

less affected by thermal radiation than that of air temperature. Consequent-

ly, larger size thermocouples which are less prone to breakage, were used.

Heat transfer to the wall and ceiling surfaces can be estimated from these

measurements using a finite difference method described by Fang and Breese.

[19] Again, with the two zone assumption, an estimate of the temperature of

surfaces in the upper layer and lower layer are required. Surface temperature

measurements near the ceiling and near the floor fulfill this need. Full

vertical or horizontal temperature profiles were unnecessary since the

validity of the two zone assumption can be tested with the air temperature

profiles. Thermocouples were placed on the wall, ceiling and floor surfaces

in room 1 and room 2 adjacent to the thermocouple trees used to measure air

temperature. Since little heat was expected in room 3, no instrumentation was

included in this room to measure surface temperatures.
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3.4.2 Pressure Based Measurements

Lee [20] describes a method to calculate the mass flow through an

opening as an integral function of the temperature profile in the doorway and

of the pressure drop across the doorway. Measurement of the temperature

profile has been detailed above. Since the pressure drop across an opening

approaches zero and the direction of flow changes, measurement of the pressure

profile in the doorway is particularly difficult. Estimation of the pressure

in the extreme lower resolution of the instrumentation (as the pressure drop

approaches zero) yields an inherently noisy measurement. As such, these

measurements were used only as an alternate method to the temperature method

described above to provide an assessment of the consistency of the data

collected. With the realization of the lesser importance of these measure-

ments combined with dramatically higher instrumentation costs (several orders

of magnitude higher than the temperature measurements)
,

a less detailed

profile of measurement points was used for the pressure profile. Measurement
c

points approximately every 0.3 m apart provided a resolution within about 10

percent of the room height.

3.4.3 Smoke Obscuration Based Measurements

Bukowski [21] provides designs for instrumentation to measure smoke

obscuration in both large and small scale experiments. A collimated light

source and directly opposed photometer receiver provide a measure of the
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percentage of the light output by the source that reaches the photometer.

Smoke meters designed to Bukowski ' s recommendations were used to measure smoke

obscuration in the second room near the middle thermocouple tree.

Bukowski [22] first suggested a way to use two smoke meters to deduce

the location of the interface in a buoyantly stratified compartment. In his

method, if a two zone model is assumed ( a smoke-filled homogeneous upper zone

and a clear lower zone)
,

the use of a vertical smoke meter and a horizontal

smoke meter in the upper zone can be used to determine the smoke layer thick-

ness.

3.4.4 Exhaust Hood Measurements

A 3.7 mx4.9 m hood, having an exhaust flow capacity of about 3 m3 /s,

was situated over the doorway from the second room and collected the exhaust

from the fire tests. Temperatures, velocities, and oxygen and carbon dioxide

concentrations in the exhaust collection hood were monitored with the in-

strumentation listed in section II of table 3. With these measurements,

Huggett [23] and Parker [24] detail a method to determine the rate of energy

production of the fire based upon oxygen consumption calorimetry.
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3 „ 5 Tests Conducted

Three sizes of gas fires having heat release rates of 100 kW, 300 kW,

and 500 kW were conducted under the following configurations:

a) Open second room exit doorway, third room doorway closed
b) Closed second room exit doorway, third room doorway closed
c) Open second room exit doorway, third room doorway open
d) Closed second room exit doorway, third room doorway open

All of the tests are described in tables 4 and 5. Tests 50 K, 100 F and 100 K

had experimental difficulties and were excluded from the tables. For tests

50 D, 300 D, and 300 E, the fuel to the burner was cut off prematurely by the

ultraviolet flame sensor.

Auxiliary experiments were also undertaken as part of these mainstream

tests or conducted separately to help elucidate problem areas. One area of

concern involved the determination of the thermal discontinuity in the second

room and of the neutral plane locations in the first room doorway and second

room exit doorway.

In the closed door tests, a doorway having a realistic 20 mm undercut

was used. Unfortunately, measurement or calculation of the flow under the

door was difficult. In test 100 0, the undercut in the door was sealed. An

opening in the floor, near the door, with an orifice having about the same

area as the undercut was used to measure the equivalent flow through the

latter

.
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4. TEST RESULTS

Due to the sheer volume of data collected, it was impractical to present

all of the data recorded during all of the tests conducted. With judicious

definitions of initial conditions for many of the instruments, the data was be

combined into a smaller and more manageable set of data. Further computer

processing allowed conversion from the voltage outputs of the various transdu-

cers to meaningful engineering units and additional calculations on the

recorded data. To facilitate the calculation process, a specially designed

computer program for the reduction of full scale fire test data was util-

ized. [25] In addition to easing the burden of repetitive and similar

calculations, the program provides a standard set of algorithms for the

analysis of fire test data. It was used throughout the test series for all

tests conducted.

The tests in this first series can be broken down into nine different
e

categories as follows:
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Set Fire
Size

Second Room Third
Exit Doorway Room

Tests

1 100 kW Open No 100 A, 100 B, 100 c,

100 D, 100 E, 100 F,

100 G, 100 H, 100 I,

100 J, 100 K

2 100 kW Closed No 100 L, 100 M, 100 N,

100 0

3 100 kW Closed Yes 100 P, 100 Q, 100 R,

100 s, 100 T

4 100 kW Open Yes 100 U, 100 v, 100 w,

100 X, 100 Y, 100 Z,

100 AA, 100 AB

5 300 kW Open No 300 A, 300 B, 300 c

6 300 kW Closed Yes 300 D, 300 E

7 300 kW Open Yes 300 F, 300 G, 300 H

8 500 kW Open No 500 A, 500 B, 500 c,

500 D, 500 E, 500 F

9 500 kW Open Yes 500 G, 500 H, 500 I

Before the data from the nine groups can be analyzed, however, some

normalization of the test results is necessary. Appropriate techniques for

normalization of fire test data and model calculations is the subject of

ongoing research sponsored by CFR. Although not sophisticated, the approach

detailed below provides one approach to the normalization. As the results of

the ongoing research become available, more sophisticated normalization

techniques could be utilized.
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As detailed in tables 4 and 5, ambient temperatures, barometric pres-

sures, and humidity changed from test to test due simply to seasonable

variations. In addition, the duration of each test was slightly variable

during the pretest period with the pilot light and in the cool down period.

For a few tests
,

the main burn period was shortened due to an automatic

shutoff in the gas flow line. To insure a self consistent definition across

the test series and to allow comparison with model predictions beginning at a

preset set of conditions, the data from all tests were normalized to minimize

random scatter with a standard definition as follows:

• Time Overall time bases move laterally so that t=0
corresponds to main burner ignition as evidenced
by a distinct rise in temperature of a ther-
mocouple located directly above the main burner.

• Temperature Adjusted so that at t=0
,

all temperatures are
equal and at an ambient temperature of 20 °C.

For each reading of each temperature channel, a

normalization factor was added equal to (20-

Temperaturet=

0

)

.

• Pressure Difference Adjusted so that at t=0
,

all measured pressure
differences are equal and at an ambient defini-
tion equal to the average of the unadjusted
pressures at t=0. For each reading of each
temperature, a normalization factor was sub-
tracted equal to the average of the pressure
readings for the replicate tests at time t=0.

• Smoke Meters Adjusted so that at t=0
,
all smoke measurements

are equal at a level of 0 OD/m. For each
reading of each smoke measurement channel, a

normalization factor was subtracted equal to

Smoket=0 .

The normalization of the time reading simply provides a consistent definition

for the start of an experiment. Normalization for temperature, pressure, and

smoke measurements allow elimination of the systematic variations introduced
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by the pilot light and by changes in ambient conditions at the beginning of

the test.

With these definitions
,

the data from each of the nine groups was

combined to produce a running mean value and standard deviation for each

measurement and calculation, thus reducing the number of data sets to be

examined from more than forty to nine. In addition, an assessment of the

repeatability of the test procedure could be made.

Although it is unreasonable and not particularly useful to present all

of the data collected from every test conducted, figures 2 through 5 show some

of the data from one data set (100 kW, open second room exit doorway, open

third room) and illustrate the data from the individual tests together with

the average and standard deviation of the set of tests (8 in this case) as a

function of time. Plots of mass flow out the first room door, layer height

and upper layer temperature**, and rate of heat release are presented as

samples of the data collected. Details of the calculations performed and of

the average and standard deviation from all the data sets are discussed in the

next section.

For all nine test conditions, table 8 presents the average of measurements

over the period of "steady- state" burning, defined as the region between 300

and 900 seconds after ignition of the main burner. For each measurement, at

time point, all replicate tests were averaged to determine a mean value and a

The uncertainty for the upper layer temperature, shown in figure 4, is due

only to replication. A second source of variability, due to the method of

calculation of the layer temperature, is discussed in section 5.1.1.
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standard deviation. To determine a "steady- state" value for each measurement,

a weighted mean of these averages was computed acroos time. The weights used

were inversely proportional to the variance at each time point, thereby

placing greater confidence in those readings with a smaller standard devia-

tion .

5 . ANALYSIS OF TEST RESULTS

5 . 1 Quantities Derived From Room Measurements

5.1.1 Quantities Derived From Temperature Based Measurements

Air temperatures measured by the thermocouple trees 1, 2, and 3 were

used to calculate the mass flow in and out the first room doorway using the

following equations: [18]

M = CW p T
o o

* H r z .

2g 1 1
dZ'

J N
T
d
(z)

___ <H
N

T (z) T (z)
c i

dZ (1)

Where

:

C opening flow coefficient of 0.73 for outflow and 0.68 for inflow

g gravitational acceleration (9.80 m/s 2
)

H opening height (m)

M rate of air flow (kg/s)
N height of neutral plane, refer to equation 7 (m)

T
c

air temperature outside of room (K)

T
Q

ambient air temperature (K)

Td air temperature in the room doorway (K)

31



Tj air temperature inside the room (K)

W opening width (m)

Z height above or below neutral plane (m)

p Q ambient air density (kg/m3
)

The above equation is for steady state flow conditions. At early times, there

is also a thermal expansion term resulting from the air in the room being

heated by the fire source over time which must be added to equation (1). This

additional transient mass flow is given for each time by the equation:

A m = V *£ _
At

Vp T
o o

At
1

T.
l+At

(2)

where: T
i

T
0

At
V

P

Po

temperature of air in upper half of room at time i (K)

ambient temperature (K)

time increment between scans (s)

room volume (m3
)

air density (kg/m3
)

ambient air density (kg/m3
)

Similarly, air temperatures from trees 5, 7, and 8 were used to ascer-

tain the mass flow through the doorway to the third room and trees 5 and 6

were used to determine flow through the second room exit doorway. Table 8

presents average mass flows through the doorways during the main burn period

(from main burner ignition to main burner extinguishment). Figures 6 through

11 present the data over the entire test period.

During the "steady state" burning period, the inflow to any room should

equal the outflow out of a room. For all three openings, a statistical t-test
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shows the mean difference between the comparable values for times from 300 to

900 seconds is significant at even the 99 percent confidence level:

Room Mean Difference
( Inflow -Out flow)

Standard Deviation Confidence
Level

(kg/s)

9

3

1 0.072
0.36
0.76

0.12
0.34
0.29

0.99
0.99
0.99

The reasons for this are at least three-fold. Firstly, measurement problems

with the static pressure probes (used to establish a reference pressure at

floor level) led to less accurate measurements for all but SET 4 and SET 9,

introducing unpredictable but systematic errors in the flow measurements.

Secondly, the technique used, as described by Steckler, et al [18] was

developed for a single room exhausting into an infinite reservoir of ambient

air. Applicability or extension of the technique for flow between rooms is

currently under study. Since the technique depends upon the temperature

gradient across the opening as a function of height, the choice of temperature

conditions "outside" the opening may be important. Finally, the technique

utilizes temperature changes from the neutral plane to the edges of the

opening to calculate the flow. Because the smaller temperature change from

the neutral plane is in the lower, cooler region, a small variation in

temperature should cause more uncertainty in mass flow than in the upper,

hotter region where the temperature gradient is larger. It should be noted

that this is only a valid statement if a constant random error in temperature

measurements is assumed for the two layers

.
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As noted above, measurement problems prevented accurate measurement of

the mass flows for many of the data sets. For SET 4 and SET 9 however, the

agreement between inflow and outflow, accounting for the input from the gas

burner and for thermal expansion, is quite good. A more detailed discussion

of the mass balance is included in section 5.3.

As would be expected, flows through the doorway to the first room are

significantly lower in tests where the second room exit doorway was closed

than when the doorway was open. Comparing curves for SET 1 and SET 2, SET 4

and SET 3, or SET 5 and SET 6 confirm this.

The eight thermocouple trees also provided an indication of the thermal

stratification at their respective locations. One of the simplifying assump-

tions underlying present zone fire models is that the flows within rooms and

between rooms can be modeled from a small number (usually two) of distinct

layers (zones) of gases. One method for defining an interface height for a

two layer zone model, the interface between the smoke -filled upper zone and

the relatively clear lower zone has been proposed by Cooper et al. [2] They

proposed the following equation:

T.
S

(3)

where T
s

max

layer interface temperature T
s

(K)

an empirically determined value of 0.2

the maximum measured air temperature (K)

the air temperature near the floor
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The equivalent two zone layer height is the height where the measured air

temperature is equal to the temperature T
s

as calculated from equation (3).

Table 8 and figures 12 through 19 present the layer height data. From these

figures, it is apparent that the effect of the third room on the layer height

in the second room is small, whereas whether the second room exit doorway was

open or closed makes a big difference. Comparing sets 1 and 4, 2 and 3, 5 and

7 ,
or 8 and 9 in figure 15 shows a small time delay in the initial filling of

the second room, but with a steady state layer height very similar for the

sets with the second room exit doorway in the same position. This result

follows logically from the added volume of the third room taking some time to

fill, but ultimately allowing the second room to fill to the same depth.

Once the location of the interface has been determined, it is a simple

matter to determine an average temperature of the hot and cold layers within

the rooms as

:

With a discrete vertical profile of temperatures at a given location,

the integral was evaluated numerically with interpolation between the discrete

measurement points. The average layer temperature (either of the lower layer

or the upper layer)
,

Tavg ,
is thus simply an average over the height of the

layer from the lower bound of the layer, z
l ,

to the upper bound of the layer,

z
u for either the upper or lower layers. Table 8 and figures 20 through 25

present the layer temperature data.

z

(4)
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Some of the effects of flow through the doorways in the three rooms can

be seen in figure 26 which shows layer interface position and layer tempera-

tures in the three rooms for one of the configurations (SET 4, 100 kW, open

door, open third room). The following observations can be made from the

figure

:

• Layer height and layer temperatures in the door to room 1 are
lower than those in room 1, but closer to the readings in room 1

than to those in room 2.

• Layer height and upper layer temperature at all positions in room
2 and in the door from room to the exhaust hood are almost equal.
Lower layer temperature in the doorway to room 2 is lower than the
lower layer temperature in room 2.

• Layer height and upper layer temperature in the door to room 3 is

about midway between the layer heights and upper layer tempera-
tures in room 3 and room 2

.

With uniform layer temperatures and no mixing in the doorways, layer

temperatures in the doorways should be equal to the temperature of the layer

in the room from which the flow through the doorway is coming. For instance,

upper layer temperature in the door to room 1 should be equal to the tempera-

ture of the upper layer in room 1 and lower layer temperature in the door to

room 1 should be equal to the lower layer temperature in room 2. For the

doorways to rooms 2 and 3, this condition is reasonably upheld. For room 1,

however, the upper layer temperature in the doorway is lower than expected and

the lower layer temperature is higher than expected. Since the calculated

layer temperatures are average values of a temperature gradient in the room

and the flow through the doorway comes from the lower portion of the layer, a

somewhat lower temperature in the upper layer in the doorway can be expected.
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In addition, there may be mixing in the doorway which is in turn a result of

the different layer heights in the two rooms. Jones and Bodart [26] describe

the different possible flow fields in a vent depending upon the relative

densities and interface heights in the two connected rooms. With different

interface heights in the two rooms, multiple flow reversals make doorway

mixing inevitable. The degree of mixing depends upon the flow and the amount

of overlap of the layers in the two rooms.

Temperatures on the exposed wall and ceiling surfaces were measured with

chromel-alumel thermocouples. Heat transfer to the walls and ceiling can be

estimated from these measurements using the following equation. For heat

conduction through a semi - infini te solid which is exposed to a net heat flux

q" (kW/m2
): [19]

q(N)

r— N-l —
r iv. r H h

C T
s
(0,t) - T.

1

- 2
q <n) [N- (n-l) 9 ]

-
[
(N-n) 9

]

n=l —
(5)

where

:

k
a
9

C

Ti

T
s
(0,t)

t

thermal conductivity (kW/m • K)

thermal diffusivity (m2 /s)
duration of time step between each successive data point.
k(7r/a) 1 / 2

initial temperature
surface temperature at time t

time (s)

These measurements will be used, along with heat release rate measurements

detailed later in the report, in an energy balance on the system.

37



5.1.2 Quantities Derived From Pressure Based Measurements

Measurements of the pressure drop across doorways were made through the

interior wall surfaces adjacent to the doorway opening to the second room and

the doorway to the first room. These measurements were used with the follow-

ing equation as an alternative method for calculating mass flow: [20]

M = C W (2 g p T )

1/2
o o

* H
AP
T

N D

1/2
dz ( 6 )

where AP (kg/m2
) is the air pressure above ambient and the other terms are

defined as in equation (1). Equation (6) will be used to calculate the

overall mass balance on the system in section 6.3, below.

Figure 27 shows a comparison of the mass flow through the first room

door calculated from temperature measurements, equation (1) and (2), and from

pressure measurements, equation (6), made in the doorway for one of the

configurations (100 kW, open second room exit doorway, open third room).

Comparing the mass flow calculations, it is apparent that the temperature-

based calculations result in a higher mass flow in the doorway and a lower

mass flow out the doorway than for the pressure -based calculations. This is

consistent with the difference in calculated neutral plane height for the two

methods, discussed below.
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The pressure measurements were also used to determine the neutral plane

height, N, required in equations (1) and (8). The neutral plane is obtained

by solving for N in the equation: [20]

'

N Ta
+ P0 s 1 -

0

t
Z
1

Dj
dZ = 0 (7)

where AP is the increase in air pressure above ambient at height Z
x .

z
i

Table 8 and figures 28 through 30 present the neutral plane height calculated

from the pressure probe measurements.

Figure 31 shows a comparison of neutral plane height calculated from

pressure profiles, equation (7), and from temperature profiles, equation (3).

As can be seen from the figure, the neutral plane height calculated from the

pressure profile measurements is significantly lower than that calculated from

the temperature profile measurements. The difference can be attributed to the

different measurement techniques used to make the measurements. In general,

as discussed above in section 4.3, measurement of flows using commercially

available pressure transducers is difficult due to the extremely low pressures

involved. Compounding the problem for the measurement of the neutral plane

height is the desire to know where the flow is exactly zero. Thus, the most

important measurement points are those with the smallest magnitude, just on

either side of the neutral plane. Since the neutral plane calculation from

pressure measurements searches for the point of zero pressure from the floor

up, the calculated point of zero pressure is consistently low.
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In addition, the potential for multiple neutral planes within an opening

further complicates the measurement of flow with pressure -based measurements.

Jones and Bodart [26] have described in detail the fluid transport through

vents to incorporate in smoke transport models an improved fluid transport

model with up to three neutral planes within a single opening. With poten-

tially different layer boundaries in the two rooms connected to the opening,

cross flows are shown possible between the layers leading to from one to three

flow reversals depending upon the relative positions of the two layer boun-

daries .

Temperature based measurements have far less dependency on the low flow

region of the opening, relying on only one pressure measurement near the

bottom (or top) of the opening where the pressure gradient is highest. Thus,

for the determination of neutral plane height, the temperature based measure-

ment technique seems preferable.

5.1.3 Quantities Derived From Smoke Obscuration Based Measurements

Smoke concentration is measured by its attenuation of a light beam in a

smoke meter, and typically expressed in terms of an optical density measure-

ment, OD, as follows:

OD = log
10

(I
o
/I) ( 8 )
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where Io is the initial beam intensity and I is the attenuated intensity. If

the smoke layer is homogeneous, (0D) V / Ly = (0D) H / Lg and the thickness of

the smoke layer Ly can be given as

A "
losio <vv
log

10
(I q/ I

H ) hi
(9)

where L is the measurement path length (in meters) for the smoke and the

subscripts V and H refer to the vertical and horizontal measurements. Table 8

and figure 32 present the layer height estimates from the smoke meter calcula-

tions as suggested by Bukowski
. [21]

Figure 33 presents a comparison of the smoke layer thickness calculated

from smoke measurements and from temperature measurements for one of the

series of tests (Set 4, 100 kW, open second room exit doorway, open third

room). For most times, the smoke measurement estimates are higher than the

temperature based calculations. This is consistent with the observations of

others, notably Zukowski and Kubota, [27] who measured temperature profiles in

detail in a scale "room" measuring 0.58 m square with a doorway in one wall

measuring 0.43 m by 0.18 m. A smoke tracer was used to allow visual observa-

tion of the smoke layer thickness along with the temperature profile measure-

ments. They conclude that, since the lower boundary layer is not steady and

rather produces distinct waves along the boundary, the smoke measurements

produce a less steep boundary than would be measured from instantaneous

profiles at a given instant of time. Since the smoke measurements in this
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report are averaged electronically to smooth the noise in the data (with a

time constant of roughly 10 seconds), the thermocouple data can be expected to

produce a sharper and more distinct layer than the smoke measurements.

However, with the typically higher uncertainty of the smoke -based measure-

ments, the significance of any perceived difference between the two different

techniques must be questioned. Within experimental uncertainty, the two

methods may be considered equivalent for all tests but those where the

interface height reaches the floor. In these tests, the temperature based

method falters since it is based upon interpolation between adjacent measure-

ment points. Without extensive instrumentation near the floor, a bottom limit

at the level of the lowest thermocouple is evident in the temperature-based

calculations

.

Manual observations of the steady state smoke layers in the first room

doorway, in the second room and in the second room exit doorway were made and

summarized in table 6. Another concern was the effect of the second room

lighting on the temperature and flow characteristics in the second room and

second room exit doorway. Experiments were performed involving the second

room lighting and small pilot flame sources and the results are given in table

7. The data shows that the neutral plane height did not change over the range

of pilot flame sizes studied and was the same even for natural convection

without the lights or pilot flame. In the latter test without the pilot

flame, the laboratory conditioned inflow air at 22° C was cooled as it passed

by the colder unheated room surfaces and, consequently, exited at a lower

temperature of 21° C. The results further showed that doubling the pilot flame
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rate to 3.8 kW overshadowed the effects of the lighting on the flow behavior

in the doorway.

5.2 Quantities Derived From Exhaust Hood Measurements

The total rate of heat production from the first room was determined

from: [23,24]

Q = E X
0z

m
<f>
\/Uair ( 10 )

where

Wair

rate of heat released from the fire room (MW)

heat per unit mass of oxygen consumed by the fire (MJ/kg)
oxygen concentration in ambient air (moles 0

2 / moles air)

mass flow rate of air from the fire room (kg/s)
molecular weight of oxygen

molecular weight of air
oxygen depletion of the air

The oxygen depletion,
<f>

,

can be further defined as given by Parker: [24]

x
°
2

- [
- x
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2]

X
o
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1 • V
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•
•“.]

(ID

where
measured oxygen concentration

measured concentration of C0
2
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Table 8 and figure 34 present the heat release rate data. These data

are only presented for the tests with an open second room exit doorway, since

flow through the second room exit doorway to the collection hood was re-

stricted by the closed door, hindering the measurement in the collection hood

of the heat release rate of the fire.

Comparing the measured rate of heat release to the heat release calcu-

lated from the gas flow rate to the burner (assuming complete combustion of

the gas)
,

the measured rate of heat release is consistently low, averaging

19 percent lower than expected. While usually within the experimental

uncertainty as exemplified by the average standard deviation for the data sets

presented in table 8, the consistently lower readings deserve attention. In

the test configuration, flow through the exhaust collection hood is measured

minimally downstream from bends in the system. For this reason, accurate

measurement of the flow may be suspect. This particular problem is currently

under study and is hoped to be resolved for future test series.

The relative experimental uncertainty for the rate of heat release

measurements was also typically higher than many other readings, with

coefficients of variation ranging from 4 to 52 percent. With an oxygen

depletion for the 100 kW output of only 0.26 percent, the calculation of rate

of heat release suffers the same fate as the calculation of mass flows with

pressure probes described above, with much of the uncertainty in the heat

release calculations attributable to noise in the underlying measurements.
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5.3 Mass and Heat Balances

One method to check the internal consistency of the calculations

performed on the data is to insure that the fundamental laws of energy and

mass conservation are preserved with the calculated quantities. Since the

technique used to measure the rate of heat release from the fire depended upon

measurements outside the second room, only the open door tests are amenable to

such an analysis.

For the mass balance on the system, the mass flow rate of air in through

the second room exit doorway added to the mass flow rate of gas in through the

burner should equal the mass flow rate out the second room exit, once expan-

sion due to the temperature rise of the gases has been accounted for. Due to

problems in measuring the flows through the second room exit doorway, only two

test series contained the appropriate data, SET 4 (100 kW, open door, open

third room) and SET 9 (500 kW, open door, open third room). For SET 4, the

average mass balance (the difference between inflow and outflow) from 300 to

900 s is 0 ± 0.2 kg/s. For SET 9, the mass balance is 0 ± 0.3 kg/s. Good

agreement is seen for both data sets with an uncertainty near 10 percent of

the higher mass flow rates through the openings in the rooms in both cases.

A similar calculation can be made for the energy balance. The heat

input by the burner (including the pilot light) should equal the heat lost out

the system by conduction through the walls and convection and radiation out

the second room exit. Analogous to the mass balance, the average heat balance
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for SET 4 (100 kW) is 14 ± 24 kW, and for SET 9 is 0 ± 138 kW. Although the

standard deviations are high, within noise limits, mass and energy are

conserved within the system.

5.4 The Two Zone Assumption

Most of the current room fire growth models assume that the fire

environment within a room can be described as a small number (usually two) of

control volumes or zones. Within a zone, all properties are assumed constant.

Jones, [28] and Emmons [29-30] provide overviews of two-zone room fire models.

Backovsky and Emmons [31] have compared a simple two- layer model of flow of

fire gases for a room with an opening with photographic and thermocouple data

from a series of full-scale fire tests. They report limited agreement with

the two -zone assumption and attribute the disparity to the simplicity of the

model

.

Some of the data from the current test series can be used to compare

data based upon the two-zone assumption with actual vertical and horizontal

profiles of temperature and smoke density. Figure 35 presents a set of

temperature profiles for one of the test series (SET 4, 100 kW, open second

room exit doorway, open third room). The profiles are presented in 200 s

intervals beginning at 100s and overlaid with the calculated layer height at

that time period. While no distinct break between an upper and lower layer

exists, an explicit rise in temperature above the calculated layer interface
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is evident with a near ambient layer and a warmer layer. The layer tempera-

tures are hardly uniform vertically throughout the assumed layers, however.

Figure 36 shows the average temperature profiles from an open door and a

closed door test (both 100 kW tests with a target room) overlaid with the

upper and lower layer temperature calculated using the two-zone assumption

for the test rooms. The solid line represents the average temperature

profile; the dotted lines describe the results from the two-zone model.

Specifically, the horizontal dotted line shows the height of the layer

interface, while the two vertical dotted lines represent the lower and upper

layer temperatures and extend through the heights appropriate to these layers.

Temperature profiles for room 1, with the burner, are very similar for the

open and closed door tests -- not surprising, since the door to room 2 is

open in both tests. Visually, the two-zone assumption holds better for the

open door test than for the closed door test in the cooler rooms 2 and 3.

Clearly, no distinct layering is evident in rooms 2 or 3 in the closed door

test. With the closed door, the hot gases come far closer to the floor and,

along with mixing as the gases reach the end of room 2, lead to a more closely

linear temperature profile from the floor to the ceiling. In the test with a

closed exit doorway in the second room, mixing occurs at the end of the long

corridor in room 2, heating the lower air and cooling the upper air. Even

with no distinct break between the layers, interface heights defined using the

two -layer assumption show evidence of the mixing with a far more uniform layer

thickness in the test with an open second room exit doorway:
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Position Interface Position (m)

Closed Door Open Door

Room 2 Near Room 1

Room 2 Center
Room 2 Near Exit Doorway

0.49
0.40
0.31

1.18
1.13
1.14

5.5 Comparison With Model Data, A Sample Use of the Data

As an example of the use of the experimental data described in this

report, let's consider a comparison to the FAST model outlined in section 1.

Predictions were made with the FAST model with the configuration, fire size,

and thermal properties matching that of one of the data sets (SET 4, 100 kW,

open door, open third room).

There are four measurable quantities for which it is reasonable to make

a direct comparison between an experiment and the corresponding theoretical

prediction. These are the upper and lower layer temperature, the layer

interface height, and mass flow through an opening to a compartment. There

are other measurements of interest, but these four will yield an indication of

the match of the model to the experiment.

The results of the comparisons are shown in figures 37 to 40. They show

that the relative error of the prediction of upper and lower layer tempera-

tures, interface position, and mass flow rates compared to the experimental

values range within the following values:
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Relative Error: (Model-Experiment)/Experiment
(expressed as a percentage)

Quantity
Range Median Mean Standard

Deviation

Mass Flow 1-2 ( 138%, 507%) 202 211 55

Mass Flow 2-1 ( -53%, -47%) -50 -50 1

Mass Flow 2-3 ( -99%, -98%) -98 -98 0

Mass Flow 3-2 ( -67%, -37%) -57 -56 8

Mass Flow 2-4 ( -5%, 15%) 1 2 4

Mass Flow 4-2 ( -25%, 7%) -9 -9 7

Upper Layer Temperature 1 ( 26%, 75%) 36 36 6

Upper Layer Temperature 2 ( 50%, 58%) 52 52 1

Upper Layer Temperature 3 ( 25%, 30%) 27 27 1

Lower Layer Temperature 1 ( -61%, -53%) -59 -59 1

Lower Layer Temperature 2 ( -22%, -17%) -20 -20 1

Lower Layer Temperature 3 ( -9%, -5%) -8 -8 0

Interface Position 1 ( -4%, 19%) 5 6 5

Interface Position 2 ( -1%, 11%) 6 6 3

Interface Position 3 ( -6%, 9%) 1 1 4

Qualitatively, the curves shapes are quite similar after the initial

transient. Quantitatively, the transient response of the model follows the

measured values more closely, resulting in better predictive performance at

earlier times. This is often the critical region for hazard analysis, since

this is when the occupant evacuation process is occurring.

From the above data, the interface heights and layer temperatures are

predicted with better accuracy, on the average, than are mass flows and wall

temperatures. Upper layer temperatures are always over-predicted by the

model. Too hot an upper layer may be caused either by under-prediction of the

heat lost by the layer by radiation, conduction and / or convection, or by

under-prediction of the heat entering the layer from the fire plume. While

the temperature of the lower layer may be important when considering the
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effect on occupants and equipment, there can not yet be a good correspondence

between measured and predicted layer temperatures due to the assumption within

the model of no radiative heating and no mixing into this zone. Thus, lower

layer temperature is typically under predicted by the model. Since the inter-

face position in rooms 1 and 2 is well predicted, the layer volumes will be

fairly accurate. Jones [7] has identified mass flows through openings and

heat conduction through walls as particular areas for improvement of models

predicting the transport of smoke and toxic gases. Specific improvements have

been implemented in a new predictive model, resulting in better comparisons.

[32] Although mass flows are predicted with less accuracy, not all of the

discrepancy must be attributed to the model. Repeatability of the mass flow

measurements in the experiments is poorer than other measurements, resulting

in more uncertainty in the mass flow measurements.

In addition, while the predicted temperatures in the second compartment

were good, small errors in the door flows (particularly entrainment in the

door jet) are multiplicative in a multi - compartment model which may be called

upon to predict conditions away from the fire. Thus, experiments with

multiple compartments in series will be required to study these parameters

more closely.
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6. SUMMARY AND RECOMMENDATIONS

6 . 1 General

CFR has been working to develop the generic methodology for model

evaluation. This report has presented a documentation of the experimental

phase of the accuracy assessment process for one particular model. Derived

outputs from individual raw data elements were presented together with the

mathematical treatment used to make the calculations. An example of a

comparison of the experimental data set with model predictions were presented.

Three size gas fires having heat release rates of 100 kW, 300 kW, and 500 kW

were conducted under the following room-burner configurations:

a) Open second room, third room closed
b) Closed second room, third room closed
c) Open second room, third room open
d) Closed second room, third room open

Before the data could be analyzed, however, normalization of the test results

was required. Ambient temperatures, barometric pressures, and humidity

changed from test to test due simply to seasonable variations. In addition,

the duration of each test was variable, both during the pretest period, the

main burn, and the cool down period. To insure a self-consistent definition

across the test series and to allow comparison with model predictions begin-

ning at a preset set of conditions, the data from all tests were normalized to

a standard definition.
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Once normalized, the repeatability of a given measurement ranged from excel-

lent to poor. For temperature based measurements and calculations, the

repeatability, as evidenced by the average standard deviation during steady

state burning, was good -- typically less than ten percent of the measured or

calculated values. For pressure -based measurements, the repeatability was not

nearly as good, at times approaching 70 percent of the values. Much of the

disparity between individual tests can be traced to experimental technique,

which was refined as the testing progressed.

The precision of some of the calculations suffer from the propagation of

large errors in the individual factors. The rate of heat release or mass flow

measurements could be improved by multiple measurements of the same quantity

with instruments of different resolution thus allowing more precise determina-

tion of the quantity in the range of interest. For the mass and heat balance

calculations, however, such an approach would provide less improvement.

Alternate techniques for such determinations should be explored which do not

depend as strongly on propagated errors.

6.2 Considerations for Future Test Series

The test configuration has
,
and can continue to provide data useful in

guiding further refinement of FAST and other multi-room fire models. FAST

assumes uniform filling of any space subject to the fire environment or to

adjacent spaces which are exposed to the heated smoke and other combustion
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products. For example, in a real fire situation, the movement of smoke along

a corridor would take a finite and measurable time to reach the end of , the

corridor away from the room of fire origin, particularly during the early

stages of a fire. A series of model calculations to compare with a detailed

series of experiments in which the corridor was divided into a series of

rooms, each with doors connecting to the next, would help to refine this

aspect of the model and experiment comparison. Additional instrumentation at

various locations along the corridor would also allow measurement of the

progress of the layer movement along the corridor.

The experimental work described in this report is based on idealized

fires using a gas diffusion burner; the use of "real" fuels, such as wood

cribs or upholstered furniture, would provide an opportunity for testing the

model under actual fire conditions. Some of these data are available for

other room configurations. [4,33-34] An analysis similar to the one presented

in this report is planned for some of these and other test series and will be

the subject of future reports.
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Table 1. Room Dimensions

Location Dimensions (m)

First room

First room stub corridor

First room doorway

2.34 W x 2.34 L x 2.16 H

1.02 W x 1.03 L x 2.00 H

0.81 W x 1.60 H

Second room 2,,44 W x 12,,19 L x 2.44 H

Second room exit doorway 0 ..76 W x 2,.03 H

Third room 2.24 W X 2.22 L x 2.43

Third room stub corridor 0.79 w X 0.94 L x 2.04

Third room doorway 0.79 w X 2.04 H

97



Table

2.

Construction

Materials

0 B 0

U U U
o o o
o o o
in n id

u u u
o o o
o o o
co cd cd

CO

B
u
©
XI
Eh

0 £

1 s
oo

P P P
<0 <0 (0

id co m
CD CD 4-

o o o

P P P
<0 CO CO

cd i''. mO H CN

o o o

u u u
o o oo o o
CVJ CO CD

p p p
<0 (0 CO

o

CN H CN
s—I tH «H

o o o
o o

>>
P -

4-)

CO

0
u

»T>

0
P
CO

MP
CD

ua
D
u)

DUO
o o oo o o
CN CD CD

P P P
0 0 0

C 00
0 SHQ ^

W (0

0 0

om
1
0
CO

co
CN

0
CO

o o o o
CO CN 00 CO
o> r-v cn cd

CN

o o
CO CO
CD CN

CN

I I

I I

0 Si

98

Interior

finish

Gypsum

board

over

studs



Table 3. Location of Instrumentation

I . Instrumentation in the Three Rooms

A. Thermocouple Trees. Gas Temperatures

Tree 1 in first room, Northwest quadrant - 9 thermocouples at 0.15,

0.36, 0.66, 0.97, 1.27, 1.57, 1.88, 2.03, and 2.15 m from floor.

Tree 2 in first room doorway - 6 thermocouples at 0.15, 0.30, 0.61,

0.91, 1.22, and 1.52 m from floor.

Tree 3 in second room, 1.37 m from East end - 10 thermocouples at

0.15, 0.30, 0.61, 0.91, 1.22, 1.52, 1.83, 2.13, 2.29, and 2.44 m
(ceiling) from floor.

Tree 4 in second room, 5.49 m from East end - 10 thermocouples at

0.15, 0.30, 0.61, 0.91, 1.22, 1.52, 1.83, 2.13, 2.29, and 2.44
(ceiling) from floor and 1 thermocouple embedded in ceiling at 6.

mm above exposed surface

.

Tree 5 in second room, 11.73 m from East end -10 thermocouples at

0.15, 0.30, 0.61, 0.91, 1.22, 1.52, 1.83, 2.13, 2.29, and 2.44 m
(ceiling) from floor.

Tree 6 in second room exit doorway - 8 thermocouples at 0.15, 0.30,

0.61, 0.91, 1.22, 1.52, 1.83, 2.13 m from floor.

Tree 7 in third room doorway - 8 thermocouples at 0.15, 0.61, 0.91,

1.07, 1.22, 1.52, 1.83 and 1.93 m from floor.

Tree 8 in third room, Northeast quadrant - 10 thermocouples at

0.15, 0.61, 0.91, 1.07, 1.22, 1.52, 1.83, 2.13, 2.29 and 2.43 m
(ceiling) from floor.
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B. First room ceiling and wall thermocouples

Walls, 0.55 m and 1.64 m high - 4 thermocouples at surface.

Ceiling, Southeast quadrant.

Floor, Southeast quadrant.

C. Second room wall thermocouples

North wall, 1.37 m from East end - thermocouples at 0.61 and 1.83 m
heights on surface.

North wall, 5.79 m from East end - thermocouples at 0.61 and 1.83 m
heights on surface.

North wall, 10.67 m from East end - thermocouples at 0.61 and
1.83 m heights on surface.

D. Third room wall and ceiling thermocouples

None

E. Static pressure probes

First room, North wall - 5 probes at 25 mm, 0.30 m, 0.61 m, 1.22 m,

and 1.52 m from the floor.

Second room, West wall - 5 probes at 76 mm, 0.61 m, 1.22 m, 1.52 m,

and 1.83 m from the floor.

Third room, North wall - 1 probe at 0.08 m from the floor.

F. Smoke indicators

$

Second room, 5.49 m from East end - 6 horizontal smoke meters at

0.61, 0.91, 1.22, 1.52, 1.83, and 2.29 m from floor.

Second room, 5.03 m from East end - 1 vertical smoke meter.
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II. Exhaust Hood

1 smoke meter.

1 probe for sampling carbon monoxide, carbon dioxide, and
oxygen.

9 pitot static probes.

9 thermocouples.

III. Miscellaneous

t

First room, over burner 1 thermocouple 0.91 m above burner, 0.15 m from
back wall. 1 thermocouple 0.20 m above burner,
0.15 m from back wall.

First room ceiling 1.17 m from East wall - 2 thermocouples on
surface at 1.17 m and 0.61 m from North wall.

First room ceiling

First room

Second room

Northwest quadrant - 1 velocity probe, 1 brass
disc with attached thermocouple, and one adjacent
thermocouple

.

1.17 m from East wall - 3 thermocouples on North
wall surface at 0, 0.71, and 1.45 m below
ceiling.

0.38 m from East wall - 2 thermocouples on
ceiling surface at 0.61 and 1.22 m from North
wall. 3 thermocouples on North wall surface at

0, 0.81, and 1.63 m below ceiling.
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IV. Instrumentation Changes

Beginning with tests 100 H, 300 C, and 500 C, the following changes were made

Tree 1 1 thermocouple installed at 1.12 m from floor. 1 thermocouple at
0.36 m moved to 1.42 m from floor.

Tree 2 1 thermocouple installed at 1.07 m from floor. 1 thermocouple at
0.30 m moved to 1.37 m from floor.

Tree 3 1 thermocouple at 0.30 m moved to tree 1.

Tree 4 1 thermocouple at 0.30 m moved to tree 2.

Tree 5 1 thermocouple at 0.30 m moved to 1.07 m from floor.

Tree 6 1 thermocouple at 0.30 moved to 1.07 m from floor.

One surface thermocouple installed on unexposed back side at each of the six

wall locations under section I C.

One surface thermocouple installed on unexposed back side at each ceiling
location over trees 3, 4, and 5 under section I A.

9
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