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1. INTRODUCTION

The response of antennas to out-of-band frequencies [1-4] plays an important role in interference and jamming problems. Earlier work in this area at the National Bureau of Standards (NBS) included an analysis of reflector antennas [5] and an analysis and near-field measurements of antenna arrays [6].

This earlier work applied to single-frequency cw signals, but many interfering signals, such as high-power microwaves (HPM), are actually pulsed signals with a fairly complicated time dependence. Thus it would be useful to be able to determine the transient response of antennas illuminated by pulsed signals. The transient far-field patterns of HPM sources are also difficult to determine because it is generally difficult to make measurements in the far field of the HPM source. In either type of
application (reception or transmission) with electrically large antennas, near-field measurement techniques need to be extended from the frequency domain [7] to the time domain [8]. In this report, we consider the calculation of the transient far-field response of an antenna from near-field data taken in either the time domain or the frequency domain.

The organization of this report is as follows. Section 2 considers the theory of the calculation of transient far fields from planar near-field data in either the time domain or the frequency domain. Section 3 illustrates the techniques with two idealized analytical examples. Section 4 explores the possibility of obtaining complex resonances of the antenna from near-field data via SEM. Section 5 summarizes the results of this study and includes recommendations for future work.

2. PLANAR NEAR-FIELD SCANNING

In this section we derive expressions for the far-field transient response of an antenna in terms of near-field values measured over a planar surface. The near-field values can be taken in either the frequency domain as in section 2.1 or the time domain as in section 2.2. We include no probe correction for pattern effects or frequency response; thus we assume that we can measure the electric field at any point on a plane for any frequency or any time. The results will be given in terms of two-dimensional integrals over a planar surface, but the integrals can be put in discrete form if evaluation by fast Fourier transform (FFT) is desired.

2.1 Frequency-Domain Approach

We first consider the time-harmonic case where the fields vary as \( \exp(j\omega t) \). The geometry for planar scanning is shown in figure 1. An arbitrary antenna under test (AUT) is located in free space to the left of the plane \( z = d \), and the values of the electric field \( E(\omega, r') \) are measured on the plane \( z = d \). An expression for the electric field \( E(\omega, r) \) for \( z > d \) is available from Harrington [9, p. 111]
\[ E(\omega, r) = \nabla \times \int_{S'} \frac{e^{-jkr'}}{2\pi R} \hat{z} \times E(\omega, r') \, dS', \]  

(1)

where \( R = |R|, R = r - r', k = \omega/c, c \) is the speed of light in free space, and \( \hat{\cdot} \) indicates a unit vector. The \( S' \) integration is over the plane \( z = d \). If we take the curl operation inside the integral and carry out some algebra, then (1) becomes

\[ E(\omega, r) = \int_{S'} \frac{e^{-jkr}}{2\pi r} \left( \frac{jk}{R} + \frac{1}{R^2} \right) \left[ \hat{z} \times E(\omega, r') \right] \times \hat{R} \, dS'. \]  

(2)

In the far field (\( kr \gg 1 \), where \( r = |r| \)), we can approximate \( R \) by \( r \) in amplitude terms and \( R \) by \( r - \hat{r} \cdot r' \) in the phase. If we make these approximations in (2) and neglect the \( r^{-2} \) term, then (2) reduces to

\[ E(\omega, r) = \frac{jke^{-jkr}}{2\pi r} \hat{r} \times \int_{S'} \hat{z} \times E(\omega, r') e^{jk\hat{r} \cdot r'} \, dS'. \]  

(3)

The far-field result in (3) is equivalent to the expression given by Johnson [10, p. 332].

The Fourier transform nature of (3) is more evident if we write \( \hat{r} \) in terms of polar angles \( \theta \) and \( \phi \) and \( r' \) in terms of rectangular coordinates:

\[ \hat{r} = \hat{x} \sin \theta \cos \phi + \hat{y} \sin \theta \sin \phi + \hat{z} \cos \theta \]  

(4)

and \( r' = \hat{x} x' + \hat{y} y' + \hat{z} d. \)

If we substitute (4) into the exponent and the differential in (3), we obtain
\[ E(\omega, r) = -\frac{jke^{-jk(\rho - d\cos\theta)}}{2\pi r} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(\omega, r') \cdot e^{jksin\theta(x'\cos\phi + y'\sin\phi)} dx'dy'. \]  

(5)

If we wish to know the transient far-field response of the AUT, then we consider the far-field response in (3) or (5) to represent only one spectral component of the total transient response. The transient far-field response \( \tilde{E}(t, r) \) is given by the inverse Fourier transform of \( E(\omega, r) \):

\[ \tilde{E}(t, r) = \mathcal{F}^{-1}[E(\omega, r)] = \frac{1}{2\pi} \int_{-\infty}^{\infty} E(\omega, r) e^{j\omega t} d\omega. \]  

(6)

The evaluation of (6) involves a triple integral over \( x' \), \( y' \), and \( \omega \). If we require \( N_x \) samples in \( x' \), \( N_y \) samples in \( y' \), and \( N_\omega \) samples in \( \omega \), the total number of samples required would be \( 2N_x N_y N_\omega \). The factor of 2 arises because both tangential components (x and y) are required. The samples could be obtained either by sweeping (or stepping) through frequency \( \omega \) at each near-field point or by doing a complete near-field scan at each frequency. Either method appears to be very time-consuming for typical values of \( N_x \), \( N_y \), and \( N_\omega \). The evaluation of the triple integral does not appear to pose any particular problem because each integral is of the type that can be evaluated by FFT. Thus (6) could be evaluated by one three-dimensional FFT to obtain a grid of values of \( \tilde{E} \) in \( \theta \), \( \phi \), and \( t \).

2.2 Time-Domain Approach

In the time-domain approach, the AUT has a transient excitation, and the measured field values on the plane \( S' \) are functions of time \( \tilde{E}(t, r') \). We could derive an expression for \( \tilde{E}(t, r) \) in terms of values of \( \tilde{E}(t, r') \) directly in the time domain, but it is easier to derive \( \tilde{E}(t, r) \) from (3) and (6). The
jk factor in (3) transforms as a time derivative, and the exponentials in (3) transform as time shifts. Thus (6) can be rewritten in the following form

$$\tilde{E}(t,r) = \frac{-1}{2\pi re} \hat{r} \times \int \frac{3}{\partial t} \tilde{E}(t - \frac{r - r' r'}{c}, r') \, dS'. \tag{7}$$

In some cases, it is more convenient to use a shifted time, \( \tau = t - r/c \), and to rewrite (7) as

$$\tilde{E}(t,r) = \frac{-1}{2\pi re} \hat{r} \times \int \frac{3}{\partial \tau} \tilde{E}(\tau + \frac{r' r'}{c}, r') \, dS'. \tag{8}$$

From (7) or (8) we see that the time derivative of \( E \) is required at each near-field point \( r' \). Thus a time waveform would need to be measured and stored at each near-field point. If we require \( N_t \) time samples at each near-field point, then the total number of samples required would be \( 2N_x N_y N_t \). As in the frequency domain case, this is a very large number of samples for typical values of \( N_x \), \( N_y \), and \( N_t \). The time domain result in (7) or (8) requires evaluation of only a double integral rather than a triple integral, but the double integral is not of the form that can be evaluated by FFT. If the probe measures the value of \( \tilde{E} \), then the time derivative of \( \tilde{E} \) would have to be computed for evaluation of (7) or (8). (This could be done by finite difference.) However, some probes actually measure the time derivative of the electric field directly, and these probes are usually called D-dot sensors [11].

The results in this section have been given for the electric field, but the same equations apply for the magnetic field. There are also probes available for measuring the time derivative of the magnetic field, and these probes are usually called B-dot sensors [11].
3. ANALYTICAL EXAMPLES

In this section we study two idealized examples where we are able to determine the transient far field analytically from the planar near-field distribution. We consider a step function distribution over a rectangular aperture in section 3.1 and a step function distribution over a circular aperture in section 3.2. In each case we perform the analysis starting with either frequency-domain near fields via (5) and (6) or transient near fields via (8). Even though the examples are idealized, they illustrate the differences in the integrations that must be performed. The examples also illustrate that we can obtain identical far-field results either working entirely in the time domain or working in the frequency domain followed by an inverse Fourier transform.

3.1 Rectangular Aperture

We consider first the rectangular aperture geometry shown in figure 2 where we have set $d = 0$. The time-dependent electric field in the $z = 0$ plane is assumed to be a step function inside the $a$ by $b$ aperture and zero outside the aperture and is assumed to be $x$-polarized

$$\hat{E}(t,r') = x E_s U(t) p_a(x') p_b(y'), \quad (9)$$

where $p_a(x') = \begin{cases} 1, & x' \leq a \\ 0, & x' > a \end{cases}$.

$U(t)$ is the unit step function, and $E_s$ is a real constant with units of V/m. We do not need to consider what type of antenna would actually produce such a field, but a step-excited aperture antenna is one possibility. For evaluation of (8), we need the time derivative of the electric field

$$\frac{\partial}{\partial t} E(t,r') = x E_s \delta(t) p_a(x') p_b(y'), \quad (10)$$

where $\delta(t)$ is a delta function [12]. If we substitute (10) into (8), we obtain the following expression for the far field
\[ \bar{E}(t,r) = \frac{-E_s}{2\pi rc} \hat{r} \times \hat{y} \delta_\delta, \]  
\[ \text{where } I_\delta = \int \int \delta[\tau + (x'\sin \theta \cos \phi + y'\sin \phi \sin \phi)/c] \, dx' \, dy', \]
\[ \text{and } \hat{r} \times \hat{y} = -\hat{x} \cos \theta + \hat{z} \sin \theta \cos \phi. \]

For arbitrary \( \theta \) and \( \phi \), (11) can be evaluated, but the result is rather involved. The results simplify in the two principal planes (\( \phi = 0 \) or \( \pi/2 \)). For \( \phi = 0 \), we have
\[ \bar{E}(t,r) \big|_{\phi=0} = \theta \frac{E_s b}{\pi rsin \theta} p_{T_a}(\tau), \]  
where \( T_a = (2asin \theta)/c. \)

For \( \phi = \pi/2 \), we have a similar result
\[ \bar{E}(t,r) \big|_{\phi=\pi/2} = x \frac{E_s a \cos \theta}{\pi rsin \theta} p_{T_b}(\tau), \]  
where \( T_b = (2bsin \theta)/c. \)

Both (12) and (13) are indeterminate for the on-axis case (\( \theta = 0 \)). By taking the limit as \( \theta \) approaches zero in (11), (12), or (13), we obtain
\[ \bar{E}(t,r) \big|_{\theta=0} = \frac{2abE_s}{\pi rc} \delta(\tau). \]  
Thus the far field for the on-axis case (\( \theta = 0 \)) is proportional to aperture area times the time derivative of the aperture field. In figure 3, we show the two principal plane results. In either case as \( \theta \) approaches zero, the pulse narrows and approaches a delta function as indicated by (14).
We now treat the same rectangular aperture example starting with frequency-domain values in the \( z = 0 \) plane. The frequency-domain values are obtained by taking the inverse Fourier transform of (9)

\[
E(\omega, r') = \frac{\hat{E_s}}{j\omega} P_a(x') P_b(y') ,
\]

where we have used the inverse transform of the unit step [12]. The far field is obtained by substituting (15) into (5)

\[
E(\omega, r) = \frac{E_s e^{-jkr}}{2\pi rc} \hat{r} \hat{x} \hat{y} I_e ,
\]

where \( I_e = \int \int e^{jk\sin\theta(x'\cos\phi + y'\sin\phi)} \, dx' \, dy' \).

The double integration in (16) can be performed to yield

\[
E(\omega, r) = \frac{-2abE_s e^{-jkr}}{\pi rc} \hat{r} \hat{x} \hat{y} \frac{\sin(k\sin\theta\cos\phi) \sin(k\cos\theta\sin\phi)}{k\sin\theta\cos\phi \cdot k\sin\theta\sin\phi} .
\]

This is the general frequency-domain, far-field result, but it simplifies considerably for the principal-plane (\( \phi = 0 \) or \( \pi/2 \)) or the on-axis (\( \theta = 0 \)) special cases

\[
E(\omega, r) \bigg|_{\phi=0} = \frac{\hat{2abE_s e^{-jkr}}}{\pi rc} \frac{\sin(k\sin\theta)}{k\sin\theta} ,
\]

\[
E(\omega, r) \bigg|_{\phi=\pi/2} = \hat{x} \frac{\hat{2abE_s e^{-jkr}}}{\pi rc} \frac{\sin(k\cos\theta)}{k\sin\theta} ,
\]

and \( E(\omega, r) \bigg|_{\theta=0} = \hat{x} \frac{\hat{2abE_s e^{-jkr}}}{\pi rc} \).
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To obtain the transient far-field response from the frequency-domain far-field response, we use the inverse transform relationship in (6). It is possible to take the inverse transform of the general frequency-domain expression in (17), but the result is rather involved. For simplicity, we consider the special cases in (18)–(20). The simplest case is the on-axis case ($\theta = 0$):

$$ F^{-1}[E(\omega, r)|_{\theta=0}] = \frac{2abE_s}{\pi rc} \delta(\tau). \quad (21) $$

This result is in agreement with the direct time-domain result in (14). To take the inverse transform of (18) or (19), we need the following inverse transform [12]

$$ F^{-1}[\frac{\sin(\omega T)}{\omega T}] = \frac{P_T(t)}{2T}. \quad (22) $$

Using (22), we can transform the principal plane results in (18) and (19) to the time domain

$$ F^{-1}[E(\omega, r)|_{\phi=0}] = \frac{\hat{E}_b}{\pi rsin\theta} P_Ta(\tau), \quad (23) $$

and

$$ F^{-1}[E(\omega, r)|_{\phi=\pi/2}] = \frac{\hat{E}_{a\cos\theta}}{\pi rsin\theta} P_Tb(\tau). \quad (24) $$

These results are in agreement with the direct time-domain results in (12) and (13).

3.2 Circular Aperture

We now consider a circular aperture geometry as shown in figure 4 where we have again set $d = 0$. The time-dependent electric field in the $z = 0$ plane is assumed to be a step function inside the circular aperture of radius $A$ and zero outside the aperture and is assumed to be $x$-polarized.
\[ \tilde{E}(t, r') = \hat{x} \sum_{s} E_s U(t) \, p_{A}(\rho') . \]  

(25)

The time derivative of the electric field is

\[ \frac{\partial}{\partial t} \tilde{E}(t, r') = \hat{x} \sum_{s} \delta(t) \, p_{A}(\rho') . \]  

(26)

If we substitute (26) into (8), we obtain the following expression for the far field

\[ \tilde{E}(t, r) = \frac{-E_s}{2\pi rc} \hat{r} \times \hat{y} \, I_{A} , \]  

(27)

where \( I_{A} = \frac{2\pi A}{\pi \sin \theta} \int \int_{0}^{\rho'} \int_{0}^{\phi'} \delta[\tau + \frac{\rho'}{c} \sin \theta \cos(\phi' - \phi)] \rho' \, d\rho' \, d\phi' . \)  

(28)

It is easy to see that \( I_{A} \) is independent of \( \phi \). The \( \rho' \) integration can be performed using the properties of the delta function \([12, \text{p. 274}]\), and the \( \phi' \) integration can then be performed to yield the following result

\[ \tilde{E}(t, r) = \frac{-AE_{s}}{\pi r \sin \theta} \hat{r} \times \hat{y} \frac{(T_{A} - \tau)^{1/2}}{T_{A}} \, p_{T_{A}}(\tau) , \]  

(29)

where \( T_{A} = \frac{A}{c} \sin \theta \).

The waveform for the circular aperture case is shown in figure 5, and it differs from the rectangular aperture case because it does not have a step discontinuity. For the on-axis case \((\theta = 0)\), the expression in (29) is indeterminate. If we take the limit as \( \theta \) approaches zero, we obtain

\[ \tilde{E}(t, r) \bigg|_{\theta=0} = \hat{x} \frac{A^2 E_s}{2rc} \delta(\tau) . \]  

(30)
The on-axis results for both the circular and rectangular apertures are proportional to the aperture area times the delta function.

We now treat the same circular aperture example starting with frequency-domain values in the $z = 0$ plane. The frequency-domain values are obtained by taking the inverse Fourier transform of (25)

$$E(\omega, r') = \frac{\hat{E}_s}{J\omega} p_A(\rho').$$  \hfill (31)

The far field is obtained by substituting (31) into (5)

$$E(\omega, r) = \frac{E_s e^{-jkr}}{2\pi rc} \hat{r} \times \hat{y} \int J,$$

where $I_J = \int_0^{2\pi} \int_0^A e^{jkp'sin\theta cos(\phi'-\phi)} \rho' \ d\rho' \ d\phi'$.

The integrations can be performed using the integral representation of the Bessel function [13], and we obtain a result which is equivalent to that of Johnson [10, p. 333]

$$E(\omega, r) = \frac{A^2 E_s e^{-jkr}}{rc} \hat{r} \times \hat{y} \frac{J_1(kAsin\theta)}{kAsin\theta},$$

where $J_1$ is the first-order Bessel function [13]. For the on-axis case, (33) simplifies to

$$E(\omega, r) \bigg|_{\theta=0} = \frac{A^2 E_s e^{-jkr}}{2rc}.$$

To obtain the transient far field from the frequency-domain far field, we use the inverse transform relationship in (6). The necessary inverse transform of $J_1$ is given in [14, p. 300], and the time-domain field is
This result agrees with that obtained in the time domain in (29). The on-axis result is obtained from the inverse transform of (34)

\[ F^{-1}[E(\omega, r)] = \frac{-AE_s}{\pi rsin \theta} \hat{r} \times \hat{y} \frac{(T_A^2 - r^2)^{1/2}}{T_A} \rho T_A(\tau). \]  (35)

This result is also in agreement with the direct time-domain result in (30).

4. SINGULARITY EXPANSION METHOD

A major difficulty in determining the far-field transient response of an antenna from near-field data is the large amount of data that must be taken (either \(2N_xN_yN_\omega\) or \(2N_xN_yN_t\) samples). It would be convenient if we could extract some useful information from data taken at a single near-field point or at the terminals of the AUT (either \(N_\omega\) or \(N_t\) samples). This type of data has been taken in the frequency domain at NBS in an attempt to characterize the out-of-band response of antenna arrays [6].

During the past 15 years, a great deal of work has been done in characterizing the transient responses of antennas and scatterers in terms of natural resonances. This general approach has been named the singularity expansion method (SEM), and a recent review paper by Baum [15] contains an extensive bibliography on the subject.

Under some conditions a scalar response \(\tilde{f}(t)\) can be written as a sum of damped exponentials

\[ \tilde{f}(t) = \sum_n \left( a_n e^{s_t n} + a_{n}^{*} e^{-s_{t}^{*} n} \right) U(t), \]  (37)
where \( s_n = \sigma_n + j\omega_n \),

\( \omega_n \) is an angular frequency, \( \sigma_n \) is a damping constant, and * denotes complex conjugate. The \( n \) summation contains an infinite number of terms, but a small number of terms is often sufficient except at early times. The terms appear in conjugate pairs so that \( \tilde{f}(t) \) is real. Here \( \tilde{f}(t) \) could represent a scalar component of the surface current or radiated field of the AUT. The coefficients \( a_n \) of the exponential terms are functions of position and excitation, but the complex frequencies \( s_n \) are characteristic of the antenna and are independent of position. Consequently, if we know \( \tilde{f}(t) \) at any point, then we can attempt to determine the characteristic frequencies \( s_n \) from that single waveform. There can be computational difficulties in such a procedure [15], but the Prony method [16] has been used by a number of investigators.

To work in the frequency domain, we take the Fourier transform of (37)

\[
f(\omega) = F[\tilde{f}(t)] = \sum_n \left( \frac{a_n}{j\omega - s_n} + \frac{a_n^*}{j\omega - s_n^*} \right).
\]  

(38)

Each term in (38) represents a first-order pole singularity in the complex frequency plane. In some cases there could be other types of singularities in the complex frequency plane [15], but the form in (38) has been used for most numerical work [17]. In sections 4.1 and 4.2, we discuss the possibilities of determining the complex resonances from frequency-domain measurements of the input reflection coefficient or the near field.

4.1 Input Reflection Coefficient

The input reflection coefficient \( \Gamma \) is a useful quantity in characterizing the out-of-band response of antennas because it is directly related to the mismatch loss [6]. However, the input admittance \( Y \) is more useful for SEM analysis because it has been shown to have the same complex
poles as the surface current expansion [18]. Thus $Y(\omega)$ has the same form as (38) and can be used to obtain the complex resonances $s_n$.

If $\Gamma$ is measured as a function of frequency, then $Y(\omega)$ can be calculated from

$$Y(\omega) = Y_0 \frac{1 - \Gamma}{1 + \Gamma},$$  \hspace{1cm} (39)

where $Y_0$ is the characteristic admittance of the transmission line. Schaubert [19] has used a related expression to obtain complex resonances from time-domain data via Prony's method. Noise in the $Y(\omega)$ measurements will cause errors in the computed $s_n$ locations, and the general problem of determining the pole locations from noisy frequency-domain data has been studied by Ksienki and Willis [17]. The number of poles that can be extracted from the frequency-domain data is limited by the quality of the data.

4.2 Near-Field Data

Near-field data is also a good indicator of the out-of-band response of antennas because it relates to both the radiating and impedance mismatch properties of the antenna [6]. If $E_\alpha(\omega, r_m)$ is a scalar component of the electric field measured at a frequency $\omega$ and at a location $r_m$, then we can write $E_\alpha$ in the SEM form of (38)

$$E_\alpha(\omega, r_m) = \sum_n \left( \frac{a_n}{j\omega - s_n} + \frac{a_n^*}{j\omega - s_n^*} \right).$$  \hspace{1cm} (40)

The usual procedure would be to take swept-frequency measurements of $E_\alpha$ at a single near-field point $r_m$ and to calculate the $s_n$ values based on that data set. However, if we take swept-frequency data at several $r_m$ points, then we
would have several data sets to use in the determination of the $s_n$ values, and we might expect to improve the accuracy or the number of $s_n$ values that can be determined. The use of multiple frequency-domain data sets for extraction of pole locations has been studied by Ksienski [20].

If we are only interested in a rough estimate of where the antenna response peaks in $\omega$, then there is probably no need to search for the poles in the complex frequency plane. The raw data $E_x(\omega, r_m)$ will show peaks in $\omega$ [6]. Such peaks are sometimes used in estimating how many poles can be extracted from the data [21]. The SEM analysis of the data does appear to be attractive because the complex resonances of the AUT are independent of $r_m$. Hence the complex resonances ought to show up in the far-field response of the AUT.

5. CONCLUSIONS

The theory for calculating the transient far field of an antenna from planar near-field data has been developed. The near-field data can be in either the frequency domain or the time domain. For frequency-domain data, the required triple integral could be performed by a three-dimensional FFT. For time-domain data, only a double integral is required, but it is not of a form suitable for FFT.

Two analytical examples have been studied, and identical results are obtained starting with frequency-domain or time-domain data. The two examples, a step-function electric field over a rectangular or circular aperture, are idealized, but they illustrate the integrations that must be performed. In each case, the integrations can be done analytically.

The main difficulty in determining the transient far field from near-field data is the large amount of measured data ($2N_xN_yN_\omega$ or $2N_xN_yN_t$ samples) that must be taken. If time-domain or frequency-domain measurements are made at a single near-field point (or at the antenna terminals), then SEM might provide a means of determining the natural resonances of the antenna.
The theory presented in this report is preliminary, and a number of theoretical, numerical, and experimental extensions are possible. More theoretical work could be done on sampling and probe correction [7]. Other near-field scanning surfaces, such as spherical or cylindrical, could be considered. The examples in section 3 were chosen so that the integrations could be done analytically, but it would be useful to study some less idealized cases where the integrations would be done numerically. Such cases would allow sampling requirements to be studied numerically. Further experimental and computational work could involve SEM analysis of near-field data at a few near-field points or the complete near-field to far-field transformation. The question of what time-domain probes are most effective [8] also deserves further study.
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Figure 1. Near-field planar scanning geometry for an arbitrary antenna under test (AUT).
Figure 2. Rectangular aperture (2a x 2b).
Figure 3. Time-dependent far field radiated by a rectangular aperture: a) \( \phi = 0 \) plane, b) \( \phi = \pi/2 \) plane.
Figure 4. Circular aperture of radius $A$. 
Figure 5. Time-dependent far field radiated by a circular aperture.

\[ E_{\text{max}} = \frac{|\mathbf{r} \times \mathbf{y}| A E_s}{\pi r \sin \theta}. \]
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