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The Operations Research Division (ORD) of the Center for Applied Mathematics, National Engineering Laboratory, National Bureau of Standards (NBS) is conducting a research effort under the sponsorship of the Federal Emergency Management Agency (FEMA) to develop a set of guidelines and methodology for applying them which promotes both a critical review and unbiased evaluation of FEMA models and data bases.

Large-scale models and data bases are key informational resources for FEMA. The type and nature of FEMA models and data bases, however, are perhaps unique within the Federal government in that they are concerned often times with severe changes or disruptions ranging from limited effects to extremes. Furthermore, in order to carry out its emergency missions, it is necessary for FEMA to determine which models, modelling techniques and data bases are appropriate for what purposes and which ones need modification, updating and maintenance. The development of evaluation guidelines is therefore of direct benefit to FEMA in discharging its emergency planning duties.

This report is the result of an in-depth review of the recent technical literature on model and data base evaluation. The focus of the report is on four areas which are of crucial importance to the development of a set of evaluation guidelines for FEMA; they are: (1) recommended practices for model and data base evaluation, (2) documentation - verification; (3) sensitivity analysis; and (4) specialized techniques for dealing with missing data or extreme events.

Special appreciation is extended to Dr. Saul Gass of the NBS ORD and of the University of Maryland, whose stimulating discussions have played an important role in all model and data base evaluation work being carried out at NBS. Dr. Gass also made available to the project staff his extensive collection of technical reports and articles on the subject of model and data base evaluation. These documents proved invaluable in the formative stages of the literature review. Special appreciation is also extended to Ms. Diane Cunningham, Library Division, NBS, for her thorough and efficient use of the numerous computerized information services. Without her assistance this survey of the literature would have been much more difficult and time consuming.
This report presents a state-of-the-art review of the technical literature on model and data base evaluation which relates to the modelling problems faced by the Federal government in discharging its emergency planning activities. Particular emphasis is placed on model/data base documentation and verification, an analysis of the structural properties of a model/data base, and the role of sensitivity analysis. Emphasis is also placed on four special topics (rare events, missing data, error propagation, and stability) which are involved in many emergency planning activities.
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PART I: INTRODUCTION AND OVERVIEW

1. BACKGROUND

During the last 15 years, many members of the operations research profession have focused on the development of large-scale, policy-oriented models. These efforts should be contrasted with the "golden age" of operations research between 1950 and 1970 when most models which were built were operational in nature (e.g., inventory management, queuing problems at a bank or manufacturing facility). The great successes of the operations research modeling methodologies of the 1950's and 1960's were seldom experienced in the policy analysis arena, however. The major source of the current lack of credibility associated with large-scale, policy-oriented models can be traced to the nature of the problem. In the case of an operational problem, the model's analytical results can be subjected to a face validity test, whereby experts who thoroughly understand the process being modeled (e.g., how to refine an incoming tanker load of crude oil so as to maximize profits) can judge whether or not the model's results are reasonable. The key point is that the recommended solutions can be tested in a working environment.

For planning and policy-making situations, there is seldom the well-defined, clear-cut set of objectives and constraints that typify an operational problem. The goals of a particular policy may be loosely stated and communication through the chain of command may be less than ideal. Some applications, especially the type for which models are used at the Federal Emergency Management Agency (FEMA), may be of a unique nature for which little or no useful information is available on how the system will respond given the occurrence of a particular event. The types of problems which confront the operations research analyst who provides policy-oriented information to the decision maker is summarized succinctly by Quade.

A well-defined problem is one that can be given a clear-cut, well-defined formulation, amenable to rigorous analysis. A squishy problem is one with the property that any clear-cut, well-defined formulation of it will look like an unambiguous representation of the substantive problem only so long as we don't lean too hard on it, or question it too carefully or deeply...well-defined problems in policy analysis tend to be concerned exclusively with technological or physical questions.1

A number of researchers, most notably Gass, have advocated that model evaluation should be an integral part of the building and use of any large-scale, policy-oriented model. Gass provides three reasons for advocating the evaluation of a policy model:¹

1. In many cases, the ultimate decision maker is far removed from the modeling process and needs a basis for deciding when to accept the model's results;

2. Users of a model developed for others must be able to obtain a clear statement of the applicability of the model to their problem area; and

3. It is difficult to assess the impact of a model's assumptions, data availability, and other elements on the model's structure and results without a formal, independent evaluation.

In the context of this report, at least three topics are of critical importance to any comprehensive model evaluation effort. They are: (1) documentation-verification; (2) technical validity; and (3) sensitivity analysis. A brief discussion of each topic is presented here. These and additional topics, as well as their relationship to the various sections of the annotated bibliography, are discussed in section 3.

From a model user's point of view, documentation (the written description of the model) is essential if the model is to be usable, useful, and used. Since the abstract model is a mathematical representation, whereas the operational model appears as a computer code, it is necessary to ensure that the computer program:

1. Describes accurately the model as designed;

2. Is properly mechanized on the computer; and

3. Runs as intended.

The process of checking the relationship between the abstract and operational models is referred to as verification. Documentation is also essential if any degree of software portability is required (not just that the program can be run on a variety of machines, but that it produces the desired result). Documentation also serves to explain all relevant relationships between inputs, outputs and analysis which should facilitate its use. Complex models often involve subtle techniques which, in the absence of a buffer between the user and the model, could cause frustration and lead to a highly inefficient use of the model. Documentation and an executive code (e.g., extensive edit-checking and message generating capabilities) should serve to shield the user from unnecessary detail without withholding any information which is essential to confidently use the model.

Technical validity requires the identification of all model assumptions, including those dealing with data requirements and sources. As a first step, one should identify all stated and implied assumptions, all decision variables, and any hypothesized relationships between variables. This step sheds light on the correspondence between the model and the real world phenomena it attempts to explain. Three types of assumptions may be readily defined. First, the mathematical assumptions include its functional form and the continuity of its relationships (e.g., fixed-proportion production function). Content assumptions, the second type, define all model terms and variables. They should also define the scope and limitations of the model. Causal assumptions, the third type, are concerned with the assumed or hypothesized relationships between terms and variables. Ideally, one would like to build a model which would produce true conclusions whenever all of the assumptions are true. To translate such abstract concepts into a form which is concrete and testable, it is necessary to:

(1) determine if the model's calculations are correct and accurate;

(2) analyze whether the logical flow of data and intermediate results are correct and consistent; and

(3) ensure that no significant variables and relationships have been omitted.

Sensitivity analysis is a way to compensate for uncertainty and to gain insight into how the model deals with specific types of input scenarios. Performing a sensitivity analysis requires the analyst to systematically vary the values of the model's parameters over some range of interest to determine if and how the recommended solution changes. This is done by running the model using values of the parameters selected according to an experimental design and comparing the (possibly new) solution set of decision variables and their values with the recommended solution. Once a sensitivity analysis has been performed and its results analyzed, the decision maker can then act with greater assurance that the implementation of any solution close to the recommended one will yield acceptable results.
2. APPROACH AND ORGANIZATION

A literature search was carried out at two levels. First, technical documents which were known to be relevant, based on past experience, were surveyed in order to develop a knowledge base. During the past five years, the Operations Research Division of the National Bureau of Standards has been very active in the area of model evaluation. Consequently, some of the most authoritative and comprehensive technical reports were either on hand or could be obtained easily from the authors. Conversations with the authors of a number of reports were also helpful in identifying their current thinking on the subject of model and data base evaluation. This information was then used to define the scope of the search and to focus on certain areas, such as sensitivity analysis, which appeared to be of particular interest to FEMA.

Second, the information developed and targets of opportunity identified in the previous step were used to direct the on-line literature review. The National Bureau of Standards Library has available a series of useful computerized literature searching services. Two of these services were utilized in the on-line review. They were: (1) ISI (Institute for Scientific Information); and (2) DIALOG. One file, ISTP&B, was searched via ISI; the remainder were searched via DIALOG.

ISTP&B (Index to Scientific and Technical Proceedings and Books) is a multidisciplinary index to the most relevant proceedings literature published internationally in journal issues, journal supplements, serials, and multi-authored books at the chapter level. ISTP&B is the on-line equivalent to Index to Scientific and Technical Proceedings with additional coverage of scientific multi-authored books. The file includes information on engineering and technology as well as the physical and applied sciences from 1978 to the present. During the course of the on-line review, nearly 300 titles were obtained.

NTIS is an extensive data base consisting of government-sponsored research, development, and engineering reports plus analyses, journal articles, and translations prepared by Federal agencies, their contractors or grantees. This data is produced and maintained by the National Technical Information Service of the U.S. Department of Commerce. It is the means through which unclassified, unlimited distribution reports are made available to the public. The NTIS data base includes material from both the physical and social sciences, including topics of immediate widespread interest, such as environmental pollution and control, energy conservation, technology transfer, health planning, society problems, and urban and regional development and planning. The file covers the period from 1960 to present. The on-line review of NTIS produced nearly 700 references.

MATHFILE provides essentially complete coverage of world-wide literature on pure mathematics and of those works in applied mathematics, computer science, physics, engineering, biology, operations research, and other fields that contain new and interesting mathematics. The data base is produced by the American Mathematical Society and corresponds to the printed publication Mathematical Reviews. Beginning in July 1979, almost all MATHFILE records contain the full text of the evaluative review or abstract printed in Mathematical Reviews. The data base also includes records for 1973 onward. The on-line review of MATHFILE produced more than 150 references.
The COMPENDEX data base is the machine-readable version of Engineering Index, which provides abstracted information from the world's significant engineering and technological literature. It provides world-wide coverage of approximately 3500 journals, publications of engineering societies and organizations, papers from the proceedings of conferences, and selected government reports and books. COMPENDEX covers citations from 1970 to the present. More than 100 references were produced during the on-line review of COMPENDEX.

The INSPEC data base is the largest English language data base in the fields of physics, electrotechnology, computers, and control. It corresponds to the printed Physics Abstract, Electrical and Electronics Abstracts, and Computer and Control Abstracts. Non-English language source material is also included but is indexed and abstracted in English. Journal papers, conference proceedings, technical reports, books, patents, and university theses are abstracted for inclusion in INSPEC. The total number of journals scanned is over 2000; 200 of these are abstracted completely. INSPEC covers citations from 1969 to the present. During the on-line review of INSPEC, nearly 100 references were produced.

COMPREHENSIVE DISSERTATION ABSTRACTS is a definitive subject, title, and author guide to virtually every American dissertation accepted at an accredited institution since 1861, when academic doctoral degrees were first granted in the United States. Approximately 99 percent of all American dissertations are cited in this file. In addition, it serves to disseminate citations for thousands of Canadian dissertations and an increasing number of papers accepted in institutions abroad. Professional (e.g., M.D., L.L.D.) and honorary degrees are not included. Individual, degree-granting institutions submit copies of dissertations or lists of dissertations completed to University Microfilms International (UMI). Citations for these dissertations are included in the data base and in the following UMI publications: Dissertation Abstracts International, American Doctoral Dissertations, and Comprehensive Dissertation Index. A complete listing of sources consulted in compiling this data base can be found in the preface to any volume of Comprehensive Dissertation Index. Approximately 20 citations were obtained from this data base.

ECONOMIC LITERATURE INDEX provides coverage of the worldwide literature on economics from over 200 major economic journals chosen for their usefulness to research workers and teachers of economics. Only articles in English or with English language summaries are included. The data base is produced by the American Economic Association and corresponds in part to the printed Index of Economic Articles. Among the many subjects covered are: general economics, theory, history, systems, economic growth, development, planning, fluctuations, domestic monetary theory, natural resources, industrial organization, urban and regional economics, and quantitative economic methods and data. Updates to the data base correspond to the "Subject Index of Articles in Current Periodicals" section of the Journal of Economic Literature. Each record includes basic bibliographic data plus descriptors and a descriptor code corresponding to the classification scheme used in the printed works. Although the ECONOMIC LITERATURE INDEX does not provide the actual text of abstracts on-line, it does indicate whether an abstract is available in the Journal of Economic Literature. The data base covers the period from 1969 to the present. The on-line review of ECONOMIC LITERATURE INDEX produced over 250 references.
The approach followed in all of the computer file searches involved the specification of a strategy in which key words are used in combination to retrieve citations relevant to the topic. The basic strategy used was to combine two groups of key words: (1) one group relating to the subject of either models or data bases; and (2) the other group relating to the analytical approach. Some of the key words used to qualify the analytical approach were: assessment; evaluation; verification; validation; confidence; documentation; and sensitivity analysis. Once the two groups of key words used to qualify the search were entered, the computer searched the file for the intersection of the groups. That is, all citations with any combination of at least one key word from each group would be counted. If the resulting count turned out to be too large, ways were sought to exclude possibly irrelevant combinations.

After analyzing the results of the literature search, a scheme was devised for categorizing the studies. There are five major categories: (1) model evaluation practices; (2) data base evaluation practices; (3) selected federal documentation guidelines; (4) sensitivity analysis; and (5) techniques for handling special cases. A brief description of each category is presented in the next section of the report. The annotated bibliography itself is presented in Part II.
3. OVERVIEW OF ANNOTATED BIBLIOGRAPHY

MODEL/DATA BASE EVALUATION PRACTICES

The material presented in chapters 1 and 2 focuses on a summary of recommended practices for model and data base evaluation. Due to the amount of information published on this subject, it is not surprising to find that authors often disagree on the specific issues to be addressed in a model/data base evaluation. There does, however, appear to be a general consensus on the major phases of such an evaluation. For example, Kuh and Wood\(^1\) divide the model/data base evaluation effort into three interrelated phases:

1. descriptive;
2. analytical; and
3. experimental.

The descriptive phase is essentially an overview of all model/data base documentation and an in-depth review of related literature on similar models or data bases. It focuses on an explicit statement of the model's objectives, structure, and principal results. During the course of the literature review, the analyst begins to formulate hypotheses for testing in the final phase. A preliminary evaluation of the appropriateness of the model's structure for dealing with the policy issues for which it was designed would also be made. In some cases, the plausibility of the results would be evaluated through comparisons with the results produced by other analysis efforts.

The analytical phase goes beyond the literature review because it includes an in-depth analysis of both the underlying technical documentation and the model's computer source code. The purpose of this exercise is to relate the technical documentation to the source code and to document any perceived departures. It is this process which was earlier referred to as verification. Unfortunately, the interpretation of a model's source code is often a very difficult task which may well demand an even higher level of programming skill than was required to build the model in the first place. Consequently, a large-scale, policy-oriented model will probably never be totally verified. A major objective of this phase is to produce information on:

1. the empirical content of the model and associated data base, perhaps with comparison to other empirical studies of similar applications;
2. the limitations on the model/data base's applicability due to its basic structure; and
3. those issues in the model/data base's structure, empirical content, and applications which require further "experimental" analysis.

The experimental phase relies heavily on the analysis of experimentally generated data. These data are usually generated through direct, hands-on operation of the model or access to the data base. Direct operation makes it feasible to carry out complicated tests which provide insight into how the model operates. Another rationale for this approach is that the closer one gets to the operation of a model, the more likely one is to identify errors and discrepancies between implementation and documentation. The cornerstone of the experimental phase is the use of sensitivity analysis. Among the goals of such a sensitivity analysis are a critical evaluation of the local and/or global characteristics, such as uniqueness and stability, associated with various policy impacts. Determining the effects of uncertainty in the underlying data base is also a common goal. Sensitivity analysis is the subject of chapter 4 where these and other applications are discussed. Specialized techniques such as rare events, missing data, error propagation, and stability, are the subject of chapter 5.

SELECTED FEDERAL DOCUMENTATION GUIDELINES

The references cited in sections 3.1 and 3.2 have been selected as the principal representatives of documentation standards and guidelines intended for use by the Federal government and its contractors. They have been developed as guidelines for contractual obligations, based on a consensus of needed standards, and carry an authority based on a perceived need for universal uniformity in the presentation of information on model and software projects.

Federal Information Processing Standards (FIPS)

Documents Federal Information Processing Standards Publications (FIPS PUBS) are developed by the Institute for Computer Sciences and Technology (ICST) at the National Bureau of Standards (NBS) and are issued under the provisions of the Federal Property and Administrative Act of 1949, as amended; Public Law 89-306; Executive Order 11717; and Part 6 of Title 15 of the Code of Federal Regulations. The goals of the FIPS PUB series are to:

(1) improve the life-cycle efficiency and effectiveness of Federal information technology resources;

(2) facilitate the competitive and economic procurement of systems, components and services;

(3) improve the portability of data, software, and technical skills across systems;

(4) protect systems and networks against unauthorized access, manipulation, and abuse;

(5) reduce waste, errors, and unnecessary duplication in the application and use of systems; and
(6) increase the productivity of the Federal workforce.

Institute for Computer Science and Technology Documents

ICST is a center of technical expertise in information technology. ICST focuses primarily on helping the Federal government make effective use of computers and information technology. ICST products, services, and technical support are used by all levels of government and the private sector as well. ICST's major activities are:

(1) determining requirements for and participating in the development of national and international voluntary industry standards for computer products and services;

(2) developing guidelines, technology forecasts, and other products to aid in the effective management and use of computers;

(3) disseminating and exchanging information with Federal, State and local governments, industry, professional, and research organizations on computer use and standards needs;

(4) providing technical support for the development of government policies in information technology;

(5) providing direct technical assistance to Federal agencies on a cost reimbursable basis; and

(6) carrying out applied research and development.

SENSITIVITY ANALYSIS

The references in chapter 4 focus on how the use of sensitivity analysis permits decision makers to deal with uncertainty. The need for sensitivity analysis in a policy context is apparent when one recognizes that policy or decision makers usually want more than single numbers or simple sets of numbers as answers. They desire a credible assessment of the range of possible outputs and how these can vary with different actions. Can, for example, desirable end results be reached by altering some of the decision variables and what are extreme possible outcomes if circumstances do not evolve quite as originally perceived?

The two major types of sensitivity analysis, deterministic and probabilistic, are treated in a variety of articles, some of which use advanced techniques. In a deterministic sensitivity analysis, the policy maker wants to set values of model parameters at any of a number of alternative levels, all of which may be feasible choices, though only one set may become the basis for action.

The modeler must be able to test the effect of each such alternative. To do this an experimental design for selecting specific values of input elements for analysis is first required. The model results based on the use of
selected inputs would then be analyzed via statistical techniques to quantify the effect that an individual input or combinations of inputs (independent variables) have on the response (dependent variable).

Probabilistic sensitivity analysis involves the explicit recognition of uncertainty in a model. Such methods generally lead to a more comprehensive sensitivity analysis, including the manner in which the output reflects the input randomness. In a probabilistic sensitivity analysis, the same strategies for putting alternative scenarios through the model are used, but the process involves a comprehensive approach, including:

1. determination of input probabilities and (particularly) joint probability distributions, as necessary;
2. formulation of an experimental design for selecting specific values of input elements for analysis; and
3. identification of a statistical format for analyzing and presenting the results.

Of the advanced sensitivity analysis techniques, model sampling and response surface methodology appear to have the greatest applicability to the types of modeling problems faced by FEMA. Model sampling is a procedure for sampling from a stochastic process (even a single random variable in the simplest case) to determine, through multiple trials (generally via Monte-Carlo methods) of a carefully constructed computer-based experimental design, the nature and effects of a probability distribution that would be difficult or impossible to determine by standard statistical arguments. Response surface methodology, on the other hand, is typically carried out under a specific statistical experimental design. The term "response surface" refers to a formal mathematical relationship expressing the anticipated value of the dependent variable in an experiment as a function of the independent variables of the experiment. The relationship is typically derived by statistical analysis of the results of designed factorial experiments. An effort of this type is often completed by sampling of the variables found important and thought to be random, and then running the model at their values.

TECHNIQUES FOR HANDLING SPECIAL CASES

Rare Events

Much of the planning which FEMA must carry out as a part of its mandated responsibilities is concerned with the way the locality/region/nation should respond to the occurrence of a rare event. The articles in this section of the annotated bibliography are for the most part of a Bayesian flavor since little information is usually available on how the system of interest responds to the occurrence of a rare event. Several approaches involve the pooling of expert opinion to tighten the prior distribution. Most articles focus on one of two subject areas. The first area is concerned with rare and/or violent weather conditions; it includes models which are more akin to traditional statistical approaches. The second area deals with reactor safety. Due to the complex technological nature of the problem and the general lack of data on system/component failures, analysis often relies heavily on fault trees.
Missing Data

Techniques for dealing with missing data are the subject of a rapidly growing literature in statistics. The techniques discussed in this section of the annotated bibliography range from complicated imputation methods, based on a pre-specified experimental design, to mathematical programming (linear and dynamic), and finally ad hoc, rule-of-thumb procedures. As shown in section 5.2, the technique actually used depends both on the way in which the data was collected and the intended use of the data.

Error Propagation

The theory of error propagation is a well-established branch of statistics which may be used in conjunction with sensitivity analysis in evaluating a large-scale model. Techniques for studying error propagation also appear to have important applications for systems which deal with rare events. The articles in this bibliographic section focus on three basic subjects: (1) errors in model structure; (2) parameter errors; and (3) inherent variability. Model structure errors focus on the process of simplification which is usually necessary to make the model tractable. When major decision parameters are based on data which are aggregated, transformed, or synthesized, their values should not be assumed to be known with certainty. Fortunately, statistical techniques, based on the theory of error propagation, may be used to analyze the impacts on the overall system due to parameter errors. Inherent variability, such as non-homogeneous capital stock, also leads to errors if ignored in model development. For example, non-homogeneity of the capital stock in a particular sector of the economy can be captured in part through reference to a vintage model of capital.

Stability

Local and global stability considerations are of particular importance in any large-scale, dynamic-optimization model. Such models may be concerned with the identification of an optimal investment trajectory following a major disruption which affects a large portion of the nation/region's capital stock. One should note the close relationship to the types of problems studied under the topic of sensitivity analysis to those discussed here. In many applications, the lack of stability may be characterized by either discontinuities in the response or movement to an asymptote. For example, the value of the response may be dependent on the path of a set of variables through the solution space rather than the values of the variables. Such phenomena may be analyzed via catastrophe theory. The more classical applications of stability are based on the theory of differential equations. A set of theorems, due to Liapounov, provide the theoretical basis for much of the current work in this area.
1. MODEL EVALUATION PRACTICES

1.1 METHODOLOGY


This paper evaluates numerically the cumulative function (cdf) of the two-stage least squares (TSLS) estimate of the coefficient of an endogenous variable in a single equation of a system of simultaneous equations. Tables of the cdf's are given for enough values of the standardized coefficient, the number of excluded exogenous variables, and the noncentrality parameter, so that the cdf can be obtained for any case by suitable interpolations and transformations. Other tables evaluate the accuracy of approximations to the cdf's based on the normal distribution and asymptotic expansions. Some properties of the TSLS estimate are inferred, and comparisons with other estimates made.


In the past, more software tests were constructed by heuristics and by drawing upon experience with similar software. Recently, enough preliminary work has been done to propose an analytical construction of test cases. This report begins by defining five broad classes of software tests: Type 0, Type 1, Type 2, Type 3 and Type 4. In a Type 0 test, all instructions are exercised at least once. In Type 1 and 2 tests, all flowchart paths are exercised at least once. Type 1 is performed by forced traversal and Type 2 by natural execution. Types 3 and 4 correspond to an exhaustive interaction of all input and stored data. Clearly, Types 3 and 4 are infeasible and only a strategy lying between Types 1 and 2 can effectively be implemented. Since enumeration of all the paths in a given program is required for Type 1 and 2 tests, this report establishes the lower and upper bounds on the number of paths as a function of the number of deciders, describes a manual decomposition procedure to cut a graph into smaller subgraphs, and proposes an algorithm to machine-identify all paths. A complete Type 1.5 driver system for forced path traversal, implemented in PL/1, is then thoroughly described, together with suggestions on how to extend these techniques to other languages. A typical program is analyzed manually, tested with data and run through the system. Some evaluation of the usefulness of the system is eventually given in the light of the accumulated experience.

In the development of so-called nonsurvey or short-cut methods of generating regional input-output tables, the evaluation of the methods often compares an estimated input-output matrix with a survey based matrix or similar benchmark matrix. The paper discusses the limitations involved in using conventional statistical techniques for such matrix comparisons and highlights the input-output characteristics that are overlooked by such tests. It goes on to suggest a package of complementary tests, which is designed so that the loss of power of any particular test is compensated by other tests in the package. The package is then applied to assessing three different methods of generating input-output matrices for the Australian State of Western Australia.


A major difficulty for designers of systems to forecast international affairs has been to allow the use of both observable data and subjective estimates. A novel approach has been developed based upon a Bayesian stochastic model. The present report discusses an experimental test of the approach in an actual intelligence setting. In this experiment, both direct subject probabilistic forecasts and those generated by computer models performed well. There was some suggestion that the direct assessments might be better for short-term forecasts and that the computer models might be most valuable in longer-term forecasting (30 days and longer) in dynamic situations.


Three criteria are established for the evaluation of the utility of multiobjective programming techniques for water resource planning. The criteria are computational efficiency, explicitness of trade offs among objectives, and the amount of information generated for decision making. The multiobjective approaches are classified into generating techniques, techniques which rely on the prior articulation of preferences, and techniques which foster iterative definition of preferences. The methods in the various classes are reviewed and evaluated in terms of the hypothesized criteria. The evaluations are then used in establishing conclusions about the applicability of the multiobjective approaches to water resource problems.
Recent advances in the development of receptor-oriented source apportionment techniques (models) have provided a new approach to evaluating the performance of particulate dispersion models. Rather than limiting performance evaluations to comparisons of particulate mass, receptor model estimates of source impacts can be used to open new opportunities for in-depth analysis of dispersion model performance. Recent experiences in the joint application of receptor and dispersion models have proven valuable in developing increased confidence in source impact projections used for control strategy development. Airshed studies that have followed this approach have identified major errors in emission inventory data bases and provided technical support for modeling assumptions. This paper focuses on the joint application of dispersion and receptor models to particulate source impact analysis and dispersion model performance and evaluation. The limitations and advantages of each form of modeling are reviewed and case studies are examined.


During the seventies hundreds of energy models were developed, varying in modeling techniques, scope, complexity, and size. One class of models, energy macro models, was designed to describe demand and supply of energy for a large region or a country. These energy macro models were expected to contribute substantially to the quality of energy policy. The author indicates some basic problems inherent to these energy macro models and finds that these expectations were too optimistic. Two classes of problems are mentioned: scientific weaknesses in the models themselves, and the way models have been used in the policy process. This article focuses on the second class of problems and draws examples from the Dutch experience in using energy macro models.


This multi-authored article develops a framework for systematically evaluating large scale econometric models. Reasonably self-contained aspects of model evaluation include parametric evaluation prior to the release of the model (model selection, parameter estimation, and pseudo-forecasts and structural stability tests) and evaluation after release of the model. Many operational procedures for parametric evaluation are noted; alternative, ad hoc procedures are necessary in some cases, given the present state-of-the-art. Non-parametric validation procedures are then outlined. These include single-variable measures, tracking measures, error decomposition, and cyclical and dynamic properties. A statistical appendix sketches some of the theoretical results used in the paper.

Methods for selecting a first order response surface design when both variance and bias error exist are applied to a situation which it is desired to extrapolate the fitted model in all directions outside of a sphere within which all the runs are to be made. The region of interest is a spherical shell.


A generally applicable algorithm for the evaluation of regression models is described. The correctness of each contribution to the regression is verified according to static tests which provide a high level of significance. On the basis of the described algorithm a program has been developed for automatic identification of the functional relationships characterizing the regression models. The program has been fruitfully exploited for a large computing system performance evaluation.


This assessment is intended as a guide for Congress on the potential to develop and use mathematical models to more effectively and efficiently analyze the Nation's water resource problems. Policy options are presented for improving the use of these tools within both Federal and State water resource agencies. The assessment reviews the current technical capabilities of models; the current and potential use of models by Federal and State agencies; and general impediments to effective model development, use, and dissemination. It draws on the results of surveys of water resource professionals in 27 Federal agencies and offices, from all 50 States, and from universities and the private sector. Mathematical models are new techniques that are increasingly being used for water analysis. The Office of Technology Assessment (OTA) focused on mathematical modeling as a means of assessing the broader issue of our ability to analyze and plan courses of action to deal with current and long-range water problems. OTA did not investigate the more traditional forms of water resource analysis that are being replaced by mathematical models, or the less commonly used physical models. The technical capabilities of models vary greatly among the water resource issues analyzed in this report; however, the assessment finds that models capable of analyzing many pressing water resource issues are currently available, and have significant potential for increasing the accuracy and effectiveness of information available to managers, decision makers, and scientists. Institutional constraints to model use, including lack of information about available models, lack of training in model use and interpretation, lack of communication between decision makers and modelers, and lack of general support services, are identified as major impediments to increased model use for water resource analysis.
This workshop proceedings contains 29 papers dealing with the theoretical and applied state-of-the-art of validation and assessment, with emphasis on energy mathematical modeling. The following areas are addressed: activities of the Department of Energy in assessment and validation, taxonomy and structure of assessment and validation, the relationship between model assessment and policy research, the Electric Power Research Institute's Energy Modeling Forum and projects, independent third-party model assessment, the Texas National Energy Modeling Project, management and improvement of the modeling process, complexity of model evaluation, definitions and structure of model assessment approaches, model access and documentation, energy and econometric models, and sensitivity analysis.

The Symposium on Validation and Assessment of Energy Models, held at the National Bureau of Standards (NBS), Gaithersburg, MD (May 19-21, 1980), was sponsored by the Energy Information Administration (EIA), of the Department of Energy (DOE), Washington, DC. The symposium was organized by the NBS Operations Research Division with a two-fold agenda: (1) to summarize the recent ideas and advances of model validation and assessment that have been applied to DOE energy models, and (2) to hold workshops on key open questions that are of concern to the validation and assessment research community. Speakers addressed current and future practices, the EIA model validation program, model structure and data, and model credibility. Full-day workshop sessions were held on the following topics: validating composite models, the measurement of models, the measurement of model confidence, model structure and assessment, sensitivity and statistical analysis of models, and model assessment methodologies. This volume documents the symposium proceedings and includes the formal papers presented, discussant comments, panel discussions and questions and answers, and summaries of the issues and conclusions reached in the workshops.

The extension of operations research (OR) or decision-aiding models and OR methodology from operational and technological settings to the field of policy analysis has caused analysts and users to question whether the OR process can handle the requirements of this new area. This paper reviews the evolving nature of OR methodology, the difficulties that have arisen in applying it, and the attempts to improve the use of OR methodology in policy analysis. The analyst's role in providing information to the user to determine whether and how a specific OR model can be used as a decision aid is emphasized. Relevant information for the analyst to provide covers model validation, assessment, utility, confidence and documentation.
Although a number of articles have been written over the years on the subject of evaluating economic forecasts, the authors feel that current practice in this area remains deficient. In the first place, a number of the evaluation techniques presently employed can generate false conclusions. Perhaps more importantly, the standards which a set of economic forecasts have been required to meet are not sufficiently stringent, since the object of any evaluation exercise ought to be self-critical rather than self-laudatory. This paper examines the problem of evaluating from two viewpoints. First, one would like to know how good is a particular set of forecasts. Of particular importance in this respect is the concept of conditional efficiency. Secondly, a number of diagnostic checks which ought to be made on forecast adequacy are outlined. In a good deal of econometric work tests against serial correlation in the forecast errors should prove particularly useful in this context. The paper discusses the validity of various evaluation techniques which have been proposed in the past, and concludes that a number of these can lead to misleading interpretations. The difficulty appears to be in the fact that, for a 'good' set of forecasts, the time series and distributional properties of the predictor series generally differ from those of the predicted series.


This report is designed as a handbook specifically oriented to water quality and water resource planners and managers. It presents a large amount of basic information concerning water quality modeling including procedures for: model evaluation, model selection, integration of modeling with planning activities, and contracting modeling projects. Planners without previous experience in water quality modeling may use the information and procedures included in the handbook to determine whether a water quality model could and should be used in a particular planning program, and which specific model would be cost effective. This includes a step-by-step procedure leading to the rejection or selection of models according to specific project needs. The handbook discusses the implications which accompany the decision to model, including the need for additional labor and specialized technical expertise. Methods and procedures for integrating the use and results of water quality models with other activities of the planning process are described as well as the respective merits of in-house and contracted modeling. The handbook also deals with the procedures for obtaining and using contractual services for water quality modeling. Step-by-step instructions are provided for the preparation of solicitations, evaluation of proposals and selection of contractors.

A great deal has been learned about the nature, problems, and possibilities of model analysis during the course of the MIT assessment of the Regionalized Electricity Model. Additional information has been accumulated through participation in the Energy Modeling Forum. It seems likely that model analysis in some form will become a permanent and important component of policy studies. But the shape it will take is not yet clear. Some argue that modelers are in the best position to do assessments and that in the long run the recent development of model analysis as a separate discipline will give way to assessments performed by modelers themselves on their own work and the work of others. This is a possibility, although it raises questions of impartiality and it is not clear that modelers will ever wish to spend the very significant time inspecting the work of others that assessment requires. Others believe that model assessment and forum analysis will eventually grow to resemble each other more than they do today and ultimately merge into a single type of analysis. This is another possibility, and the current work of the Energy Modeling Forum is indeed moving in that direction. But each kind of model analysis offers its own set of advantages, and at the present time the division of labor is an effective one. Still another possibility is that the users of a model will gradually take more initiative themselves in performing careful assessments of the models they use or are considering. The authors' guess is that the future development of model analysis will follow several of these alternate paths simultaneously—including the main path of separate growth. They see model analysis gradually broadening in scope to include not only comparative model assessments, but policy study critiques as well, where the postmortem review is directed not at a model, but a total policy study within which a modeling effort may or may not be contained. The most interesting question to them is whether development along the main path will become well enough received, especially by policy makers and model users generally, to lead to institutionalization of model analysis in the form of a recognized professional discipline with laboratories and centers in many application areas and in many regions of the country.

In June 1978 a workshop on validation of mathematical models in energy related research and development was held at the Dallas/Fort Worth Airport Marina Hotel. The workshop was sponsored by the National Science Foundation and was hosted by Texas Christian University. Invited participants included representatives of government agencies, public and private research organizations, industry, and consulting firms whose experience and expertise included a serious concern for the problem of model validation. They also represented a broad spectrum of energy technologies (solar, nuclear, wind, fossil fuels) and a wide range of mathematical modeling specialties (econometric models, policy models, system design and performance models, sensitivity analysis, probabilistic models, etc.). The objectives of the workshop were the following: (1) to promote mutual understanding through examples and case studies; (2) to provide an opportunity for exchange of technical information; (3) to identify areas where cooperation would be mutually beneficial; (4) to identify needed research areas; (5) to identify means of broadening communication channels; and (6) to produce a workshop report which would be widely circulated among model builders.


Within the context of the general linear regression model, the squared error loss measure for gauging estimator performance, preliminary test, Stein rule, and least squares estimators are specified, evaluated, and compared. It is noted that the James–Stein positive part and the modified James–Stein estimators, not commonly seen in the econometric literature, are uniformly superior over the range of the parameter space to the conventional and preliminary test estimators, respectively.


This paper is concerned with approaches to validating and judging the performance of energy models. There has been a proliferation of models of all sorts. These models not only attempt to deal with many different aspects of industry and market behavior but also involve widely different modeling methodologies. Several attempts have been made to evaluate these methodological approaches. The major focus of this paper is on criteria for determining the validity of a model that are quantitative. Different validation criteria are suggested for econometric time-series models, input-output models, and mathematical programming models. Finally, an appeal is made for including validation measures in future energy modeling studies.

Fixed-configuration optimization is the modern version of the classical parameter optimization problem. The concept is to fix the configuration of the system with the exception of certain parameters which are then selected so as to optimize the performance. Application of fixed-configuration optimization to deterministic control is often referred to as the specific optimal control (SOC) problem following the terminology used in an early paper by Agarwal and Sridhar in which several numerical techniques were examined for solving SOC problems. A later paper by Eisenberg and Sage extended the results of Agarwal and Sridhar; various aspects of the sensitivity problem in SOC and some possible solutions were examined in the papers by Burns and Kumar and Sims and Melsa. A natural extrapolation of the SOC work was the application to estimation; specific optimal estimation (SOE) was developed by Sims and Melsa by reformulating the problem as a deterministic equivalent problem. Recently the concepts of the SOC and SOE work have been combined by Hardaway and Melsa to form the specific optimal stochastic control (SOSC) problem. This paper surveys and evaluates these previous efforts.


Forecasts can be evaluated relative either to an alternative forecasting procedure (traditionally a naive method) or to a desired statistical property (such as unbiasedness, efficiency, or rationality). This paper employs two statistical tests to examine whether the ex ante forecasts of three prominent forecasters were "rational." The first is a test of unbiasedness, a common definition of rationality. Some investigators have taken acceptance of the null hypothesis of unbiasedness as sufficient for inferring rationality, even though unbiasedness need not imply most accurate or best. If rationality is understood in its strong form as incorporating all available information, this test is inadequate. A second test examines whether the forecasts could have been improved on the basis of information available at the time of the forecast. Rather than searching the universe of plausible explanatory information, this investigation is confined to past forecast errors as they were known to the forecaster at the time the forecast was made. The final section of the paper discusses the implication of these results as a test of part of the set of propositions known as the rational expectations hypothesis.
An economic forecast may be called "scientific" if it is formulated as a verifiable prediction by means of an explicitly stated method which can be reproduced and checked. Comparisons of such predictions and the realizations to which they pertain provide tests of the validity and predictive power of the economic model which produced the forecasts. Such empirical tests are an indispensable basis for further scientific progress. Conversely, as knowledge accumulates and the models improve, the reliability of forecasts, viewed as information about the future, is likely to improve. Forecasts of future economic magnitudes, unaccompanied by an explicit specification of a forecasting method, are not scientific in the above sense. The analysis of such forecasts, which we shall call "business forecasts," is nevertheless of interest. There are at least five reasons for this interest in business forecasts. First, to the extent that the predictions are accurate, they provide information about the future. Second, business forecasts are relatively informative if their accuracy is not inferior to the accuracy of forecasts arrived at scientifically, particularly if the latter are more costly to obtain. Third, the margin of inferiority (or superiority) of business forecasts relative to scientific forecasts serves as a yardstick of progress in the scientific area. Fourth, regardless of the predictive performance ascertainable in the future, business forecasts represent a sample of the currently prevailing climate of opinion. They are, therefore, a datum of some importance in understanding current economic behavior. Finally, even though the methods which produce the forecasts are not specified by the forecasters, it is possible to gain some understanding of the genesis of forecasts by relating the predictions to other available data. This paper is concerned with the analysis of business forecasts for some of these purposes. Specifically, the authors are interested in methods of assessing the degree of accuracy of business forecasts both in an absolute and in a relative sense. In the Absolute Accuracy Analysis they measure the closeness with which predictions approximate their realizations. In the Relative Accuracy Analysis they assess the net contributions, if any, of business forecasts to the information about the future available from alternative, relatively quick and cheap methods.

The concept and practice of energy model validation are addressed. The objectives of this work are to give a general indication of what model validation means; to identify, in an organized way, a set of specific questions and activities that are pertinent to model validation; and to indicate ways in which mathematicians and statisticians can contribute in consulting and research roles. The approach includes a breakdown of the model development and modification process into various components: mental model formulation, mathematical model formulation, program design, coding and keypunching, computing process, comparison with data and expectation, real world information process, data generation process, model correction and adjustment, and the policy process. Some standards for the type of extensive model documentation necessary to permit a full-scale validation effort are suggested, and some specific questions to be examined are identified. The process of active validation and the role of mathematicians and statisticians are also discussed.


An efficient technique for approximating a joint N-dimensional probability density function has been described by Sebestyen and Edie. The algorithm searches for clusters of points and considers each cluster as one hyperellipsoidal cell in an N-dimensional histogram. Among the advantages of this scheme are: (1) the histogram cell descriptors—location, shape, and size—can be determined adaptively from sequentially introduced data samples of known classification, and (2) the number of cells required for a good fit can usually be held to a small number. No assumptions are required about the underlying statistical structure of the data. The paper presents heuristics which were developed to automate the selection of the control parameters. The properties of these parameters were studied as a function of dimension. Two of the control parameters were found to be linearly related to dimension. This provides a method for determining their value by extrapolation, thereby avoiding a great deal of computation.


This article presents a methodology for decomposing ex ante forecasting error into exogenous variable error, data revision error, model error, and judgment error. This method is applied to the forecasts made by the National Institute in February 1975 and February 1976. The first section describes the methodology including the NIESR forecasting procedure. Then the NIESR model (with some of its problems) is discussed together with the data used in the study. The method for decomposing the forecasting error for 1975 is applied and a similar analysis presented for 1976. Some conclusions and a summary complete the article.

Joint two-step estimation procedures, which have the same asymptotic properties as the maximum likelihood (ML) estimator, are developed for the final equation, transfer function, and structural form of a multivariate dynamic model with normally distributed vector-moving average errors. The ML estimator under fixed and known initial values is obtained by iterating the procedure until convergence. The asymptotic distribution of the two-step estimators is used to construct large sample testing procedures for the different forms of the model. [Two related articles, by McDonald and Darroch and by Palm and Zellner, are cited in the Appendix (A.1).]


This is a final report for research in distributed computer systems. Chapter 2 describes the top-down development approach. The development process is divided into four successive phases: (1) requirement and specification phase; (2) design phase; (3) implementation phase; and (4) evaluation and validation phase. Guidelines and automated tools for the first two phases are developed. A graphical method (using the max-flow min-cut algorithm and cut-tree concept) to decompose and partition a computer system into loosely coupled subsystems is proposed. The implementation and the evaluation and validation phases are outlined briefly only because they are very technology and architecture dependent. Chapter 3 examines the Petri net model for asynchronous concurrent systems. Procedures based on Petri net for predicting and verifying the system performance are presented. The computational complexities of these procedures are also shown. Chapter 4 examines the analysis techniques for deadlocks in asynchronous concurrent systems. In particular, the author studies in detail deadlocks caused by conflicts in mutually exclusive access to resources with the constraint that each resource type has only one member. Chapter 5 first classifies and then evaluates several existing software reliability models according to some proposed criteria. Then it develops a theory of software reliability based on the nature of the input domain of the program, i.e., the size of the errors and the number, complexity and continuity of equivalence classes formed in the input domain.

This is a report of the work performed by General Research Corporation during the Advanced Software Quality Assurance contract. Research was conducted in four major areas: (1) assertions, verification conditions and consistency proof; (2) design of an executable assertion language and the development of a preprocessor to implement this language; (3) development of a Software Quality Laboratory; and (4) evaluation of existing languages as applied to BMD software problems. This report gives a methodology for verifying software. The preprocessors which allow assertions to be placed in FORTRAN and PASCAL programs are described. The static analysis developed as part of the Software Quality Laboratory are also described and examples are given of their use. The Concurrent PASCAL programming language is applied to a generic model of a BMD software system.


This paper presents a method for computing predictions, prediction error variances, and confidence intervals, which can be implemented with any regression program. It demonstrates that a regression estimated for an augmented data set, obtained by (1) combining n sample points with r forecast points and (2) including r dummy variables (each equalling one only for the corresponding forecast point), will yield r dummy variable coefficients and variances, which equal the corresponding prediction errors and prediction error variances. Since most programs lack special routines to calculate these magnitudes and manual computation is cumbersome, the proposed method is of considerable practical value.


This paper contains a flexible and adaptive assessment procedure and a set of assessment criteria for use in having assessments conducted of general purpose computerized models and computer-based modeling tools. Basically, the procedure requires the use of a third party to make subjective judgments on a set of criteria specified by the assessment sponsor and to make an overall recommendation on the use of the model or modeling tool.

This paper reports on the efforts of the Department of Energy to test and evaluate, validate, a large computer model, which represents the world petroleum distribution system. The evaluation technique employed is a complete two to the fourth power factorial design. The main effects, as well as all second order effects are estimated. The technique provided critical insights into the nature of the software identifying errors and assisted in the development of a methodology for re-examining candidate crude mixes of oil stored by the government for use during possible petroleum interruptions.


The structural equation residual and the predetermined values for an econometric model can be observed ex post. If the former values are used to adjust the contemporaneous intercept terms in the structural equations, the model solution will trace out the observed values for the endogenous variables exactly. Under certain assumptions any changes from this solution that are caused by changes in predetermined variables can be attributed to the alternative policy under which these changes would have been made. By using this simulation method with the 1969 Wharton-EFU Model and experimenting with various personal tax rates, optimum tax policies for 1968 and 1969 are found for an arbitrary objective function based on an unemployment-inflation trade-off. Subject to the limits of this procedure, it is possible to determine whether a policy based on an unadjusted Wharton forecast would have been superior to the macroeconomic policy that was followed by the government. The simulation procedure suggested may be more appropriate than current practice for many ex post investigations with non-linear econometric models.

The increasing importance of models that stress the energy portion of the economy has created the demand for evaluation, by other than the model developer, to determine the strengths and weaknesses of a model with respect to the needs of the intended user. The literature describing how evaluations should be performed shows agreement on several basic components of the evaluation process, but at the same time is confusing because, although the same words may be used to describe these components, they often have different meanings. Although the models of interest are quantitative and the corresponding computer programs yield numerical results, published guidelines on model evaluation have lacked operationally defined checkpoints that can be used to summarize concisely and quantitatively the status of knowledge at a given time. Information related to desirable endpoints such as user requirements in terms of model outputs and associated maximum uncertainties, data sensitivities, etc., have customarily been expressed in more qualitative terms that are difficult to measure. A set of guidelines is developed for evaluating energy-economy models; the components of a thorough model evaluation are defined in an operational manner. Quantitative measures based on sensitivity and uncertainty analysis of results important to the user are included. Examples of the various components are drawn from the literature and from evaluation by Oak Ridge National Laboratory of the Long-Term Energy Analysis Program (LEAP) used by the Energy Information Administration for making projections to year 2020 included in that agency's 1978 Annual Report to Congress. Possible paths for future development of evaluation techniques are indicated, particularly those for which evaluation components must be more strictly defined after further practical experience is gained.


A simple method for the construction of empirical confidence intervals for time series forecasts is described. The procedure is to go through the series making a forecast from each point in time. The comparison of these forecasts with the known actual observations will yield an empirical distribution of forecasting errors. This distribution can then be used to set confidence intervals for subsequent forecasts. The technique appears to be particularly useful when the mechanism generating the series cannot be fully identified from the available data, or when limits based on more standard considerations are difficult to obtain.

This report reviews the Energy Information Administration's (EIA) response to Congressional and management concerns relating specifically to energy information system documentation, public access to EIA systems, and scientific/peer evaluation. The relevant organizational and policy responses of EIA are also discussed. An analysis of the model development process and approaches to, and organization of, model evaluation as well as a survey of model evaluation studies are also presented. A more detailed analysis of the origins of the legislated documentation and public access requirements is presented in Appendix A, and the results of an informal survey of other agency approaches to public access and evaluation are presented in Appendix B. Appendix C provides a survey of non-EIA activities relating to model documentation and evaluation. Twelve recommendations to improve EIA's procedures for energy information system documentation, evaluation activities, and public access are also presented.


This paper examines several sets of forecasts representing a variety of sources, models, and techniques. Predictions of percentage changes in GNP are relatively accurate, but partly because of negative correlations between errors in the corresponding forecasts of real growth and inflation. For the last two variables, the multiperiod quarterly forecasts for the 1970's have errors that show unusually rapid cumulations over longer spans. The accuracy and properties of the forecasts depend heavily on the economic characteristics of the periods covered, but only weakly and not systematically on the differences among the forecasts.


This report is one of the products of the study of short-term economic forecasting, a project of the National Bureau of Economic Research. The primary purpose of the project is to assess the accuracy of short-term forecasts of aggregate economic activity in the United States. The materials compiled and analyzed are authentic (ex ante) forecasts of the nation's economic fortunes for the near future—the next year or two or several shorter periods. The forecasts cover comprehensive measures of the value or volume of output for the economy as a whole and its main sectors: gross national product (GNP), its major components, and industrial production. Eventually, other variables will be added, such as personal income, employment, unemployment, and the main price indexes.

This article summarizes the studies conducted at the National Bureau of Economic Research in evaluating the accuracy of a number of macroeconomic forecasts. The materials analyzed in these studies consist of predictions by business economists, as well as by large-scale econometric models.


This article reviews the record of four major forecasts of the Gross National Product (GNP) and the Implicit Price Deflator (IPD) from the fifties through the seventies. The end-of-year forecasts of annual percentage changes in nominal GNP earn good marks for overall accuracy. Moreover, they are found to have improved in the period since the early 1960's compared with the years after World War II. The real growth and inflation forecasts are less accurate. The former forecasts suffer from large turning point errors, the latter from large underestimation errors. The errors in predicting real growth are negatively correlated with the errors in predicting inflation, which helped to make the nominal GNP forecasts more accurate.

1.2 CASE STUDIES


This study examines the ability of economists to forecast ten major economic series. The data for this study were provided by J. A. Livingston of the Philadelphia Inquirer, who since 1947 has collected forecasts for the upcoming 6 and 12 months. The results reveal that, in general, for the period from 1947 through 1978, the economists in Livingston's sample did not produce efficient forecasts and were not able to outperform simple statistical models. It should be noted, however, that a substantial and consistent improvement in forecasting performance by economists in Livingston's sample did occur over this same period. These results contain important information for managers who use macro-economic consensus forecasts.

Discussed is a modeling methodology and an operational multiregional model. The model, called NRIES, comprises 51 state econometric models that are integrated into a bottom-up model of the U.S. economy. Each of the state stochastic equations are estimated econometrically using time-series data. There are 230 variables for each state. The specification of stochastic variables and the error performance of major aggregate variables are presented. A hypothetical policy application of the model, a federal program to reduce unemployment, is discussed.


This report represents the results of a review of the computational aspects of the CRA/EPRI Coal Market Analysis System developed by Charles River Associates. The computational analysis focuses on validation of the computer model, ease of solution by the user, and reduction of solution costs by use of alternative computational procedures. The analysis shows that the computer model faithfully implements the Coal Market Analysis System and that the computational procedures produce the results described in the model documentation. Analysis of the computational structure and solution of the model by two independent analyses of the embedded linear programming problems shows that significant computational savings could be realized by exploiting the special structure that is present in the model. The model is shown to be a network with gains that can be solved by specialized computer packages. The problems are also shown to have a significant generalized upper bound structure that can also be exploited using specialized computer packages.
A set of models of the U.S. energy system has been developed at Brookhaven National Laboratory (BNL). The models are linear programs which minimize the cost of energy consumption, subject to supply, demand, and process constraints. These optimization models provide a consistent framework for studying the nation's energy system. One of the BNL models is the Dynamic Energy System Optimization Model (DESOM), which examines the national energy system over an extended time horizon. This report on the work done for the DESOM project is presented in four parts. First, the general formulation of the model is detailed, with particular emphasis on electric sector modeling and its validation. Next, the sample assessments are described. The fourth section comprises a user's guide to running the model with PDS/Gen software. The final section shows the reformulation required in order to employ a nested decomposition algorithm with this problem, and describes experience with this solution approach.


In 1965, the National Institute of Economic and Social Research published The British Economy in 1975 by W. Beckerman and associates. This article summarizes the results of a post-mortem on the book, which was carried out at the Institute, together with a general discussion of approaches to medium-term projections.


This volume presents an evaluation of the ICF, Inc. Coal and Electric Utilities Model (CEUM) documentation, and a verification of the model's implementation. Chapter 1 reviews the development history and previous application of the CEUM. Chapter 2 presents an evaluation of the CEUM documentation, and Chapter 3 extends the existing documentation by providing a detailed mathematical formulation of the LP portion of the CEUM. Chapter 4 reviews the program structure and operating characteristics. Finally, Chapter 5 presents the results of verifying the correspondence between documentation and computer implementation, the accuracy of implementation, and the effect of implementation errors upon model results.
An evaluation of BLS 1975 industry projections showed the macro projection of the U.S. economy to be the most important source of error. This overestimation of demand led to an overprojection of industry outputs, which combined with productivity factors to produce spurious accuracy in industry employment projections. Equations for investment and imports were particularly poor, while those for personal consumption expenditures and government purchases performed well.


In this paper the ex ante forecasting performance of the model described in A short-run forecasting model of the United States economy (1970) is examined for the period from the third quarter of 1970 through the second quarter of 1973. The ex ante forecasts have always been generated from the model in as mechanical a way as possible. The results indicate, contrary to the prevailing view in the literature, that reasonably accurate forecasts can be produced from a model that is not subjectively adjusted. The results also show, again contrary to results that have been obtained for other models, that the forecasting accuracy of the model is generally improved when the actual values of the exogenous variables are used in place of the ex ante forecasted values. The overall results appear encouraging enough to warrant the suggestion that a more scientific approach be taken to econometric forecasting.


In conjunction with the Energy Information Administration's interest in forecasting the long-range impact of new technologies, the Long-Term Energy Analysis Program (LEAP), which was used for the energy price-quantity projects in the 1978 Annual Report to Congress (ARC '78), was used in an ORNL research program to develop and demonstrate a procedure for evaluating energy-economic modeling computer codes and the important results derived therefrom. The LEAP system used in the ORNL research, the mechanics of executing LEAP, and the personnel skills required to execute the system are described. In addition, a LEAP sample problem, subroutine hierarchical flowcharts, and input tables for the ARC '78 energy-economic model are included. Results of a study to test the capability of the LEAP system used in the ORNL research to reproduce the ARC '78 results credited to LEAP are presented. This document is one report in a series of reports which describe the ORNL LEAP-related research program.

Comparison of solution error and dynamic multipliers of major U.S. econometric models shows, despite some exceptions, that errors are within reasonable bounds and that there is relatively uniform agreement about the pattern and magnitude of fiscal policy impacts. However, the authors have just begun to obtain the standardized comparisons which are needed to assess the merits of different models and their usefulness for forecasting and structural policy analyses.


This paper reports comparisons of selected error characteristics and policy multipliers of 11 major econometric models of the U.S. economy. These results were generated by a cooperative effort of the leading model builders under the aegis of the Model Comparison Seminar of the NBER/NSF Conference on Econometrics and Mathematical Economics. Comparisons of turning point performance, error decomposition, alternative policy analyses, and other characteristics are now underway and will be presented in subsequent seminar symposia.


This report is a summary of the activities and technical reports for the Energy Model Validation Procedure Development project undertaken by the NBS Operations Research Division for the Department of Energy, using DOE's Midterm Oil and Gas Supply Modeling System (MOGSM) as a test vehicle. The reports cover: (1) assessment of the documentation of MOGSM; (2) analysis of (a) the model methodology, (b) characteristics of the input and other supporting data, (c) statistical procedures undergirding construction of the model, and (d) sensitivity of the outputs to variations in input; as well as (3) guidelines and recommendations for the role of the above topics in building models and in developing procedures for their evaluation.


This report is the first in a series of the MIT Energy Model Analysis Program (EMAP) project. It is concerned with the development of procedures for planning and implementing effective documentation. It presents the results of an MIT analysis of policy model documentation as well as the Energy Information Administration's approach to model documentation.

The Department of Energy's Energy Information Administration (DOE/EIA) annually publishes energy future projections in its Annual Report to Congress. These projections, which are divided into short, mid- and long-term, are based on DOE/EIA energy-economy models. The model for long-term projections is the DOE/EIA'S Long Term Energy Analysis Program (LEAP). This report identifies and presents an initial assessment of the major underlying economic assumptions of LEAP Model 22C, the version of LEAP used to prepare the 1978 Annual Report to Congress. The major assumptions of Model 22C are: competitive markets; constant input proportions in production processes; constant returns to scale in production processes; unlimited supplies of capital and variable inputs at fixed prices; continuous (infinitely divisible) units of input; investment based on perfect foresight; technical change limited to exogenous forecasts; minimal regional differences (except for coal production); unlimited supplies of foreign oil at exogenously specified prices; very little government regulation; and a final demand quantities which are essentially exogenously specified.


In this article re-estimates are made of some of the main econometric models of inflation that have been proposed for the U.K. Primarily these are wage inflation models, though reference is also made in the article to price equations. Estimates for each model are provided for a number of different postwar samples to investigate the reliability of each model and their adequacy in light of recent high rates of inflation. The results for most of the models the authors consider are generally negative, except for a wage inflation equation based on the hypothesis of a target rate of increase in real net earnings desired by workers, which shows a great deal of consistency over the different sample periods.


Energy policy models are playing an increasingly important and visible role in supporting both private and public energy policy research and decision making. As importance has increased so too has the need for model review and assessment to assist in establishing model credibility for users and those affected by model-based policy research. Toward this end EPRI has sponsored the MIT Cambridge Energy Laboratory project to assess two important energy system models, the Baughman-Joskow Regionalized Electricity Model and the Wharton Annual Energy Model, and to identify and analyze organization and procedural issues in the model assessment process.

In this study, the authors used 111 time series to examine the accuracy of various forecasting methods, particularly time-series methods. The study shows, at least for time series, why some methods achieve greater accuracy than others for different types of data. The authors offer some explanation of the seemingly conflicting conclusions of past empirical research on the accuracy of forecasting. One novel contribution of the paper is the development of regression equations expressing accuracy as a function of factors such as randomness, seasonality, trend-cycle and the number of data points describing the series. Surprisingly, the study shows that for these 111 series simpler methods perform well in comparison to the more complex and statistically sophisticated ARMA models.


This report provides an evaluation of the architecture, empirical foundation, and applications of the Oak Ridge National Laboratory (ORNL) residential energy use model. A particular effort is made to identify the strengths and shortcomings of the model for alternative uses, and to identify areas where model structure and empirical support could be upgraded. Concrete suggestions are made for improvements in model logic, strengthening the empirical basis for behavioral and technical aggregation. The overall conclusion is that the model has the potential to provide adequate forecasts of the aggregate impacts at a regional or national level of policies whose effects on households are relatively homogeneous. There are a number of model changes which would be relatively easy to implement, and which should substantially improve forecasts of this sort. On the other hand, the aggregate architecture of the ORNL model makes it fundamentally unsuitable for applications to geographical areas smaller than DOE regions, or to policies which have a heterogeneous impact on households.


In 1966, BLS published the results of its first attempt at projecting a detailed set of economic and employment variables. A comparison of these projections for the year 1970 with what actually occurred provides a framework for identifying sources of error and improving the projections methodology. Estimates of aggregate labor force, GNP, and employment were all within 4 percent of actual values, but some of the industry output and employment projections contained large errors. The largest source of error in the employment projections at the industry level was the productivity factor. Input-output coefficients were also significant contributors. Incorrect conditional assumptions, though affecting selected industries severely, were found to have relatively small impact on the final results.
The predictive performance of a number of econometric models of the money stock is examined in this study. The econometric models whose parameters were estimated with quarterly 1947-60 data were used to forecast the 1961-70 money stock. The performance of the econometric models was mixed. The root-mean-squared-error (RMSE) of its forecasts, especially of those models without the lagged variable, is higher than that of a number of mechanistic models of the money stock. The econometric models, however, appear to be structurally more stable than the mechanistic models. These results reflect the strong time trend exhibited by the money stock data.


This report is one in a series focusing on the evaluation of complex mathematical models. The basic approach pursued in this document is patterned after an earlier analysis of the Department of Energy's Midterm Oil and Gas Supply Model (MOGSM). Several extensions of the earlier methodology are presented which assist the analyst in defining the degree to which certain evaluation activities are model dependent. The Department of Energy's Short Term Integrated Forecasting System (STIFS) was used as a vehicle for exercising the revised methodology. The technical content of the report is divided into three parts, reflecting three basic issues of model form, sensitivity and forecast performance. The first issue addressed relates to the structure of STIFS. It includes not only the mathematical assumptions implicit in the model but also data and software considerations. The approach to the second issue focuses on the measurement of climatological uncertainties and uses as its basis a Monte-Carlo experiment. The final issue deals with several techniques for evaluating the predictive performance of a model. Both classical statistical methods and an information theoretic approach are used to illustrate how such an analysis would be carried out in practice.

The purpose of this paper is to report how a verification/validation effort was completed for an economic process model of electric power generation in the United States. Primary emphasis in effort was directed to replicating historical statistics in the 1965/1969 and 1970/1974 periods. This replication effort was accomplished by working toward meaningful replication first for the South Central and Middle Atlantic Regions and second for a 16-region delineation of the contiguous 48 states. Results of both phases show least-cost solutions of the model, as revised in the effort, replicate well statistics for important categories of fuel use and capacity investments. In 6 aggregated regions, the modeling solutions explained 97 percent of the variance in coal use in 1969 and 93 percent of the variance in coal use in 1974. Also, the capacity investment solutions of the model explained 70 percent and 84 percent of the variance in coal investments in 1969 and 1974, respectively. In addition, solutions of the model seem to match unfolding fuel use and capacity investment trends very well for the 1975/1985 period.


In this study, the historical records of the Wharton quarterly forecast and the ASA-NBER survey forecast are analyzed. The complete record of the Wharton forecast includes at least two sets of forecasts for each quarter. Each forecast projects eight to ten quarters ahead. The premeeting forecast is usually made at the end of the first month of the quarter, two weeks before the Wharton quarterly meeting of its users. The post meeting forecast is made at the end of the second month of each quarter and is based on the forty-five day release data. The ASA-NBER survey forecast is a quarterly consensus forecast which was first released in December 1968. It consists of the forecasts of ten major economic variables for four or five quarters ahead made by forty to eighty economists that respond to the survey. The study finds that the ASA-NBER survey outperforms the Wharton model in predicting six (of the ten) variables in the first quarter. By the fourth quarter the ASA-NBER survey still forecasts better in four variables, but only significantly better in one variable. The conclusion is that the Wharton forecast becomes relatively better as the forecast period expands.


The 1974 Project Independence Evaluation System is a complex evaluation, forecasting, and analysis system. It was developed by the Federal Energy Administration to use in preparing the Project Independence report of 1974. This initial version of the Project Independence Evaluation System provided an innovative framework for evaluating energy policy, even though it contained limitations. The Federal Energy Administration is aware of these limitations and is implementing a plan for improving the system. These changes are essential in order for the Project Independence Evaluation System to approach its full usefulness.
Models are used within the Government to perform program and policy analysis of complex issues in such areas as social welfare, food, energy, and transportation. Models allow analysts and decision makers to address issues which are not readily susceptible to other analytical techniques. Models can be extremely useful, and, in some cases, they are indispensable for dealing with analytical problems. However, before being used, models should be evaluated carefully in order to assure that they are used properly and that any uncertainties in the results are identified. The Transfer Income Model is used widely throughout the Government to analyze a broad range of welfare programs. GAO's assessment of the model demonstrated how changes in assumptions and modifications to the model can be very useful in certain circumscribed areas but should not be used for other types of analysis.


This paper describes progress made at the Oak Ridge National Laboratory (ORNL) toward development and demonstration of a methodology for evaluating energy-economic modeling codes and important results derived from these codes. The goal of this work is to supplement traditional evaluation methods with more quantitative procedures which will be of interest to the Office of Validation Analysis of EIA. ORNL is applying sensitivity theory as part of a comprehensive effort to quantify the importance of various data and model parameters to key results of interest. Two types of sensitivity-analysis approaches, screening and adjoint perturbation theory, are discussed. Other essential program elements described in some detail include computational experience, assessment of model structure and rationale, and evaluation of the model input data. Preliminary findings from application of this approach to the Long-Term Energy Analysis Program (LEAP) used in obtaining projections (Model 22C) for the 1978 EIA Annual Report to Congress are presented.

The Energy Information Administration (EIA) is charged by Congress to prepare an Annual Report to Congress (ARC) which includes projections of energy supplies, consumption and prices, as well as the relation of energy to other economic activity. As an aid to users of ARC, the EIA Office of Analysis Oversight and Access (OAOA) is preparing "Analysis Quality Reports" on particular components of the energy information analysis system used in developing the ARC-78 projections. This report focuses on the Coal Supply Module used for the midterm projections of the ARC-78. The Coal Supply Module is part of the EIA's National Coal Model. The review and analysis presented here is based upon the MIT Energy Model Analysis Program's (EMAP) evaluation of the documentation and implementation of the Coal Supply Module sponsored by OAOA, and an in-depth evaluation of a related model—the ICF Coal and Electric Utilities Model—which also employs the EIA Coal Supply Module.
2. DATA BASE EVALUATION PRACTICES


Statistical analysis of large data sets often requires an initial data editing and preparation phase to check the validity of individual data items, check for consistency among related data, correct erroneous data, and supply (impute) values for missing data where possible. During this preparatory phase of analysis, it is often necessary to partition the data set into a number of subsets by logical selection and/or random-sampling techniques for purposes of hypothesis testing. This paper examines the data-management support required by these editing and subsetting operations in terms of lower-level data-manipulation functions and mappings between logical and physical data structures. Advantages of transposed data files for statistical applications are discussed in comparison with record-based structures. A specific self-describing transposed-file design is described in detail, with emphasis on representations of logical data structures commonly encountered in statistical data bases.


After defining the terms used, the authors derive two useful difference equations with appropriate initial conditions. The practical difficulties which are encountered when these equations are used with large data sets are discussed. After discussing a stochastic model, a statistical method for evaluating probable complexity is derived. This is a valuable contribution to data-base analysis.


This study of the accuracy with which people report holdings of common stock was carried out by the Bureau of the Census with institutional cooperation as a sequel to the Federal Reserve Board Survey of Financial Characteristics (SFC) of 1963 using the same interviewers and identical field and data processing procedures. The results indicate substantial nonreporting of stock ownership, which represents a major source of bias. Nonresponse is positively related to economic status, and holdings reported by the respondents were less than those of the nonrespondents. The size distributions of stock holdings are biased. Perhaps most important, estimates of variances and of confidence intervals computed by the usual standard error formulas are invalid as applied to mean holdings of the total population.

Progress has been made toward development of a data translation methodology and selection of optimal target data bases at the University of Michigan. A model for implementing data translators has been formulated and verified through the development of a series of increasingly general data translators. Mechanisms have been developed for prescribing logical data transformations—Restructuring Specifications—and physical data descriptions—a Stored-Data Definition Language. Finally, results have been obtained on the evaluation, selection, and optimization of target data base structures.


Research was conducted and methods were developed for detecting and locating errors in large data systems. Errors were assumed to originate from any source including recording, transcription, man-made, machine-made, etc. Mathematical formalism was developed to evaluate probabilities calculated from the results of tests applied to the data. The tests are based on redundancies and known relationships in the data, as well as past history of the data. The logical implication of sets of failed tests are evaluated for various models including dependency and independency of error assumptions. Methods were developed for the construction of dictionaries of tests and procedures given to check the dictionaries for consistency, completeness and redundancies. The effectiveness of tests to detect and locate errors was defined for single tests and sets of tests giving a way to evaluate the testing procedure.


The authors consider the problem of forecasting time series. They note the difficulties that arise in the solution of practical problems, especially in processing short series. They give estimates relating the accuracy of the prediction to the quality of the approximation and extrapolation of applicable models. They propose algorithms that make it possible to refine prediction models successively until a best estimate is obtained of the quality of the extrapolation. (In Russian)
Energy data validation can be viewed operationally as a three-fold assessment process: (1) a determination of the quality of the data collected, i.e., an assessment of accuracy; (2) an analysis of the relevance and usefulness of the data so as to assess how closely the data collected is meeting the requirements of its users; and (3) an assessment of measures that can be taken to enhance the effectiveness of the data system under study. Assessment (1) is akin to the process of critical evaluation of data in the physical sciences. Assessments (2) and (3), the more distinctive features, underlie two important goals of validation. In brief, the analyst validates both the information and the requirements for the information, and as deficiencies in these two aspects are uncovered, the validation analyst formulates and evaluates the means for correcting these deficiencies. This paper focuses upon the use of an error model for systematizing the assessment of accuracy in a data-system validation study.


One of the problems faced by a data base administrator is the determination of a file reorganization policy. The data base administrator has to balance the benefits of a reorganization, which restores processing efficiency and hence reduces operating costs, against the extra expenditures involved (unloading and reloading the files, system unavailability costs, etc.). In this paper the authors consider both policies of state-dependent reorganization and reorganization at fixed time intervals. They prove that the optimal state-dependent policy belongs to the class of control-limit rules, and show how the optimal control-limit can be evaluated. They then consider the policy of reorganization at fixed time intervals, and show that, when the record arrival process is Poisson, this policy is always inferior to the optimal control-limit rule (for the average-cost criterion). They conclude with an example where operating and reorganization costs increase linearly with system occupancy.

Internal data screening is validation of data by quantitative internal comparisons across records for a given variable, across variables for a given record, across time for a given variable and record, etc. Preliminary internal data screening has the objectives of producing: (1) a frozen, archived data base ready for efficient computer analysis; and (2) a general understanding of key variables, a rough cut at response meaningfulness, a qualification of the type of error present; and an assessment of the expected level of difficulty in the comprehensive validation. The relatively less important first objective is defined. It is seen to be achievable through simple computer methodology. The second objective is the paper's major focus. Initial methodological suggestions for accomplishing this objective centering upon the exploratory data analysis techniques of Tukey are made, recognizing the appropriateness of these techniques for a general examination of a large data base that may contain numerous errors.


This paper summarizes the concepts of performance engineering in large software systems and illustrates the application of performance engineering techniques to the early design phase of a large data base system. Performance engineering is a methodology for evaluating the performance of software systems throughout their life cycles. The case study given here demonstrates that it is possible to predict resource usage patterns of complex software systems even in early design phases of the system, although detailed predictions of resource usage are not likely to be validated. The results presented show the leverage of considering performance implications in the early design phases of a software project.


This report describes a research effort that was carried out over a period of several years to develop and demonstrate a methodology for evaluating proposed data base management system (DBMS) designs. Included in the report is a review of a performance prediction system with the following components: (1) a prototype implementation of a positional set processor DMBS, a measurement facility; (2) discussion of the model concepts and parameters; (3) a summary of the mathematical relationships embedded in the performance prediction model; (4) a review of the model evaluation problem and the status of ongoing verification, validation, and problem analysis activities; and (5) research results and suggested future research directions.
3. SELECTED FEDERAL DOCUMENTATION GUIDELINES

3.1 FEDERAL INFORMATION PROCESSING STANDARDS (FIPS) DOCUMENTS


This report provides a standard code, character set, and collating sequence for use in Federal information processing systems, communications systems, and associated equipment. It adopts ANSI X3.4-1977.


This report provides a common reference within the government for terms and definitions used in such information processing activities as the representation, communication, interpretation and processing of data by human or automatic means. The dictionary consists of a single alphabetic listing of over 4000 terms and their definitions. It adopts ANSI x3/TR-1-82.


Characteristics of formatted information, which must be considered for interchange of such information, are identified and described. The objective is to clarify and improve documentation for formatted information transfer. The guidelines describe physical and logical characteristics. A glossary of terms is also attached.


This report establishes the form for and the interpretation of programs expressed in FIPS COBOL. It adopts ANSI X3.23-1974, except for the report writer module.


Standard flowchart symbols and their use are specified. The standard is also known as ANSI X3.5-1972.

A standard software summary form is defined (SF-185), together with instructions for describing computer programs for identification, reference, and dissemination. The form is used to record summaries of programs developed or acquired by Federal agencies, and by GSA to register selected Government software.


Guidance is provided for determining the content and extent of 10 document types used in program and systems development, covering the "development phase" of the software life cycle. The document types cover: Functional Requirements, Data Requirements, System Specification, Data Base Specification, Users, Operations and Program Maintenance Manuals, Test Plan, and Test Analysis Report.


A standard COBOL coding form is provided (SF-268), with an explanation of its use and physical specifications. The form is used in coding of source programs, or as an input document in transcription of COBOL source programs to a medium acceptable to computer systems.


A standard magnetic tape transmittal form is provided (SF-277) with instructions for its use. Physical properties and other characteristics are recorded, to permit a receiving agency to process the tape.


Guidelines are provided for determining the content and extent of documentation during the "Initiation Phase" of the software life cycle. The following document types are covered: Project Request, Feasibility Study, and Cost Benefit Study.

This report defines the syntax of the Minimal BASIC programming language and the semantics for its interpretation. It adopts ANSI X3.60-1978.


This report specifies the form and establishes the interpretation of programs expressed in the FORTRAN programming language. The standard consists of a full language, FORTRAN, and a subset language, Subset FORTRAN. It adopts ANSI X3.9-1978.


This report describes the capabilities of a data dictionary system (DDS). Selection considerations and guidance for pre-implementation planning, implementation, and operational use of a DDS are also provided.


This report summarizes a recommended discipline of application management for database systems. It also provides specific advice on applications planning and management, and on software selection.


This report provides basic information about FIPS publications 0-67 and identifies the computer products and services to which they may apply. The official applicability statement is contained in each FIPS publication. This Guide is intended to serve as a supplemental reference in the use of FIPS publications 0-67 only and does not cover FIPS publications 68 and above.


This report provides explicit advice on achieving database integrity and security control. It documents a step-by-step procedure for examining and verifying the accuracy and completeness of a database.

Programming is an exercise in problem solving. As with any problem solving activity, determination of the validity of the solution is part of the process. This survey discusses testing and analysis techniques that can be used to validate software and to instill confidence in the programming product. Verification throughout the development process is stressed. Specific tools and techniques are described.


Guidelines are given for program testing and verification to ensure quality software for the programmer working alone in a computing environment with limited resources. The emphasis is on verification as an integral part of the software development. Guidance includes developing and planning testing as well as the application of other verification techniques at each life-cycle stage. Relying upon neither automated tools nor formal quality assurance support, the guidelines should be appropriate for applications programmers doing small development projects.


This publication describes the set of programs developed by NBS for the purpose of testing conformance of implementations of the computer language BASIC to the American National Standard for Minimal BASIC, ANSI X3.60-1978. The Department of Commerce has adopted this ANSI standard as Federal Information Processing Standard 68. By submitting the programs to a candidate implementation, the user can test the various features which an implementation must support in order to conform to the standard. While some programs can determine whether or not a given feature is correctly implemented, others produce output which the user must then interpret to some degree. This manual describes how the programs should be used so as to interpret correctly the results of the tests. Such interpretation depends strongly on a solid understanding of the conformance rules laid down in the standard, and there is a brief discussion of these rules and how they relate to the test programs and to the various ways in which the language may be implemented.

Recent studies and surveys have concluded that, in general, the documents produced to support the understanding and use of computer models are inadequate. This paper describes the issues and concerns of computer model documentation and proposes an approach for the development of adequate documentation. First, a number of documentation studies and reports are reviewed, including software documentation guidelines and model documentation procedures. Then, based on the relationship between the phases of the model life cycle and documentation information needs, a set of documents is proposed and described. The author takes a highly critical view of the past and present inadequate state of documentation procedures for computer models. The attention of computer model sponsors and developers must be directed to this area. Otherwise, the author feels, there will be an unfortunate decline in the use of decision models as aids in the analysis of important policy issues. The course of action recommended in this report is an extreme position as to the total information and number of documents required to produce adequate documentation. The author calls for the capturing of all information generated during a model's life cycle. Further research is needed to adapt this extreme position to the realities of cost, resources, model complexity, and model use.


This document is the proceedings of a symposium which was organized to introduce the Government ADP-community to the concepts of when and how to apply the government-wide guidelines of FIPS PUB 38, Guidelines for Documentation of Computer Programs and Automated Data Systems in developing both agency standards and operational documentation. These proceedings of the symposium summarize the question and answer sessions presented in three parallel sessions for management, operations, and staff attendees.


This report addresses issues and problems of software maintenance and suggests actions and procedures which can help software maintenance organizations meet a working definition for software maintenance. It also presents an overview of current problems and issues in that area. Tools and techniques that may be used to improve the control of software maintenance activities and the productivity of a software maintenance organization are discussed. Emphasis is placed on the need for strong, effective technical management control of the software maintenance process.

This guide is to assist managers in the establishment of policies and procedures for effective preparation, distribution, control, and maintenance of documentation which will aid in re-use, transfer, conversion, correction and enhancement of computer programs. Such documentation, together with the computer programs themselves, will provide software product packages which can be transferred and used by people other than the originators of the programs. "Software" and "documentation" are defined, some documentation problems are discussed, and policies, procedures, and applicable standards are outlined. Appendices provide checklists in support of documentation policies and procedures, and references to relevant guidelines, standards, and the literature. A glossary of terms is included.


These proceedings provide a record of papers and discussions presented at a workshop held on March 3, 1982, at the National Bureau of Standards. The meeting was sponsored by the NBS Institute for Computer Sciences and Technology. In addition to papers presented, the record also provides remarks by discussants and other participants. The workshop covered a variety of topics pertaining to software documentation. Topical sessions included: case studies of and reports on application of existing standards, documentation for operation and maintenance, tools for improved documentation, proposals for new documentation standards, enhancing software sharing, improving human interfaces, and quality assurance of documentation. Sixty-three papers were presented in parallel sessions, and a summary session concluded the meeting; over 300 persons participated in the workshop.


This report identifies the approaches and techniques now practiced for detecting, and when possible, correcting malperformance as it occurs in computer information systems. This report is addressed to two audiences: to the systems designer using stock commercial hardware and software who is creating a system which will tax the available hardware, software, or staff skills; and to the manager who wishes to chronicle the deficiencies in an existing system prior to improvement. It enumerates 67 items of current practice which prevent computer malperformance.

Today, providing computer software involves greater cost and risk than providing computer equipment. One major reason is that hardware is mass-produced by proven technology, while software is still produced primarily by the craft of individual computer programmers. The document is for those who direct and those who implement computer projects; it explains the selection and use of validation, verification, and testing (V,V&T) tools and techniques for software development. A primary benefit of practicing V,V&T is increasing confidence in the quality of the software. The document explains how to develop a plan to meet specific software V,V&T goals.


Data base reorganization can be defined as changing some aspect of the way in which a data base is arranged logically and/or physically. This paper contains tutorials and surveys. It introduces the basic concepts of reorganization, including why it is performed. Many examples of types of reorganization are described and are classified into logical/physical levels. The paper then covers pragmatic issues such as reorganization strategies, a survey of several commercial reorganization facilities, case studies, and data base administration considerations. Finally, several research efforts are surveyed.


Thirty techniques and tools for validation, verification, and testing (V,V&T) are described. Each description includes the basic features of the technique or tool, the input, the output, an example, an assessment of the effectiveness and usability, applicability, an estimate of the learning time and training, an estimate of needed resources, and references.


This document provides guidelines for preparing documentation for computer models. Recommended structures for four types of manuals providing model information for four different classes of audiences (managers, users, analysts and programmers) are presented. This document specifies the content of sections and subsections for each type of manual. Manuals prepared using these guidelines will enable persons interested in a model to understand the capabilities and limitations of that model.
4. SENSITIVITY ANALYSIS

4.1 METHODOLOGY

4.1.1 Standard Techniques


This paper deals with the quantitative assessment of the effects of two sources of uncertainty on the quadratic performance index used for controlling linear econometric models. The uncertainties that are most important are the errors in the parameters' estimates and the additive noise entering the dynamic equations. Errors in measurements are not considered. An algorithm based upon the open-loop feedback concept is presented that evaluates the increase in the cost due to parameter errors. The parameters are modelled as random variables with known statistics up to second order, assumed not to change during the control period. This is equivalent to assuming that during the control period the quality of the parameters' estimates will remain essentially the same. These results can be used to assess the potential usefulness of adaptive control for a problem.


The evaluation of various options for energy sources, energy conversion, and efficient use of energy has led to the use of computer-based mathematical models. To ensure that these models are reasonably accurate representations of the situation being studied, it is desirable to have available information concerning the analysis of error propagation in mathematical models when implemented on computers. As an aid to energy model builders who seek methods of analysis for their own work, as well as to provide a helpful guide for the research computer scientists working on the development of new methods for analysis of propagation or error, a classification scheme of error propagation methods is presented and an annotated bibliography of energy-related mathematical models classified by validation and error analysis methods is provided.


A generally applicable algorithm for the evaluation of regression models is described. The correctness of each contribution to the regression is verified according to statistical tests which provide a high level of significance. On the basis of the described algorithm a program has been developed for the automatic identification of the functional relationships characterizing the regression models. The program has been fruitfully exploited for a large computing system performance evaluation.

This survey on the methodology of sensitivity analysis presents a general statement of the several broad categories of this discipline for the purpose of pulling together the various approaches and theory, to show the extent and sophistication of new techniques, special applications and the relation of sensitivity analysis to model evaluation.


A statistical sensitivity analysis may be defined and performed in terms of the response of a vector of parameter estimates to variation in the way sample information is processed vis-a-vis the tentative underlying model. The mode of information processing is a generalization of likelihood and is indexed on a non-statistical parameter \( c \). The case \( c = 0 \) corresponds to maximum likelihood. If the vector of parameter estimates is stable under moderate increase of the index \( c \) from 0, the tentative model and the data are internally consistent. A general procedure for the conduct of such sensitivity analyses is given along with several illustrations. For fixed, positive values of the index, one obtains a general robust estimation procedure.

4.1.2 Specialized Techniques


This report describes progress made at ORNL toward development and demonstration of a methodology for evaluating energy-economic modeling codes. Important results derived from these codes are also discussed. To bolster traditional evaluation methods with more-quantitative procedures of interest to the Energy Information Administration, ORNL is applying sensitivity theory as part of a comprehensive effort to quantify the importance of various data and model parameters to the key results that are of interest. The Long-Term Energy Analysis Program (LEAP) was chosen as the initial focus for the research. LEAP is an energy-economy model which resides in the Long-Term Energy Analysis Division (LTEAD) of the Integrative Analysis Group in the Office of Applied Analysis, EIA. LTEAD developed Model 22C of LEAP for two reasons: (1) to prepare projections through the year 2020, which were needed for the 1978 EIA Annual Report to Congress and (2) to develop a base for analyses of specific options for Federal action.
Adjoint sensitivity theory can be used to determine the sensitivity of results of interest to each of the data elements that enter into the calculations. In this paper adjoint sensitivity theory is discussed, and its applicability to a large energy-economics model is demonstrated by applying it to a specific calculation carried out with the Long-Term Energy Analysis Program (LEAP). Numerical results for \( \frac{dR}{dx} \), where \( R \) is the result of interest and \( x \) is any one of the data elements, are presented for all \( x \) for which \( \frac{dR}{dx} \) is appreciable and for several definitions of \( R \). In a number of cases the accuracy of the \( \frac{dR}{dx} \) obtained by adjoint methods has been verified by direct calculations; these comparisons are also presented. The application of the theory as presented requires extensive development work in that a large amount of analytic differentiation must be carried out. In the course of the work, a method was developed that would allow all of the required derivatives to be obtained numerically using LEAP; this method is presented and discussed. Unfortunately, this numerical method is applicable only to codes with the very special modular structure of LEAP.


An understanding of the uncertainty associated with the predictions of a large-scale model can improve their usefulness in policy analysis. But this has been done in relatively few computer-based modeling efforts to date. It is critical for users to have confidence in their model's outputs and therefore important that the model builders carefully quantify potential variability in results. In this work, we examine the primary statistical methods for understanding possible randomness in large-scale-model prediction. We do not provide an exhaustive survey of mathematical methods for sensitivity analysis but rather focus on the statistical aspects of measuring uncertainty in model output and on the prediction of outcomes from unexpected changes in key model inputs.
Sensitivity analysis of initial value models via the calculation of linear sensitivity coefficients is quite important for model evaluation and validation. Direct solution of the sensitivity equations for N-dimensional, M-parameter systems of ordinary differential equations requires the solution of M*N differential equations, which can become quite expensive for large-scale models. When M>N, the Green's Function Method (GFM), which requires solutions of N² differential equations with M*N subsequent numerical quadratures, is the most efficient computational technique for determining linear sensitivity coefficients. An algorithm, known as the analytical integrated magnus (AIM) modification of the GFM, is presented which dramatically reduces the computational effort required to determine linear sensitivity coefficients. The technique employs the piecewise magnus method for more efficient calculation of Green's Function Kernels, and treats the sensitivity integrals analytically. An application of this technique to a chemical kinetics system is presented in which the computational effort is reduced by an order of magnitude in comparison to the unmodified GFM.


An economical technique for approximating a joint N-dimensional probability density function has been described by Sebestyen and Edie. The algorithm searches for clusters of points and considers each cluster as one hyperellipsoidal cell in an N-dimensional histogram. Cell descriptors (location, shape, and size) can be determined adaptively from sequentially introduced data samples of known classification. The number of cells required for a good fit can usually be kept small. No assumptions are required about the underlying statistical structure of the data. The paper presents heuristics which were developed to automate the selection of the control parameters. The properties of these parameters were studied as a function of dimension. Two of the control parameters were found to be linearly related to dimension. This provides a method for determining their value by extrapolation, thereby avoiding a great deal of computation.


The effects of parameter variations on the external characteristics of distributive systems are considered. It is shown that this class of problems can be brought within the framework of modern system sensitivity analysis. The interaction between feedback and system sensitivity is analyzed.
4.2 CASE STUDIES


This paper briefly reviews the formation of a "third-party" energy assessment laboratory. A discussion of the central role of sensitivity analysis validation is given. The evaluation of the regional electricity model, a large simulation model of the US electricity sector, is discussed.


Scientific validity of the principal assumptions used in the U.S. Environmental Protection Agency (EPA) air pollution prediction models was reviewed. The computational assumptions and equations used in the principal EPA models were reviewed, as was the recommended applicability of these models and their performance as reported in validation and comparison studies. In addition, a sensitivity analysis of model response to input parameter changes was conducted. The performance of the CRSTER, the Urban and Rural RAM Models, and by inference the MFTER Model of the UNAMAP series was reviewed and evaluated based on available studies of the performance of these models. It is concluded that the RAM (Urban) Model tends to overpredict the impact of sources with tall stacks, even in urban areas, due to the treatment of unstable cases. The RAM (Urban) Model implicitly accounts for building-effect downwash through enhanced plume spreading rates.


This paper evaluates the Long-Term Energy Analysis Program (LEAP), a computer model of the energy portion of the U.S. economy that was used by the Energy Information Administration (EIA) of the U.S. Department of Energy (DOE) for the 1995-2020 projections in its 1978 Annual Report to Congress. Essential considerations include; (1) the adequacy of its documentation; (2) the evaluator's experience in operating the model; (3) the adequacy of the numerical techniques used; (4) the soundness of the economic and technical foundations of the model equations; and (5) the degree to which the computer program has been verified. To show which parameters strongly influence the results and to approach the question of whether the model can project important results with sufficient accuracy to support qualitative conclusions, the numerical sensitivities of some important results to model input parameters were obtained using a novel adjoint technique. This technique enabled efficient determination of first derivatives of results of interest with respect to all input data (approximately 1600 non-zero sensitivities). Direct recalculation of the model with altered data sets was used to confirm the results and to assess the extent of non-linear effects. The input data are categorized and discussed, and uncertainties are given for some parameters as examples.
5. TECHNIQUES FOR HANDLING SPECIAL CASES

5.1 RARE EVENTS


This report presents the mathematical methods useful in reliability and safety studies. The problems that these studies deal with concern: (1) the prediction of the probability that a specified function will be performed satisfactorily over a period of time or per demand; and (2) the identification of events and their probabilities, which may lead to unfavorable circumstances endangering the health of the public. This document includes summaries of illustrative applications as well as references to the literature. Chapter 2 describes the methods of handling problems involving one component or simple logical configurations--reliability theory. An introduction to the fundamentals of probability theory and statistics is given. The modeling of the failure of components by statistical distributions is discussed, followed by the mathematical description of various maintenance policies. Chapter 3 deals with analysis of complex systems. Fault-tree methodology is developed in detail, and its uses and limitations are investigated. Methods like failure modes and effects analysis are described. Special problems arising from software and human errors as well as the possibility of common mode failures are also discussed. Finally, the use of statistical techniques to handle major natural phenomena and methods of dealing with systems without exploiting their logical structure are investigated.


The evaluation of probabilities of rare events in the context of the subjectivistic theory of probability is the subject of this work. Several useful subsidiary methods for the achievement of coherent probabilities are discussed with particular emphasis on experts' opinions. As an application, a distribution for the frequency of reactor core melts is assessed using the available experience with power reactors. This distribution is subsequently modified, via Bayes' theorem, to include the estimate derived by WASH-1400, which is treated as an expert's opinion. A probabilistic model for the credibility of this opinion is presented, which includes the critics' points of view. The resulting (posterior) distribution is the assessed distribution of the frequency of reactor core melts based on a body of knowledge which includes the available experience and the WASH-1400 estimate.
Research on statistical prediction of rare weather events was concentrated on the discovery and utilization of effective joint predictors, since extensive tests of additive models revealed a tendency for predictive accuracy to deteriorate for more severe weather as compared to that achieved in more common and clement weather. Procedures were sought to: (1) identify variables having predictive potential; (2) detect joint predictive information of a synergistic type, bound up in pairs of variables; (3) represent single and paired variables in forms suitable for the reconstruction of an unknown prediction function; and (4) concentrate their predictive information so that in subsequent predictor screening the risk of overlooking valuable contributors is mitigated. Appendix A is a test for joint effects of two variables, and Appendix B is a computer program to evaluate the test.


The evaluation of probabilities of rare events is of major importance in the quantitative assessment of the risk from large technological systems. In particular, for nuclear power plants the complexity of the systems, their high reliability and the lack of significant statistical records have led to the extensive use of logic diagrams in the estimation of low probabilities. The estimation of probability intervals for the probability of existence of the top event of a fault tree is the subject of this work. Given the uncertainties of the primary input data, a method is described for the evaluation of the first four moments of the top event occurrence probability. These moments are then used to estimate confidence bounds by several approaches which are based on standard inequalities (e.g., Tchebycheff, Cantelli, etc.) or on empirical distributions (the Johnson family). Several examples indicate that the Johnson family of distributions yields results which are in good agreement with those produced by Monte Carlo simulation.


Outliers in time series can wreak havoc with conventional least-squares procedures, just as in the case of ordinary regression. This paper presents two time-series outlier models, points out their ordinary regression analogues and the corresponding outlier patterns, and presents robust alternatives to the least-squares method of fitting autoregressive moving average models. The main emphasis is on robust estimation in the presence of additive outliers. This results in the problem having an errors-in-variables aspect. While several methods of robust estimation for this problem are presented, the most attractive approach is an approximate non-Gaussian maximum-likelihood type method which involves the use of a robust nonlinear fitter/one-sided interpolator with data-dependent scaling. Robust smoothing/two-sided outlier interpolation, forecasting, model selection, and spectral analysis are briefly mentioned, as are the problems of estimating location and dealing with trends, seasonality, and missing data. Some examples of applying the methodology are given.

The history of statistics reveals diverging viewpoints concerning the concrete interpretation of the mathematical subject termed "probability." Indeed, the frequency of rareness of the phenomena involved contribute strong elements of justification to the selection of a particular attitude. The theory of the decision intended by some of its promoters (Abraham Wald) to reinforce the bases for conventional statistics appears to have achieved an opposite result, at the same time quite strongly justifying the Bayes' methods (Leonard J. Savage). This can result in removing a strong reluctance to use probabilistic and "statistical" methods in the case of rare events. Nevertheless, a close examination of the concepts and axioms of the theory reveals requirements which are likely to be difficult to satisfy within the very definition of rare events. It appears that a collective effort for better satisfying these requirements would be extremely desirable. It could contribute to the improvement of the present situation by providing a better consensus concerning an estimate of the risks.


The sources of uncertainty in probabilistic risk analysis are discussed using the event/fault tree methodology as an example. The role of statistics in quantifying these uncertainties is investigated. A class of uncertainties is identified which is, at present, unquantifiable, using either classical or Bayesian statistics. It is argued that Bayesian statistics is the more appropriate vehicle for the probabilistic analysis of rare events and a short review is given with some discussion on the representation of ignorance.


The authors consider the problem in risk assessment of evaluating the probability of occurrence of rare, but potentially catastrophic, events. The lack of historical data due to the sheer novelty of the event makes conventional statistical approaches inappropriate. The problem is compounded by the complex multivariate dependencies that may exist across potential event sites. In order to evaluate the likelihood of one or more such catastrophic events occurring, they provide an information theoretic model for merging a decision maker's opinion with expert judgment. Also provided is a methodology for the reconciling of conflicting expert judgments. This merging approach is invariant to the decision maker's viewpoint in the limiting case of exceptionally rare events. These methods are applied to case studies in likelihood assessment of liquid natural gas tanker spills and seismic induced light water nuclear reactor meltdowns.

This paper briefly describes WASH 1400 and the Lewis report. It attempts to define basic concepts such as risk and risk analysis, common mode failure, and rare event. Several probabilistic models which go beyond the WASH 1400 methodology are introduced; the common characteristic of these models is that they recognize explicitly that risk analysis is time dependent whereas WASH 1400 takes a per demand failure rate approach which obscures the important fact that accidents are time related. Further, the presentation of a realistic risk analysis should recognize that there are various risks which compete with one another for the lives of the individuals at risk. A way of doing this is suggested.


The study of rare events has become increasingly important in the context of nuclear safety. Some philosophical considerations, such as the framework for the definition of a rare event, rare events and science, rare events and trans-science, and rare events and public perception, are discussed. The technical work of the task force on problems of rare events in the reliability analysis of nuclear plants (1976-1978), sponsored by OECD, is reviewed. Some recent technical considerations are discussed, and conclusions are drawn. The appendix contains an essay written by A. Beachey, entitled: "A Study of Rare Events --- Problems and Promises."


Mathematical foundations of risk analysis are addressed. The importance of having the same probability space in order to compare different experiments is pointed out. Then the following topics are discussed: consequences as random variables with infinite expectations; the phenomenon of rare events; series-parallel systems and different kinds of randomness that could be imposed on such systems; and the problem of consensus of estimates of expert opinion.


A rare event is defined in a qualitative manner as an event that can happen with a small probability. From the known relationship between the waiting time and the frequency of an event of interest, the "conjugacy" between the geometric distribution and the binomial distribution is deduced. This conjugacy is exploited to obtain the confidence limits on $p$, the probability of a rare event (success), when no successes are observed in $n$ independent Bernoulli trials. In order to resolve the waiting time paradox that could arise in the case of this pair of conjugate distributions, the distribution of the interarrival time, relative to an arbitrary but fixed point in time, is obtained.
Confidence intervals of the probability of the appearance of rare events are estimated as a function of the scale of the sample by which the probability is determined. A table of confidence intervals for actually encountered frequencies at a confidence probability of 99 percent is given. It is noted from the table that true probability of the event (and the average period of its recurrence) may differ several times from that calculated from the sample of frequency of recurrence. For example, if the probability of some meteorological element, calculated over a 30 year period of observations, is 10 percent (average period of recurrence corresponding to ten years), the maximum true value of probability will be equal to 31 percent, and the minimum, to 1.1 percent. Consequently, the minimum possible average period for recurrence will be three years, and the maximum will be 100 years.

5.2 MISSING DATA


Many precise mathematical models of social systems have been developed. However, precise input data from the economic census is usually not available. Unfortunately, as the precision of the data increases so does the amount of missing data. First, and most commonly, known data is "withheld to avoid disclosing figures for individual companies." The number of withheld items becomes significant when the economy is divided into about three hundred or more industry groups for regions the size of states or smaller. This degree of disaggregation is often necessary to capture important interactions. Secondly, a major reason for missing data is that the same size for some categories is insufficient for reasonable confidence in the data. However, there is usually enough other information about the missing data to constrain it and to estimate a probability distribution for it within the constraints. A suboptimal dynamic programming algorithm is proposed to find a maximum likelihood estimator of the missing data items.

The spectral analysis of a series of equally spaced samples of a time-stationary process becomes difficult when samples are missing or sizable data gaps occur within the interval of interest. A linear prediction algorithm can be used to fill in the missing data with estimates that are spectrally consistent with the data that are observed. Simulated and practical radar examples demonstrate an improvement in resolution and a reduction of sidelobe interference levels. Computer programs are provided which accomplish the extrapolation and interpolation for complex data.


This paper deals with the case where an approximation function must be obtained with the help of a sample set lacking some values. The usual least mean-squares method (LMS) is compared with the author's so-called LMS-like method. The special case of a model of the two-category classifier is considered, and the effect of missing values in the sample set on the quality of a decision rule is investigated. The author also considers the situation in which one adds new samples to a sample set and thus improves the statistical estimations of the unknown parameters; at the same time, the quality of the decision rule becomes worse.


Statistical analysis of large data sets often requires an initial data editing and preparation phase to check the validity of individual data items, check for consistency among related data, correct erroneous data, and supply (impute) values for missing data where possible. During this preparatory phase of analysis, it is often necessary to partition the data set into a number of subsets by logical selection and/or random-sampling techniques for purposes of hypothesis testing. This paper examines the data-management support required by these editing and subsetting operations in terms of lower-level data-manipulation functions and mappings between logical and physical data structures. Advantages of transposed data files for statistical applications are discussed in comparison with record-based structures. A specific self-describing transposed-file design is described in detail, with emphasis on representations of logical data structures commonly encountered in statistical data bases.

In battlefield situations it is not uncommon to lose all or a portion of the meteorological data needed for artillery ballistic purposes due to malfunction of equipment or premature balloon bursting. This report describes several techniques to provide for these missing data. Further, a preliminary comparison of these techniques is made.


For analyses with missing data, some popular procedures delete cases with missing values, perform analysis with "missing value" correlation or covariance matrices, or estimate missing values by sample means. There are objections to each of these procedures. Several procedures are outlined here for replacing missing values by regression values obtained in various ways, and for adjusting coefficients (such as factor score coefficients) when data are missing. None of the procedures are complex or expensive.


The problem of estimating the parameters of econometric models when some observations are missing has been treated along two different lines. In the first category of methods the missing data are considered as functions of additional parameters. In the second approach the missing data are considered as random variables on which some assumptions are made.


The report deals with a multiple regression approach to the estimation of missing elements in a data matrix. Three types of missing data matrices are discussed and methods for their analysis are presented. Computational equations together with mathematical proofs are included.
A major problem in assessing risks in advanced systems is that: (1) all of the potential consequences are not known nor anticipated; and (2) even when risks are anticipated there is uncertainty in the data. Several mathematical risk assessment theories are summarized in this report, and their deficiencies in the absence of complete data are discussed. The mathematical basis of risk assessment is considered, and the basic problems of moving from a discrete to a continuous consequence-frequency distribution are discussed. The application of these concepts to waste disposal and storage of high level radioactive waste, risk to ground populations due to airline crashes, and nuclear power plant risks are reviewed and discussed.


Akaike's Markovian m-dimensional representation of an ARMA time series where m=max(p, q{ubar}) is used to formulate a collection of recursive Kalman estimation procedures that can be used to evaluate the associated likelihood function of the time series if it is also invertible and stationary. The approach can be used even if missing data or observation error are present. This approach is then applied to determine, by likelihood criteria, the "best fit" ARMA mode of the Palmer wetness index constructed from tree ring data.


One approach to handling incomplete data occasionally encountered in the literature is to treat the missing data as parameters and to maximize the complete data likelihood over missing data and parameters. This paper points out that although this approach can be useful in particular problems, it is not a generally reliable approach to the analysis of incomplete data. In particular, it does not share the optimal properties of maximum likelihood estimation, except under the trivial asymptotics in which the proportion of missing data goes to zero as the sample size increases.

Decision-making theory in the case of rare events is, by definition of the word rare, difficult, when approached from the viewpoint of conventional statistical methods: data analysis or conventional inferential statistics. Promoters of conventional statistical arguments seem, in fact, to have reinforced the argument for probabilistic approach using Bayes methods. A close examination of the concepts of various decision-making theories reveals that a combined effort could help to achieve a consensus among those favoring different methods of estimating risks.


Two algorithms are developed for calculating power spectrums from the autocorrelation function when there are missing data points in the time series. Both methods use an average sampling interval to compute lagged products. One method, the correlation function power spectrum, takes the discrete Fourier transform of the lagged products directly to obtain the spectrum, while the other, the modified Blackman-Tukey power spectrum, takes the Fourier transform of the mean lagged products. Both techniques require fewer calculations than other procedures since only 50% to 80% of the maximum lags need be calculated. The algorithms are compared with the Fourier transform power spectrum and two least squares procedures (all for an arbitrary data spacing). Examples are given showing recovery of frequency components from simulated periodic data where portions of the time series are missing, and random noise has been added to both the time points and to values of the function. In addition the methods are compared using real data. All procedures performed equally well in detecting periodicities in the data.


The purpose of this paper is to introduce and study methods of estimating the spectrum of a stationary time series when given "initially scarce" data, i.e., data where the sampling period is shortened at some point during the period of observation. Two types of estimates are considered, the "basic" estimates, so-called because they derive from general theory which can essentially be applied to most missing data situations, and "alias-improved" estimates, whose use unfortunately cannot be extended to many other situations. The asymptotic properties of these estimates are studied in a forthcoming paper. The estimates are compared here in finite situations by Monte Carlo methods, and the alias-improved estimates turn out to be much superior.

A comparison of several methods for spectral estimation of a univariate process with equi-spaced sample, including maximum entropy, linear predictive, and autocorregressive techniques, is made. The comparison is conducted via simulation for situations both with and without a bad (or missing) data point. The case of bad data points required extensions of existing techniques in the literature and is documented fully here in the form of processing equations and FORTRAN programs. It is concluded that the maximum entropy (Burg) technique is as good as any of the methods considered, for the univariate case. The methods considered are particularly advantageous for short data segments. This report also reviews several techniques for spectral analysis under different states of knowledge and presents the interrelationships of the various approaches in a consistent notation. Hopefully, this non-rigorous presentation will clarify this method of spectral analysis for readers who are nonexpert in the field.


It is shown that the problem of estimating missing data in a BIB may be treated by changing coordinates in the estimation space from the (unknown) parameters of the model to the (known) observed values. The missing observation is subsequently expressed as unbiased estimates, i.e., linear combinations of the new sets of coordinates. The (pooled) average of such independent estimates gives the desired result. The primary advantage of the proposed method over the method of least squares is that such problems as (a) handling large matrices and (b) handling ill-conditioned (i.e., singular) matrices, which can occur in the latter, are avoided in the former.


The volume contains the formal papers presented at a Workshop on Rare Event/Accident Research Methodology sponsored by the Human Factors Section of the Center for Consumer Product Technology, National Bureau of Standards held at NBS May 26-28, 1976. The topics addressed at the workshop and reflected in the papers in this volume include system safety engineering, hypothesis generation in accident research, epidemiological approaches to injury research, observational techniques for studying complex tasks, accident simulation, and methodological considerations being forced by the law.

A methodology was developed to analyze discrete data obtained from the global distribution of ozone. Statistical analysis techniques were applied to describe the distribution of data variance in terms of empirical orthogonal functions and components of spherical harmonic models. The effects of uneven data distribution and missing data were considered. Data fill based on the autocorrelation structure of the data is described. Computer coding of the analysis techniques is included.


Realistic parameters are attainable in spite of missing data. DOVE can be useful, even when many or most data are missing, for generalized least squares fitting to evaluate a self-consistent set of all parameters in an expression for predicting all missing data, and without changing the predicted data, to transform the set of parameters obtained in phase 1 so that each final parameter has a simple, pure, realistic, physical meaning. Since predicted data are expressed as a(i)x(j)+b(i)y(j)+...+c(i) with n product terms, phase 2 requires incorporation of n^2+n independent subsidiary conditions, of which 2n are arbitrary, i.e., merely fix zero reference points and scale unit sizes, but n^2-n are critical, i.e., must be relationships between particular parameters supported by other information. Both phases are illustrated by a two-mode application with 41 parameters, to fit the data plus 6 subsidiary conditions. Valid parameters are obtained although 30 of the 70 possible data are missing.


Titterington in a previous paper proposed recursive methods for dealing with incomplete data. This present paper concentrates on versions of these for multiparameter problems involving missing data. Theorems are outlined from which asymptotic properties of the recursive procedures can be established and versions of the recursions are written down for problems in which the missing data are missing at random. After illustration with exponential family models, the case of multivariate Normal data is considered in detail. Numerical comparisons of the various methods are obtained using bivariate Normal data. Whereas the previous paper discussed incomplete data in general, the present one restricts attention to the problem of missing values. Typically, each experimental unit should have records of the values of several characteristics associated with it. Statistical analysis is made difficult if one or more of these values are missing on some units. To combat the heavy analysis required for a "proper" analysis of the data, comparatively simple recursive procedures are outlined in which the data are incorporated sequentially into the estimation scheme. Some comments are made about theoretical properties and special emphasis is laid on the case of the data from multivariate Normal distributions.

The procedure, due to J. Aitchison and C. G. G. Aitken, of analyzing multivariate binary data by kernel methods is extended to deal with missing data problems. The performance of the techniques is discussed for univariate, bivariate and for specific multivariate data. Comparisons are drawn with other approaches.

5.3 ERROR PROPAGATION

It should be pointed out that the word "catastrophes" in the title has no direct relation to the catastrophe theory of R. Thom. The subject of this paper is how the protein synthesizing machinery in cells may produce errors in the primary sequences of amino acids. Proteins with errors may lead to the production of other proteins with more errors. This process of increase of errors may continue and finally lead to "an error catastrophe" in protein synthesis and then death of the cell. In this paper various models of error propagation are discussed, as well as conditions under which errors may increase (leading to an error catastrophe) or decrease.

Variance in model output is the result of a number of interacting causes. For purposes of the present review, the authors have grouped the sources under three headings: model structure, parameter error, and natural variability in ecological systems. Uncertainty associated with model structure results from constructing a simple mathematical model to describe a complex natural system. It is clear that the model can only represent limited aspects of the system behavior. Results are reviewed for error resulting from representing a two-component system by a single-variable model; for relative error propagation in alternative models for the same ecological system; and for error propagation in series of models of increasing structural complexity. Errors in the measurement of model parameters represent a second major source of uncertainty. Monte Carlo studies are reviewed on the sensitivity of variance on model outputs to variance on individual parameters, the effects of the distribution of parameter values on the distribution of output, and the propagation of parameter errors in a time-varying model and its implications for gathering validation data. Model construction and parameter measurement are errors that are introduced by the researcher. Ecological systems also contain uncertainty due to environmental (e.g., meteorological) variability, genetic variability within populations, and spatial heterogeneity. These sources of intrinsic variability also lead to errors if they are ignored in model development.


This report provides the results of a study that was conducted to analyze the uncertainties involved in the calculation of the decision parameters used in the Source Assessment Program and to determine the effect of these uncertainties on the decision-making procedure. A general procedure for performing an analysis of uncertainty is developed based on the principles of error propagation and statistical inference. It is shown that this simple and straightforward method represents an approximation to standard statistical techniques. Guidelines are established for precision in field sampling and analytical work, and for setting critical values of decision parameters.
Error propagation analysis in reliable systems has been studied widely. Unlike classical sensitivity analysis which investigates the range of system performance, the distribution function of system performance studies error propagation analysis. Thus, error propagation analysis is essentially a statistical analysis. This paper reviews and classifies current research articles in error propagation. An overview is presented of error propagation applied to various systems and models. A standard analysis procedure is also given. Finally, several conclusions are drawn. Error propagation analysis is important for expensive or rare-event systems. This report can benefit those who analyze these systems.

5.4 STABILITY

The purpose of this report is to describe some viewpoints and certain results of point process theory, and their application. Section 2 contains series expressions for the distribution of the times between events both when measurement is made from a fixed time, and from an "arbitrary event" of the process. Relations between these series are also discussed. (These results were obtained in collaboration with R. J. Serfling.) Section 3 concerns applications, particularly to zero-crossings problems. In Section 4, the method of defining a stationary point process by means of a stationary sequence of non-negative random variables (due to Kaplan) is discussed and related to the previously described framework. Section 5 deals with the approximation of stationary point processes consisting of rare events by Poisson processes.

This document is a proceedings of the Sixth International Conference on System Dynamics held at the University of Paris IX, Paris, November 5-7, 1980. The document is divided into two parts: (1) current applications; and (2) methodology and techniques. Selected papers which appear in the proceedings are: R. J. Rahn, System dynamics and catastrophe theory; Maryse Martin, System dynamics and catastrophe theory; E. Renguet and D. M. Dubois, A stochastic approach of the catastrophe theory; and Patrick J. Starr and Jean-Pierre Pouplard, Identifying critical parameters in system dynamics models.


When relations are extrapolated beyond their premises of discovery, the operation sometimes results in an undefined object, i.e., one which cannot be identified within the given structure. The thesis is put forth that the occurrence of singularities is due to "incompleteness" in knowledge. An intuitive answer on how to deal with singularities (in, for instance, the real number system, space-time, quantum field theory) is presented first. Then a quasi-formalistic approach, e.g. non-standard models in higher-order languages and Lawvere's axiomatic formulation of categories, is set out. The independence of singularity with respect to other primitive notions of the universe of knowledge is noted.


A survey of extrapolation methods, graphic analysis, statistics and mathematical models relevant to creep rupture is presented. Minimal commitment and discrete function values, and creep diagrams are also discussed. (in Dutch)
APPENDIX A: ADDITIONAL REFERENCES OF POTENTIAL INTEREST

A.1 MODEL AND DATA BASE THEORY


The problem of minimizing the expected cost of identifying the state of a coherent system (as functioning or failed) is considered. The system is composed of components, and only individual components can be tested. Efficient algorithms are presented for some special cases of coherent systems: series, parallel, parallel-series, series-parallel and k-out-of-n systems. The concept of the Importance of Components is used to develop a branch and bound algorithm which determines the optimal testing procedure for any general coherent system. However this algorithm is not always efficient in solving this problem. Some other closely related problems are discussed, such as how to identify the state of a system which is represented as a fault tree, or how to identify the failed components when the system is known to be failed.


This report deals with the problem of minimizing the expected cost of testing a coherent system. The concept of the Importance of Components is used to develop a branch and bound algorithm which determines the optimal testing policy for any coherent system.


These proceedings of the IFIP Working Conference on Data Base Architecture address the research and development problems related with the organization of data base systems and their interfaces. This collection of papers offers a comprehensive and penetrating analysis of the current fundamental issues in data base architecture. Among these are design and implementation aspects of advanced data base system organizations, design solutions for distributed data bases, access control, integrity, recovery techniques, data models, and high-level languages.


This document is the final report of the DBS Corporation on the model project to develop computer-assisted model simplification. The contributions of DBS to this project were an initial overall project assessment, contributions to design principles and testing procedures, specific experimental designs, and initial test results. The main contributions of DBS to this project were in the area of LP matrix scaling, and particularly in the potential usefulness of shadow price information for model simplification. An algorithm for obtaining approximate shadow price information was developed and subjected to initial small-scale testing with promising results.


A.2 MODEL AND DATA BASE VERIFICATION


For verification of a complex of programs interacting in a complicated way, the programs can be described as processes in a state space. Properties to be verified can be expressed in a similar manner. In this paper such a method is applied to the restart facility of an online data base system.


A.3 MODEL AND DATA BASE VALIDATION


A.4 DOCUMENTATION GUIDELINES


A.5 SENSITIVITY AND UNCERTAINTY ANALYSIS


A.6 EXTREME AND RARE EVENTS


A.7 MISSING DATA


A Survey of Techniques for Evaluating Emergency Planning Models and Data Bases
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This report presents a state-of-the-art review of the technical literature on model and data base evaluation which relates to the modeling problems faced by the Federal government in discharging its emergency planning activities. Particular emphasis is placed on model/data base documentation and verification, an analysis of the structural properties of a model/data base, and the role of sensitivity analysis. Emphasis is also placed on four special topics (rare events, missing data, error propagation and stability) which are involved in many emergency planning activities.
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