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ABSTRACT

At normal temperatures and pressures, water is known to have a strong influence on the strength of ceramics and glasses. Behaving as a stress-corrosion agent, water causes these materials to fail prematurely as a consequence of subcritical crack growth. A basic premise of this paper is that stress-corrosion cracking of ceramics is a chemical process that involves a stress-enhanced chemical reaction between the water and the highly stressed ceramic near the crack tip. Plastic deformation is believed to play no role in this fracture process. After a brief survey of chemical reaction rate theory, the basic rate equation from this theory is modified to reflect physical and chemical processes that occur at crack tips. Modification of the rate equation is based on the assumption that the crack tip can be modelled as an elastic continuum, an assumption that is supported by a simple atomistic model of crack growth. When tested against experimental data collected on glass, the theory was found to be consistent with measurements of the crack-growth dependence on temperature, applied stress intensity factor, and concentration of reactive species in the environment.
1. Introduction

In the presence of corrosive environments, structural materials often experience delayed failure when subjected to mechanical loads. These environments react chemically or physically with the stressed material causing subcritical crack growth that results in structural failure when the crack has grown to a critical size. The time to failure is the total time required for the nucleation and growth of a crack to a critical size. Known as stress corrosion cracking, this process is superficially the same for ceramic, metallic, and polymeric materials, since all three kinds of material exhibit similar types of delayed failure curves. Failure occurs most rapidly at high loads. Below a critical value of the load known as the stress corrosion limit, failure does not occur regardless of the time that the load is supported.

Despite these similarities in fracture behavior, the mechanisms of fracture for the three types of materials differ greatly. Polymers and metals have plastic zones at their crack tips, so that stress corrosion cracking of these materials involve the generation, propagation, and fracture of plastic zones in these materials. By contrast brittle materials such as Al₂O₃, SiC or Si do not have plastic zones at their crack tips, so that the fracture of these materials must be explained by mechanisms that preclude the occurrence of plastic deformation [1,2]. It is these types of materials that are discussed in this paper. Since these materials are treated as ideally brittle solids, a short description of recent experiments examining the crack-tip structure is presented to support this proposed model of fracture.

Evidence for the absence of a plastic zone at the tips of cracks in brittle, crystalline materials has been obtained by the use of transmission electron
microscopy [1,2]. Examination of thin foils of Al₂O₃, SiC, Ge and Si that contain cracks has shown the crack tips to be devoid of mobile dislocations when the cracks are introduced into the foils at low temperatures. Furthermore, removal of the driving force for fracture results in spontaneous crack healing of cracks in these materials, which suggests that in the absence of an opening mode force, the fracture surfaces can become reattached by strong molecular forces. At elevated temperatures, however, where plastic deformation is expected, mobile dislocations are observed at crack tips.

Although inorganic silicate glasses are an important class of brittle material, the technique of transmission electron microscopy cannot be applied because of the lack of long-range order in these materials. However, recent transmission electron microscopy studies on crystalline quartz, which has the same type of atoms and atomic bonding as glass, also indicate an absence of plastic deformation during fracture [3]. In addition, since crack healing has been observed in glass [4], and since the fracture toughness of glass [5] is similar to that of silicon [6] (which has the same hardness and exhibits no plastic deformation during fracture) it is probable that inorganic silicate glasses also fracture in a completely brittle manner.

The consequence of completely brittle behavior is the development high strains at crack tips prior to crack propagation. Bonds at the crack tip in a completely brittle solid are strained until they reach a state of instability at which point fracture occurs. The level of elastic strains that can be achieved in brittle materials can be estimated from strength measurements on silica glass fibers and rods [7,8]. Because test specimens of silica glass can be made by fusion
techniques, their surface are highly perfect, lacking the small flaws and cracks that act as stress concentrators in normal silica glass artifacts. Consequently, silica glass can be subjected to stresses as high as $\sim 14$ GPa ($2 \times 10^6$ psi) in vacuum or in other inert environments. Based on a Young's modulus of 75 GPa, a stress of this magnitude corresponds to an elastic strain before fracture of approximately 20 percent. Because test specimens used in these measurements undoubtedly contain structural defects that are several times the size of the holes in the glass network structure, strains in the vicinity of fracture origins must be even greater than 20 percent.

Strained bonds at crack tips of brittle materials can break for two reasons: thermal fluctuations that are normally present in materials can cause individual bonds to stretch beyond their cohesive limit so that they rupture; or reactive environments can preferentially cleave highly strained bonds by chemical attack. Subcritical crack growth resulting from either process can be described in terms of reaction rate theory, and theoretical approaches of this type have been taken by a number of authors [9-18]. Bond rupture can also be rationalized in terms of chemical reactions, which for certain types of reactions have a great deal in common with fracture. Although the chemical approach to fracture is also based on reaction rate theory (so that the two are compatible), expressions for the rupture process can be related to the structure of brittle materials in a simple manner. The purpose of this paper is to treat the rupture process at crack tips as a chemical reaction and to show how parameters normally obtained from fracture mechanics experiments can be related to parameters that are normally used to describe chemical
reactions. In particular it will be shown that the slope of the stress corrosion curve can be related to the activation volume obtained from chemical kinetics studies. Since activation volumes are particularly amenable to structural interpretation, this relation permits crack growth data to be discussed directly in terms of the atomic structure of the crack tip. The chemical approach to fracture is consistent with the statistical mechanics models developed by other authors [16].
2. Chemical Reaction Rate Theory

A brief review of the chemical approach to reaction rate theory is presented for the reader who is unfamiliar with this subject. A complete description of reaction rate theory can be found in reference 19.

The thermodynamic formulation of reaction rate theory is based on the assumption that reactants are in a state of equilibrium with an activated complex that forms during the reaction. The activated complex then decomposes to form the reaction products. Based on this assumption it can be shown that the rate coefficient, $k_r$, for a single step reaction is given by [20]:

$$k_r = \frac{kT}{h} \exp \left( -\frac{\Delta G^*}{RT} \right) \left( \frac{\sum f_i}{f^*} \right).$$ (1)

where $k$ is Boltzmann's constant, $h$ is Planck's constant, $R$ is the gas constant and $f_i$ and $f^*$ are the activity coefficients of the reactants and the activated complex, respectively. The parameter $\kappa$ is the so-called transmission coefficient which accounts for the fact that for some reactions, not all activated complexes decompose into reaction products. For most reactions, $\kappa$ is equal to unity.

The free energy of activation can be expressed in terms of chemical potentials for the reaction referred to their standard state:

$$\Delta G^* = \Delta G^* - \Delta G^*$$ (2)

Hence, $\Delta G^*$ is the difference in partial molar free energy between the initial and activated state of reaction, all referred to their standard state. As such, $\Delta G^*$ can be expressed in terms of other partial molar quantities:

$$\Delta G^* = -RTs^* + AE^* + PAV^*$$ (3)

where $s^*$ is the activation entropy, $AE^*$ is the activation energy, and $AV^*$ is the activation volume, each of these quantities being determined from the change in state from the initial to the activated state of reaction.
The temperature dependence of a chemical reaction is characterized by the enthalpy of reaction ($\Delta H^\ddagger = \Delta E^\ddagger + P\Delta V^\ddagger$):

$$\frac{\partial \ln k_r}{\partial T} = \frac{1}{T} + \frac{\Delta H^\ddagger}{RT^2}, \quad (4)$$

provided the activity coefficients are independent of temperature. Usually, the temperature dependence of the rate constant is determined from a plot of $\ln k_r$ versus $1/RT$, and the slope of the line is reported as the experimental activation energy, $E_{\text{exp}}$:

$$E_{\text{exp}} = \Delta H^\ddagger + RT \quad (5)$$

Since activation energies for chemical reactions range from $\approx 10$ to $\approx 100$ kcal/mol [19], $RT$ is usually small relative to $\Delta H^\ddagger$ and can be neglected.

The pressure dependence of chemical reactions is characterized by the activation volume, $\Delta V^\ddagger$.

$$\frac{\partial \ln k_r}{\partial P} = \frac{\Delta V^\ddagger}{RT} \quad (6)$$

Since the activation volume is the difference in partial molar volume between the reactants and the activation complex, it can be modelled by changes in molecular dimensions as the reaction goes through the activated state.

Two important effects are usually considered in estimating the activation volume [21]. The first effect has to do with structural changes that occur during the reaction (i.e., whether bonds are being formed or broken) and with the number of molecules taking place in the reaction. In liquids, unimolecular bond rupture always leads to a positive activation volume, whereas bimolecular bond formation always leads to a negative activation volume [20,22,23]. The second effect has to do with the formation,
destruction or alteration of charge during chemical reactions. Charges alter the volume of the solvent through the process of electrostriction, and the change in volume of the solvent must be added to the change in volume of the reacting species as they become activated. Quantitative approximations developed to account for electrostriction indicate large negative volume changes \((-10 \text{ cm}^3/\text{mole})\) if charge formation occurs during the activation step. As a general rule, the portion of the activation volume due to electrostriction is larger than that due to structural changes when reactions take place in liquid solvents [22]:

For a wide variety of chemical reactions, activation volumes are found to range from \(-20 \text{ cm}^3/\text{mole}\) to \(-10 \text{ cm}^3/\text{mole}\) [20,22,23]. An interesting observation made by Laidler [19] is that the activation entropy, \(\Delta S^\dagger\), appears to be related linearly to the activation volume, which can be used to obtain an estimate of the activation entropy. Activation volumes are also used to obtain information on the type of reaction occurring in a liquid system. As noted by Laidler [19], reactions can be classified into three types, "slow", "normal" and "fast", according to their volume of activation. Slow reactions often involve the formation of opposite charges, or the approach of like charges and have large negative volumes of activation. In normal reactions, electrostatic effects are unimportant, and volumes of activation are usually small and negative. Fast reactions often involve the approach of opposite charges or the spread of like charges and have positive volumes of activation. Since chemical bonds are stretched and broken during fracture, fast reactions with positive activation volumes are clearly most applicable for characterizing crack-growth rates.
3. Application of Chemical Theory to Fracture

The chemical reaction rate theory discussed in the previous section was developed for reactions occurring in a liquid environment. To apply these ideas to fracture, two modifications to the above equations are necessary. First, since reactions at a crack tip occur in the presence of high stress fields, stresses rather than pressures have to be incorporated into the external work term \((P \cdot V^*\) of eqn. 3). Second, since the crack tip can be modelled as a highly curved surface, effects of surface curvature on chemical potential must be considered.

The two modifications discussed in this section are developed in the same spirit as that used in the previous section. This development is supported, however, by a more rigorous statistical mechanics formulism for the advance of a crack by thermal fluctuations in a solid [16]. The activation energy barrier for the advancing crack involves the reaction of the chemically interacting species with the atoms of the solid whose bonds are about to break at the tip. The normal chemical reaction of the gas with the solid atoms at the crack tip will be drastically altered by the fact that the bonds at the crack tip are violently stretched. Therefore, the activation energy will depend upon the stress in a complex manner which can only be calculated in terms of specific interatomic forces and configurations. Nevertheless, in section 6 we show that an activation volume can be derived for the crack-tip bond rupture event in a discrete model of a solid, which supports the development in this section. Accordingly, here we follow the lead of Charles and Hillig [24] and write an expression for \(V^*\) which is constructed from considerations based on continuum stress and liquid surface tension arguments, and from this expression derive an activation volume for crack growth. The expression thus derived will then be
compared to experiments. In section 6 the expression is shown to be equivalent to the discrete atomistic model analysis.

Accordingly, the crack tip is assumed to have an elliptical shape, with a curvature equal to \( \rho \). The stress at this crack tip, \( \sigma \), can be evaluated from the continuum elasticity solution of an elliptically shaped hole subjected to an applied stress normal to the crack plane. In fracture mechanics terms the crack-tip stress is related to the applied stress intensity factor, \( K_I \), and the crack-tip radius, \( \rho \), by the following equation [25]:

\[
\sigma = \frac{2K_I}{\pi \rho}^{1/2}
\]

Since the crack-tip stress lies normal to the fracture plane, it also lies normal to the chemical bonds that are broken during crack propagation, and hence, can be considered as a negative pressure applied to the atoms in the vicinity of the crack tip. By substituting \( -\sigma \) for \( P \) in eqn. 3, the reaction rate equation can be expressed in terms of the driving force for fracture, \( K_I \). As will be shown below, the volume of activation can be determined from crack propagation curves obtained by fracture mechanics techniques. Activation volumes determined in this manner are equal to the partial molar volume difference between the activated complex and the stressed solid that is undergoing reaction. Because the corrosive environment is not subjected to stress, it does not contribute to the activation volume. This is a significant difference in behavior between chemical reactions in a pressurized fluid, and reactions at the surface of a stressed solid.

Surface curvature can also modify the rate of chemical reaction by modifying the chemical potential of reactants at the surface. The dependence of chemical potential on surface curvature is given by the following equation [26]:
\[ \mu = \mu_0 + \gamma V / \rho \quad (8) \]

where \( \mu \) is the chemical potential at a surface of curvature, \( \rho \), and \( \mu_0 \) is the chemical potential at a flat surface. The surface free energy of the solid is \( \gamma \) and the partial molar volume of the material undergoing reaction is \( V \). For material undergoing reaction at a crack tip, the surface curvature is negative. Surface curvature is expected to modify the chemical potential of the activated complex (since it lies on the surface) and the chemical potential of the initial reactants that form part of the solid, but not the chemical potential of the corrosive species that are reacting with the solid because they are not part of the surface. The effect of curvature on the activation free energy is obtained by substituting eqn. 8 into eqn. 2:

\[ \Delta G^* = \mu_0^* - \mu_0^i - \frac{(\gamma^* V^* - \gamma V)}{\rho} \quad (9) \]

The fact that \( \rho \) is negative is taken into account in eqn. 9 by use of a minus sign in front of the term in parentheses.

By modifying eqn. 3 to account for crack-tip curvature and crack-tip stress, the following equation is obtained for the free energy of activation:

\[ \Delta G^* = -T \Delta S^* + \Delta E^* - [2K_T/(\pi \rho)^{1/2}] \Delta V^* - (\gamma^* V^* - \gamma V)/\rho. \quad (10) \]

From eqn. 10, we see that the application of a load to a solid containing a crack accelerates the reaction provided the activation volume for the reaction is positive. If the activation volume is negative, the reaction at the crack tip will be inhibited by the application of an applied load, and subcritical crack growth will probably not occur. The effect of curvature on the reaction will depend on the relative values of the surface free energies and of molar volumes in eqn. 10.
4. **Experimental Data**

A considerable body of experimental data has been collected to characterize subcritical crack growth in glasses and ceramics. By far, the largest amount of data has been collected on commercial glasses, for which the crack growth rate has been characterized as a function of applied stress intensity factor, temperature and environment. Data have also been obtained on single crystal aluminum oxide [27] and on alkaline earth fluorides [28], however these data are not as reliable, nor as extensive as those obtained on glass and will not be discussed in this paper. Data obtained on polycrystalline ceramic materials will also not be discussed because of complications introduced by the polycrystalline nature of these materials.

Crack velocity studies on soda-lime-silica glass in nitrogen gas containing water vapor indicate three regions of crack growth, Figure 1, that depend on stress intensity factor and on percent relative humidity of the environment [29]. In region I, the crack growth rate is proportional to the partial pressure of the water in the gas for a given stress intensity factor, and the slope of the curves is approximately equal to \( 0.1/\text{RT} \) in MKS units. In region II the crack growth rate is weakly dependent on the stress intensity factor, and is linearly proportional to the relative humidity of the water in the nitrogen gas. In region III the crack growth rate depends only on the applied stress intensity factor; the slope of the curve is approximately equal to \( 0.9/\text{RT} \). Within experimental error, data obtained on soda-lime-silica glass in vacuum at room temperature [30] are identical to the region III data shown in Figure 1, which suggests that region III crack growth represents a fracture process that is environment independent.
Studies conducted on a variety of commercial glasses in water indicate that the data obtained are similar to those obtained for region I crack propagation in nitrogen gas [24]. The position of the crack propagation curve is sensitive to temperature, crack propagation occurring more easily as the temperature is increased, Figure 2. Experimental crack growth data have been fit by the method of least squares to the following empirical equation:

\[ \nu = \nu_0 \exp \left( \frac{-E^* + bK_I}{RT} \right) \]  

(11)

where \( \nu_0 \), \( E^* \) and \( b \) are empirical constants of the fit. A summary of these constants is given in Table 1.

Data collected on other commercial glasses as a function of temperature in vacuum could also be fit to eqn. 11 [30]. Subcritical crack growth was observed for glasses that had normal elastic properties, Figure 3. Generally, the slopes, \( b/RT \), obtained for these glasses were higher than those obtained in water (Table 1). High silica content glasses such as silica, chemical borosilicate, and low thermal expansion titania-silica glasses have anomalous elastic properties. These glasses did not exhibit subcritical crack growth in vacuum, even though crack growth was observed when the glasses were tested in water [30,34].

The importance of water to crack propagation in glass was emphasized by recent studies of crack growth in alcohols [31,32]. As is illustrated in Figure 4 for butyl alcohol, the curves obtained in alcohols are similar to those obtained in nitrogen gas containing water. In region I the shift in the crack velocity curves is proportional to the partial pressure of water in the alcohol. Within experimental error, the curve obtained
in fully saturated butyl alcohol is identical to that obtained in water. Similar findings have been obtained for silica glass [33] and for a 7.5\% TiO\(_2\) silica glass tested in water saturated air [34]. However, the crack velocities measured on scda-lime-silica glass appears to be slightly higher in water than in water saturated gas (Figure 1).
5. Comparison of Theory and Experiment

Consistency between theory and experiment require predictions from reaction rate theory to agree with experimental measurements of the dependence of crack growth rate on temperature, stress intensity factor and concentration of reactive species in the environment. As will be shown, reasonable predictions of behavior are obtained in all three cases.

5.1 Dependence of Crack Propagation Rate on Concentration

Under the influence of chemical environment the rate of crack propagation is predicted to be proportional to the concentration of reactive species times the reaction rate constant. For water attack on glass in a liquid or gaseous environment, the crack velocity is given by the following equation:

\[ \dot{u} = u_0 [H_2O] k_r \]  \hspace{1cm} (12)

where \([H_2O]\) is the concentration of water in the environment, and \(u_0\) is a proportionality constant that incorporates the frequency factor and the concentration of active sites at the crack tip. Since \([H_2O] = a_w/f_w\), where \(a_w\) is the chemical activity of the water in the environment, and \(f_w\) is the activity coefficient, the crack velocity is predicted to be proportional to the chemical activity of the reacting species. In gases, the chemical activity is proportional to the partial pressure of water vapor so that the crack growth rate should be proportional to the partial pressure of water in the gas. This prediction is confirmed by crack growth studies in soda-lime-silica glass [29], in which the crack velocity is found to be proportional to the partial pressure, \(p\), of water vapor in the gas for a wide range of partial pressures. At low partial pressures of water, however, the crack growth rate is proportional to \(p^{1/2}\), suggesting
a possible change in fracture mechanism. Freiman [31] has recently obtained similar results for crack growth in alcohols containing varying amounts of water in solution.

The finding that water saturated liquid or gaseous environments give the same crack propagation curve for region I crack growth data is also consistent with reaction rate theory. To demonstrate this point, we note that \([H_2O] = 1\) for water. In addition, \(k_r = \exp(u_{ow}/RT)\), where \(u_{ow}\) is the chemical potential of water in its standard state. From eqn. 12:

\[
u = u_o \exp(u_{ow}/RT)
\]  

(13)

For the water saturated environment \([H_2O]_s = a_s/f_s\), where \(a_s\) and \(f_s\) are, respectively, the activity and the activity coefficient of water in the saturated environment. Since \(f_s\) of the water concentration term in eqn. 12 cancels with \(f_s\) in eqn. 1, the crack velocity is given by:

\[
u = u_o a_s \exp(u_{os}/RT),
\]  

(14)

where \(u_{os}\) is the chemical potential of water in the saturated solution referred to its standard state.

At saturation, the chemical potential of the water and the water saturation solution are identical:

\[
u_{ow} = u_s = u_{os} + RT \ln a_s
\]  

(15)

By substituting eqn. 15 into eqn. 14, we obtain eqn. 13, which shows that the crack velocity in water saturated environments should be identical to that in water for a given applied stress intensity factor.
Lest the impression be left that the curves for saturated environments are the same over the entire range of crack growth behavior, we note that region II in different environments occurs at different crack velocities. Region II appears to be more dependent on the absolute concentration of the water in the environment rather than on its chemical potential [32]. Thus, the plateau for water saturated nitrogen occurs at \( \sim 3 \times 10^{-4} \text{m/s} \); the plateau for water saturated butanol occurs at \( \sim 10^{-4} \text{m/s} \); and the plateau for water saturated decanol occurs at \( \sim 10^{-6} \text{m/s} \). The plateau for pure water occurs at \( \sim 10^{-1} \text{m/s} \), but is the result of viscous drag on the crack surfaces rather than a limit on the rate of transport of water to the crack tip [35].

5.2 Dependence of Crack Propagation Rate on Stress Intensity Factor

For chemical reaction rate theory to be consistent with empirical observations of crack propagation in glass, the term containing the stress intensity factor in eqn. 10 must be set equal to the term containing the stress intensity factor in eqn. 11. This equality leads directly to an expression for the volume of activation in terms of the crack-tip radius and the slope of the crack propagation curve:

\[
\Delta V^+ = (b/2) (\pi \sigma)^{1/2}
\]

As shown in Table 1 values of \( b \) for glass determined from crack propagation studies in water range from \( \sim 0.110 \) to \( \sim 0.216 \ \text{m}^{5/2}/\text{mol} \), which corresponds to activation volumes ranging from \( \sim 2.3 \ \text{cm}^3/\text{mol} \) for soda-lime-silica glass to \( \sim 4.3 \ \text{cm}^3/\text{mol} \) for silica glass. This calculation assumes \( \sigma = 0.5 \ \text{nm} \) which corresponds roughly to the size holes expected in the glass network structure.

The degree of bond stretching can be estimated from the activation volume by assuming that stretching occurs along an axis of a cylinder of constant
cross section. The cross section of the Si-O bond in glass can be taken to be the mean of the cross sections of the Si and O atoms which are calculated from the radius \( r \) of these atoms in glass (\( r_{Si} = 0.04 \) nm; \( r_{O} = 0.14 \) nm [36]). The equation used by Hamann [22] to calculate the bond elongation occurring as the bond passes through the activated state is:

\[
\Delta V^* = N_A \pi (r_{Si}^2 + r_{O}^2) \delta z/2
\]

where \( N_A \) is Avogadro's number. Using this formula, values for \( \delta z \) of \( \sim 0.1 \) nm and \( \sim 0.2 \) nm are calculated for soda-lime-silica glass and for silica glass, respectively. Thus, the degree of strain based on the unstressed bond length of 0.16 nm ranges from \( \sim 63 \) to 131 percent. This degree of stretching is similar to that estimated for organic molecules undergoing free radical or molecular dissociations [22].

Based on crack propagation data collected in vacuum, the activation volume for crack growth and the degree of stretching in vacuum are much larger than that just calculated for crack growth in a moist environment. For soda-lime-silica glass, for which the only network former is SiO₂, \( b = 0.88 \) \( \text{m}^{5/2}/\text{mol} \), and the activation volume determined from eqn. 16 is \( \sim 16 \) \( \text{cm}^3/\text{mol} \), which is 8 times that found for crack propagation in water. Although this value is at the high range of that reported in the literature for activation volumes, it is not excessively high. The degree of bond stretching that is calculated from eqn. 17 is 0.8 nm, which is approximately 5 times the normal Si-O bond length in the unstretched state. This high degree of stretching is probably unrealistic and results from the assumption that only the crack-tip Si-O bond participates in the bond rupture. If interatomic interactions are such that the bond rupture is a cooperative process (i.e., a wide cohesive region around the crack tip), then the activation volume corresponds to interactions throughout the cohesive region as well as to the displacement of the crack-tip bond.
One possible explanation for the large activation volume for the vacuum data results from the fact that the Si-O bond has a partial ionic character, 37 percent \([37]\), so that long range coulombic forces have to be overcome for fracture to occur. Water molecules, by reacting with the Si-O bonds at the crack tip, partially cancel coulombic attraction since the OH bond is also partially ionic, 29 percent. Thus, in water only short range valence bonds would have to be overcome for bond rupture to occur, and the degree of bond stretching in water would be less than that in vacuum.

Another explanation for the large activation volume may be electrostriction effects, which are known to accompany chemical reactions in liquids. These effects arise as a result of an electrostatic interaction between charged chemical species and the dielectric medium in which the reaction takes place. Using the Born \([38]\) approximation for the change in Gibbs free energy required to transfer a charge of magnitude \(Ze\) from a vacuum to a medium having a dielectric constant \(D\), the molar volume change, \(\Delta V_{es}\), resulting from electrostatic interactions between the charged species and the medium is given by \([20]\):

\[
\Delta V_{es} = \left(\frac{N_A e^2}{2r} \right) \left[ \frac{3D^{-1}}{\partial P} + (1-D^{-1}) \frac{3\partial n}{\partial P} \right]
\]

where \(P\) is the applied pressure and \(r\) is the radius of the charge. For reactions in liquids \(\partial n/\partial P\) is always negative, and \(\partial D^{-1}/\partial P\) is usually negative \([20]\). Consequently, \(\Delta V_{es}\) has a negative value in liquids if charges are created, but a positive value if charges are destroyed during the reaction. The electrostatic contribution to the activation volume is found to range from \(-10\) to \(-30\) \(\text{cm}^3/\text{mol}\) in most solvents.
Although electrostrictive forces are also expected to occur in solids, the effect will be quite different from that occurring in solution. First, the bulk modulus of solids is approximately 100 to 1000 times greater than that of liquids, so that the second term of eqn. 18, which depends on the compressibility of the medium, will be very much smaller in solids than it is in solutions and can probably be ignored in the calculation of $\Delta V_{es}$. Second, the dielectric constant of solids decreases with increasing pressure [39], which means that the first term in eqn. 18 will be positive, instead of negative as it is for liquids. Consequently, charge formation in solids results in a positive activation volume. The magnitude of the effect can be estimated from eqn. 18 for the scission of Si-O bonds. From work by Reitzel [40] on silica glass, $\delta D^{-1}/\delta P$ is approximately $4 \times 10^{15}$ m$^2$/N. Assuming that unit electric charges (i.e., $Z = 1$) are formed on both the silicon and oxygen atoms as the bond between these atoms breaks, $\Delta V_{es}$, is equal to $\sim 2$ cm$^3$/mol for oxygen and $7$ cm$^3$/mol for silicon. The combined volume change $\sim 9$ cm$^3$/mol is approximately 56 percent of the total activation volume for fracture.

The effect of electrostriction is to partition the volume of activation between the crack-tip bond and the rest of the solid surrounding the crack tip. For Si-O, the activation volume associated with the crack-tip bond is approximately $7$ cm$^3$/mol which corresponds to a $\delta$ of $\sim 0.35$ nm. This value is 2.2 times the normal Si-O spacing and is more reasonable than the value quoted earlier. Consequently, electrostriction seems to play an important role in the fracture of brittle materials, as it does in chemical reactions carried out in solutions.
5.3 Zero Stress Activation Energy Term

When stresses are completely removed from a specimen containing a crack, chemical reactions can still occur at the crack tip. The activation energy for crack motion is then given by the zero stress intensity factor portion of the activation free energy for crack growth, eqn. 10. If the concentration of reactant at the crack tip also depends on temperature, its temperature dependence will have to be added to the activation free energy for crack growth. The sum of these two terms should be equal to $E^*$ (eqn. 11), which is an empirical measurement of the zero stress activation energy for crack growth:

$$
\Delta E^* = (\gamma^* V^* - \gamma V) + n \Delta H_1 = E^* .
$$

The term $n\Delta H_1$ is the temperature dependence of the concentration of reactive species, and is determined by chemical reactions within the solution, or between the solution and the crack surface, or on the crack surface near the crack tip. The temperature dependence of the concentration of reactive species will therefore be determined by the equilibrium constants of these reactions, which have an Arrhenius dependence on temperature. Measurements of the $OH^-$ ion concentration of slurries of ground glass in water [41], for example, indicate a temperature dependence given by the following relation:

$$
[OH^-] = A \exp (\Delta H_1/RT)
$$

If the crack tip reaction is $n$th order with regard to the active species in solution, then the term to be added to the zero stress activation energy is $n\Delta H_1$, as indicated in eqn. 19.

Equation 19 can be used to compare crack propagation data with corrosion rates that occur at normally unstressed surfaces. Based on the theory presented earlier, $\Delta E^*$ is the activation energy for corrosion at a free surface. Consequently, by evaluating $E^*$, $\Delta H_1$ and the surface curvature terms of
eqn. 19, $\Delta E^*$ can be evaluated from crack growth data. The value of $\Delta E^*$ so obtained can then be compared with independent measurements of corrosion rates in the reactive environment of interest. Since all of the necessary data is available, comparison of this sort will be made for the attack of hydroxyl ions on the network structure of glass in alkaline environments.

Experiments have shown that at a pH greater than 9, hydroxyl ions directly attack the network structure of glass to cause corrosion [42,43]. Hubbard and Hamilton [42] measured the activation energy for the corrosion of a variety of glass in a 5 percent solution of NaOH in water, and obtained values of the activation energy that ranged from 15.3 to 19.7 kcal/mol. The order of the reaction was not studied specifically. For purposes of this paper, a first order reaction, $n = 1$, will be assumed.

In order to determine the probable pH at crack tips in glass, measurements were made on slurries of water and glass [41]. The pH determined on four of the glasses shown in Table 1 were high enough for direct attack of hydroxyl ions on the network structure of the glass. Values of $\Delta H_1$, obtained from temperature studies on these glasses are shown in Table 2.

The surface tension term can be evaluated directly from crack propagation data. At the stress corrosion limit, the corrosion rate of the glass at the crack tip will be identical to that occurring at a free surface, so that the crack will not increase in length relative to the surface, and catastrophic fracture will not occur. The condition for the stress corrosion limit is obtained by equating the surface curvature term and
the stress intensity factor term in eqn. 10:

\[ \frac{2K_{ISCC}}{(\pi a)^{1/2}} \Delta V^* = -[\gamma^*V^* - \gamma V]/\rho \]  

(21)

or using the equality between the stress intensity factor terms in eqns. 10 and 11:

\[ bK_{ISCC} = -[\gamma^*V^* - \gamma V]/\rho \]  

(22)

Soda-lime-silica glass is observed to undergo a rapid decrease in crack velocity at stress intensity factors that are slightly greater than 0.25 MPa-m^{1/2} and it is believed that this decrease in velocity indicates an approach to a fatigue limit for this glass. Assuming \( K_{ISCC} = 0.25 \text{ MPa-m}^{1/2} \), \( bK_{ISCC} = 2.75 \times 10^4 \text{ J/mol (6.6 kcal/mol)} \). This value can be used to estimate the change of surface energy during the fracture process. Since \( \Delta V^* = 2 \text{ cm}^3/\text{mol} \), and since \( V = 25 \text{ cm}^3/\text{mol} \) for soda-lime-silica glass, an estimate for the right hand side of eqn. 22 can be obtained by using a mean value for the molar volume terms. Assuming \( V^* = V = 25 \text{ cm}^3/\text{mol} \), and \( \rho = 0.5 \text{ nm} \), it follows that \( \gamma - \gamma^* = 0.55 \text{ J/m}^2 \).

Estimates of the corrosion rate of glass in basic solutions are presented in Table 2, using measured values of \( \Delta H_1 \), and \( E^* \). In the absence of additional data on the stress corrosion limit in the glasses studied, it is assumed that the surface tension term of eqn. 19 is the same for the four glasses shown in Table 2. The activation energies for corrosion calculated from crack propagation data fall within the range measured by Hubbard and Hamilton [43]. This favorable comparison supports the arguments presented in this paper that crack growth in brittle materials can be explained in terms of chemical reaction rate theory.
6. An Atomic Model of Crack Growth

In previous sections of this paper, the material surrounding the crack tip was treated as if it were a continuum, a procedure that may be questioned when dimensions of the order of the atomic spacing are being considered. In this section, a somewhat simplified atomistic model of fracture is applied to the problem of chemical reactions at crack tips. It is shown that the assumptions used in previous sections of the paper are valid for estimating the activation volume for crack growth. In addition, the partitioning of energy between the internal energy of the crack-tip bond, and work terms that involve the remainder of the solid is shown to be applicable.

The atomistic model of the crack used in this section of the paper (Figure 5) was proposed first by Fuller and Thomson [13,14]. This quasi-one-dimensional model of a crack consists of two semi-infinite chains of atoms that maintain their rigidity by means of an interatomic interaction which is modelled as a flexural force with a force constant \( \beta \). The chains of atoms are bonded together by a series of cohesive interactions that are modelled as stretchable spring elements between the atom pairs. A crack is formed by assuming that the first \( n \) stretchable elements are ruptured, or stretched beyond their range of interaction. With the exception of the crack-tip element, the remaining cohesive-spring elements are assumed to be in the linear regime of their force-displacement response with a spring constant \( \alpha \). The crack-tip element is assumed to be a non-linear element, which reflects the inherent cohesive strength of the solid. A transverse opening force, \( F \), is applied to the end atoms of each chain to force the crack open.
The total potential energy of this crack system is given by [14]:

\[
U = -F\delta_0 + \frac{1}{4} B \sum_{j=1}^{\infty} [\delta_{j-1} - 2\delta_j + \delta_{j+1}]^2 \\
+ n U_{BB} + U_b(\delta_n) + \frac{1}{2}a \sum_{j=n+1}^{\infty} \delta_j^2
\]

(23)

where the first term on the right-hand side is the potential energy of the loading system; the second term is the strain energy stored in the flexural bonds; and the remaining terms are the contributions from the cohesive bonds across the crack. These cohesive contributions are, respectively, the total bond energy from the \( n \) ruptured bonds, the bond energy of the nonlinearly strained bond at the crack tip, and the linear-elastic strain energy of the remaining cohesive bonds. From a fracture mechanics viewpoint, this potential energy provides both the driving force for fracture and the resistance force to fracture. The crack driving force is derived from the stored elastic strain energy which is released upon crack advance; whereas, the resistance to fracture is contained in the cohesive-bond energy of the crack-tip bond that must be ruptured to advance the crack.

In contrast to the Griffith continuum analysis, where the fracture resistance is provided by the average cohesive energy required to form a new element of surface, the atomistic treatment reveals a fine structure in this process through the discrete nature of the bond rupture event. To illustrate this atomistic influence, the variation of the system potential energy is examined as the crack-tip bond ruptures. For each crack-tip bond displacement, \( \delta_n \), the remaining atoms of the solid are required to be in an equilibrium configuration with respect to this displacement. Necessary conditions for these equilibrium configurations are:
\[
(\partial U / \partial \delta_j) = 0, \quad \text{for } j \neq n
\]
which correspond to an infinite set of fourth-order difference equations.

Analytical solutions of these equations are obtainable [14] in the functional form \( \delta_j(F, n, \delta_n) \). Substitution of these equilibrium-displacement solutions into eqn. 23 reduces the system potential energy to an explicit function of both the applied fracture mechanics parameters (load and crack length) and the crack-tip bond displacement \( \delta_n \):

\[
U(F, n, \delta_n) = n U_{BB} - \left( F^2 / 6 \beta \right) (2n^3 + 3n^2 \xi + n) - K \delta_n / \xi + U_b(\delta_n) + \frac{1}{2} \alpha \left( \frac{\xi - 1}{2} \right) \delta_n^2
\]

(25)

where \( \xi \) is an elastic coefficient defined by \( \xi^2 (\xi^2 - 1) = (2 \beta / \alpha) \), and \( K = (n + \xi) F \) is an effective one-dimensional "stress intensity factor".

This expression is particularly useful for demonstrating the origin of the atomistic energy barrier to intrinsic bond rupture and crack advance.

Focusing attention on the \( n^\text{th} \) bond, the first two terms on the right-hand side of eqn. 25 are constant for a given applied force and will not be considered further. The next term, \( -K \delta_n / \xi \), corresponds to the reduction in potential energy that results from the applied fracture driving force as the crack-tip bond ruptures. The two remaining terms represent the resistance of the system to the rupture of the crack-tip bond. The first of these resistance terms, \( U_b(\delta_n) \), corresponds simply to the interatomic interaction between the crack-tip atoms; whereas the second term, \( \frac{1}{2} \alpha \left( \frac{\xi - 1}{2} \right) \delta_n^2 \) is more subtle and corresponds to the harmonic restoring potential exerted on the crack-tip atoms by the remainder of the (linear elastic) structure.

It is the balance between these last three terms that determines the atomistic energy barrier, as is illustrated graphically in Figure 6. The individual
terms are plotted in Figure 6a and their sum is shown in Figure 6b. Clearly, the stress intensity factor term, $-K_\sigma^*/\xi$, biases the bond rupture to make the final state the more stable configuration in this example.

An important part of the above construct is that the interatomic potential between the crack-tip atoms is decoupled from the interactions of the rest of the solid. This construct provides a model whereby an arbitrary bond-rupture reaction can be studied in an equivalent linear-elastic continuum of crack-tip stiffness $\alpha(\frac{\xi-1}{2})$. In particular, the construct can be used to study the effect of chemical reactions on crack propagation, in which case, a modified cohesive force law is substituted for the interatomic potential of the crack-tip atoms. The initial and final equilibrium configuration in Figure 6b now correspond to unreacted and reacted states of the bond respectively. The unstable configuration corresponds to the activated complex of the reaction. The exact influence of the chemical reaction on the rupture of the crack-tip bond depends on the details of the chemical reaction and its activation barrier. Various possibilities have been considered in a recent manuscript [18]. The main effect of the chemical reaction is to further bias the intrinsic activation energy barrier and to allow crack growth to occur at a lower applied stress. An important conclusion of this work is that the thermodynamic surface energy, which determines the thermodynamic condition for crack propagation, is lowered to that of the chemically reacted surface.

The construct can also be used to estimate the activation volume for fracture. Consider the two equilibrium configurations corresponding to the initial
stable configuration (unruptured, crack-tip bond) and to the saddle-point configuration in the potential energy curve (the activated state for the crack-tip bond). The bond displacement at these two configurations are denoted by $\delta_{n0}$ and $\delta_n^*$, respectively (Figure 6b). The energy barrier, $\Delta U_+$, required to reach the activated complex is given by:

$$\Delta U_+ = U(F, n, \delta_n^*) - U(F, n, \delta_{n0})$$

$$= [U_b(\delta_n) - \delta_n \frac{dU_b}{d\delta_n} - \frac{1}{2} \alpha (\frac{\xi-1}{2}) \delta_n^2] \delta_n^*$$

(26)

where the energies in each equilibrium configuration, $U(F, n, \delta_n^*)$ and $U(F, n, \delta_{n0})$, are obtained from eqn. 25. The dependence of this activation energy barrier on the fracture driving force, $K$, is obtained by taking the derivative of eqn. 26 with respect to $K$ (utilizing the stability condition of each state to obtain the $K$ dependence of $\delta_{n0}$ and $\delta_n^*$):

$$\frac{d(\Delta U_+)}{dK} = - (\delta_n^* - \delta_{n0}) \xi^{-1}$$

(27)

Since $K$ has units of force in the simple atomistic model used in the present construct, an applied crack-tip stress can be defined by dividing $K/\xi$ by the effective area, $A$, of the bond at the crack tip, Figure 7:

$$\sigma = K/(\xi A)$$

(28)

Substituting this relation into eqn. 27, the following relation is obtained:

$$\frac{d(\Delta U_+)}{d\sigma} = - A (\delta_n^* - \delta_{n0}) \equiv -\Delta V^*$$

(29)

where $\Delta V^*$ is the activation volume for the crack-tip reaction. This definition of $\Delta V^*$ is identical to that used in the literature of chemical reaction rate theory. Thus, it has been shown that an atomistic model of crack growth is consistent with a model of crack growth derived by
treating the crack tip as an elastic continuum. This finding supports the assumption that crack-tip stresses can be treated by a continuum approach to fracture.
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### Table 1 - Summary of Stress Corrosion Data

<table>
<thead>
<tr>
<th>Environment</th>
<th>Glass</th>
<th>$E^*$ kcal/mol (kJ/mol)</th>
<th>$b$ (m$^{5/2}$/mol)</th>
<th>$\ln u_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water [25]</td>
<td>Silica</td>
<td>33.1 (139)</td>
<td>0.216</td>
<td>-1.32</td>
</tr>
<tr>
<td></td>
<td>Aluminosilicate I</td>
<td>29.0 (121)</td>
<td>0.138</td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td>Aluminosilicate II</td>
<td>30.1 (126)</td>
<td>0.164</td>
<td>7.9</td>
</tr>
<tr>
<td></td>
<td>Borosilicate</td>
<td>30.8 (129)</td>
<td>0.200</td>
<td>3.5</td>
</tr>
<tr>
<td></td>
<td>Lead Alkali</td>
<td>25.2 (106)</td>
<td>0.144</td>
<td>6.7</td>
</tr>
<tr>
<td></td>
<td>Soda-Lime-Silica</td>
<td>26.0 (109)</td>
<td>0.110</td>
<td>10.3</td>
</tr>
<tr>
<td>Vacuum [30]</td>
<td>61% Lead</td>
<td>83.1 (348)</td>
<td>0.51</td>
<td>5.1</td>
</tr>
<tr>
<td></td>
<td>Aluminosilicate III</td>
<td>176 (705)</td>
<td>0.77</td>
<td>14.1</td>
</tr>
<tr>
<td></td>
<td>Borosilicate Crown</td>
<td>65.5 (275)</td>
<td>0.26</td>
<td>6.6</td>
</tr>
<tr>
<td></td>
<td>Soda-Lime-Silica</td>
<td>144 (605)</td>
<td>0.88</td>
<td>-5.7</td>
</tr>
</tbody>
</table>
Table 2 - Calculated Activation Energy for Corrosion, \(\Delta E^\ddagger\), kcal/mol

<table>
<thead>
<tr>
<th>Glass</th>
<th>E*</th>
<th>(\gamma^\ddagger V^\ddagger - \gamma V)/(\rho)</th>
<th>(\Delta H_1)</th>
<th>(\Delta E^\ddagger)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aluminosilicate I</td>
<td>29.0</td>
<td>6.6</td>
<td>4.7</td>
<td>17.7</td>
</tr>
<tr>
<td>Aluminosilicate II</td>
<td>30.1</td>
<td>6.6</td>
<td>2.4</td>
<td>21.1</td>
</tr>
<tr>
<td>Lead Alkali</td>
<td>25.2</td>
<td>6.6</td>
<td>2.1</td>
<td>16.5</td>
</tr>
<tr>
<td>Soda-Lime-Silica</td>
<td>26.0</td>
<td>6.6</td>
<td>1.0</td>
<td>18.4</td>
</tr>
</tbody>
</table>

Hubbard and Hamilton [42] \(E^\ddagger = 15.3\) to 19.7
1. Dependence of crack velocity on applied stress intensity factor, soda-lime-silica glass. The percent relative humidity for each set of runs is given on the right-hand side of the diagram. Roman numerals identify the different regions of crack propagation. (Wiederhorn, ref. 43; original data from ref. 29).
2. Influence of temperature on fracture behavior of glass in water. Some data, such as that given above for soda-lime-silica glass, were curved at low values of $K_I$, indicating an approach to a static fatigue limit. Other data, such as that for silica, were straight for the entire range of $K_I$. Curved data were fit by the method of least squares only over the linear portion of the data to obtain the summary given in Table 3. (Wiederhorn, ref. 25).
3. Influence of temperature on the fracture behavior of soda-lime-silica glass tested in a vacuum of \( \sim 10^{-4} \) torr (\( 10^{-2} \) Pa). (Wiederhorn, Johnson, Diness and Heuer, ref. 30).
4. Fracture behavior of soda-lime-silica glass tested in butyl alcohol solutions that contained different quantities of dissolved water. (Freiman, Wiederhorn and Simmons, ref. 32.)
5. Atomistic model of crack. (Fuller and Thomson, ref. 13, 14).
5. Schematic diagram of the potential energy terms involved in the atomistic model of fracture shown in figure 5; (a) plot of the three individual potential energy terms; (b) plot of the sum of the three energy terms for a potential barrier for fracture. (Fuller and Thomson, ref. 14).
7. Schematic diagram depicting the applied force for fracture $K/\xi$, the cross-sectional area, $A$, of the strained bond and the bond displacement, $\delta^*_n - \delta_{n0}$, during activation. The figure also depicts the resistance force from the crack-tip bond, $dU_b/d\delta_n$, and the harmonic restoring force, $\alpha(\xi-1)\delta_n/2$, exerted on the crack-tip bond by the remainder of the linear-elastic structure.
At normal temperatures and pressures, water is known to have a strong influence on the strength of ceramics and glasses. Behaving as a stress-corrosion agent, water causes these materials to fail prematurely as a consequence of subcritical crack growth. A basic premise of this paper is that stress-corrosion cracking of ceramics is a chemical process that involves a stress-enhanced chemical reaction between the water and the highly stressed ceramic near the crack tip. Plastic deformation is believed to play no role in this fracture process. After a brief survey of chemical reaction rate theory, the basic rate equation from this theory is modified to reflect physical and chemical processes that occur at crack tips. Modification of the rate equation is based on the assumption that the crack tip can be modelled as an elastic continuum, an assumption that is supported by a simple atomistic model of crack growth. When tested against experimental data collected on glass, the theory was found to be consistent with measurements of the crack-growth dependence on temperature, applied stress intensity factor, and concentration of reactive species in the environment.