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## ABS TRACT

Consider a given homogeneous or inhomogeneous linear difference equation $\sum_{s=0}^{\ell} d_{s}(r) y(r+s)=g(r)$ where $\ell \geq 2$ and $r=0,1,2, \ldots$. Suppose $y$ is a solution of this equation and $u, v$ are solutions of the homogeneous form of this equation such that $u(r) / v(r) \rightarrow 0$, $y(r) / v(r) \rightarrow 0, u(r) / y(r) \rightarrow 0$. It is known that under these circumstances algorithms for the computation of $y$ based on forward recurrence or backward recurrence, such as the Miller algorithm, are numerically unstable.

Stable algorithms, such as the method of Olver in the case $\ell=2$, have been based on approximating $y(r)$ by the solutions $y_{n}(r)$ of a certain sequence of boundary value problems. More specifically, $y_{n}(r)$ is a solution of the difference equation that coincides with $y(r)$, over some fixed initial range of $r$, say $r=i, i+1, \ldots, i+j-1$, and satisfies $y_{n}(r)=0$ for $r=n, n+1, \ldots, n+\ell-j-1$. Here $j$ is an integer whose value depends on the asymptotic behavior of the chosen solution $y(r)$ and $n$ is an arbitrary large integer. Boundary value problems of this type are shown to be equivalent to two initial value problems of order $j$ and $\ell-j$ by factorization of the linear difference operator. The solution of the problem of order $j$ is obtained by forward recurrence; the solution of the other problem is obtained by backward recurrence.

The algorithm is specified completely for a broad class of linear difference operators. This class includes, for example, every constantcoefficient operator. Convergence of $y_{n}(r)$ to $y(r)$ as $n \rightarrow \infty$ for fixed $r$ is proved and an expansion of the truncation error is derived. Numerical stability is demonstrated under appropriate conditions. The method is tested by numerical examples involving fourth-order equations with variable coefficients.
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### 1.1 Miller's and Olver's Algorithms

Linear recurrence relations (linear difference equations) are satisfied by many of the higher transcendental functions of mathematics, and they arise quite naturally in applications of mathematics. Discretization of ordinary differential equations in numerical analysis is one important area in which they occur. Because of their special form, linear recurrence relations are especially well suited to the construction of compuring algorithms. Stability requirements in the case of second-order homogeneous relations led to the well-known Miller backward recurrence algorithm [5], which was developed for the computation of modified Bessel functions. This reference was published in 1952. The review paper of Gautschi [9] provides a survey of algorithms and applications in the case of second-order homogeneous equations. Nowadays, the name of Miller often attends when a minimal solution (defined below) of a homogeneous equation of arbitrary order is computed using backward recurrence [28]. These algorithms always involve backward recurrence from assumed starting values (since these are not known in general) followed by a normalization procedure, such as matching one value of the computed solution with the desired solution in order to arrive at the proper scale factor which relates these two solutions.

A different class of algorithms becomes necessary when "intermediate" solutions of a linear recurrence relation are to be computed. Intuitively speaking, an intermediate solution is one for which two other solutions can be found such that one dominates, and the other is dominated by, the intermediate solution. We are speaking here of dominance in the following sense:
if $a=(a(0), a(1), \ldots)$ and $b=(b(0), b(1), \ldots)$ are two infinite sequences $^{\dagger}$ then $b$ dominates $a$ whenever $a(r) / b(r) \rightarrow 0$ as $r \rightarrow \infty$.

Neither forward recurrence nor the Miller algorithm is numerically stable for an intermediate solution. This is because recurrence in either direction, when carried out in finite precision, will be contaminated by small components of the other solutions. An analysis of the propagation of these rounding errors appears in [18]. In the forward direction, as the recurrence proceeds through more and more steps, the dominant solutions grow and eventually overwhelm the desired intermediate solution. Since our concept of dominance is really dominance "at infinity", the situation for recurrence in the backward direction is not completely analogous. However, if we start at a sufficiently large value of $r$ and recur backward, other solutions grow at a faster rate than the wanted intermediate solution as $r$ decreases.

In addition to intermediate solutions, a difference equation has minimal (or "recessive") and maximal (or "dominant") solutions. Intuitively, a minimal solution does not dominate, and a maximal solution is not dominated by, any other solution of the difference equation as $r \rightarrow \infty$. Ultimately, forward recurrence is stable for maximal solutions since the error cannot grow more rapidly than the solution. Similarly, backward recurrence is stable for minimal solutions, at least in a region of sufficiently large r.

[^0]The lowest order of difference equation for which an intermediate solution can exist, and then only when the equation is inhomogeneous, is two. Such an equation is of the form
(1.1.1) $a(r) y(r-1)-b(r) y(r)+c(r) y(r+1)=d(r), r=1,2, \ldots$.

Since the general solution is

$$
y(r)=a u(r)+\beta v(r)+h(r), r=0,1,2, \ldots,
$$

where $\alpha$ and $\beta$ are constants, $u=(u(0), u(1), \ldots)$ and $v=(v(0), v(1)$, ...) are linearly independent solutions of the homogeneous equation, and $h=(h(0), h(1), \ldots)$ is a particular solution of (1.1.1), there can be at most three asymptotically distinct types of behavior of solutions as $r \rightarrow \infty$. Let us assume that $v$ dominates $u$ and that $h$ is an intermediate solution. In addition, assume $u(0) \neq 0$ and $v(r) \neq 0$ for all surficiently large $r$. Under these assumptions a stable algorithm for computing intermediate solutions of (1.1.1) was presented by Olver in [21]. If $\mathrm{y}=(\mathrm{y}(0), \mathrm{y}(1), \ldots)$ is the desired intermediate solution, Olver's algorithm approximates $y$ by a sequence of solutions $y_{n}=\left(y_{n}(0), y_{n}(1)\right.$, $\ldots$ ) such that $y_{n}(0)=y(0)$ and $y_{n}(n)=0$ where $n$ is an appropriately chosen positive integer. Note that only one initial value of the wanted intermediate solution is required to determine the sequence of approximations. The sequence is shown to converge pointwise to $y$ as $n \rightarrow \infty$. Olver's algorithm efficiently produces the first $n-1$ unknown terms of $y_{n}$ as the solution of a tridiagonal linear system of order $n-1$. The procedure used for solving these linear equations is equivalent to Gaussian elimination without pivoting. It consists, in effect, of a forward elimination stage followed by a back substitution stage. The algorithm is constructed so that the numerical stability of this procedure may be assessed. The
forward elimination stage is realized by two forward recurrences. One of these uses the homogeneous form of (1.1.1) to generate a dominant solution $p=(p(0), p(1), \ldots)$. The initial values used for starting this recurrence are $p(0)=0$ and $p(1)=1$, and the solution $p$ is asymptotically proportional to $v$. Therefore, the rounding errors ultimately propagate in proportion to $P$, although they could propagate faster than $P$ at first (if $p$ is essentially proportional to $u$ for early values of $r$, corresponding to an excessively small value of $u(0)$ ). A combined algorithm that employs both Miller's algorithm and Olver's algorithm in adjacent ranges of $r$ is proposed in [22].

The second forward recurrence in the forward elimination stage of Olver's algorithm uses the inhomogeneous first-order equation

$$
a(r) e(r-1)-c(r) e(r)=d(r) p(r), r=1,2, \ldots,
$$

where the solution $e=(e(0), e(1), \ldots)$ satisfies $e(0)=y(0)$. Here two distinct asymptotic forms of behavior may exist, but there is no reason to expect that the calculation of $e$ will be asymptotically unstable in general. However, as was the case for the solution $P$, there may be applications where rounding errors grow more rapidly then $e(r)$ over some finite initial range of values of $r$.

The back substitution consists of backward recurrence of the inhomogeneous first-order equation

$$
p(r+1) y_{n}(r)-p(r) y_{n}(r+1)=e(r), r=n-1, n-2, \ldots, 1,
$$

starting with $y_{n}(n)=0$. The stability of this backward recurrence is guaranteed in the "asymptotic region" belonging to the chosen solution $y(r)$, that is, the infinite range of $r$ which is such that the asymptotic
behavior of $y(r)$ relative to $u(r)$ and $v(r)$ is maintained.
Olver's method of solving the tridiagonal system leads to a very convenient representation of the truncation error. For each $r$ and for all $n \geq r$, the expansion

$$
\begin{equation*}
y(r)=y_{n}(r)+p(r) \sum_{s=n}^{\infty} \frac{e(s)}{p(s) p(s+1)} \tag{1.1.2}
\end{equation*}
$$

is valid. Consequently, for each $r$ and $n \geq r$ and $v \geq 1$ we have

$$
y_{n+v}(r)-y_{n}(r)=p(r) \sum_{s=n}^{n+\nu-1} \frac{e(s)}{p(s) p(s+1)} .
$$

This expansion is useful as a basis for deciding on an appropriate value of n , i.e., for deciding when to stop the forward elimination and begin the back substitution. Suppose that for particular values of $\varepsilon>0$ and r , say $r=m$, it is desired that

$$
\left|y(m)-y_{n}(m)\right|<\varepsilon .
$$

A value of $v(\geq 1)$ is selected and $y(m)$ is approximated by $y_{n+,}(m)$. The problem then is to determine the smallest value of $n$ such that

$$
\left|y_{n+v}(m)-y_{n}(m)\right|<\varepsilon
$$

This is done by continuing the forward elimination until $r=m$ at which point calculation of the numbers

$$
\eta(r)=\left|p(m) \sum_{s=r}^{r+v-1} \frac{e(s)}{p(s) p(s+1)}\right|, r=m, m+1, \ldots
$$

is begun. Forward elimination is continued further, together with the calculation of $\eta(r)$, until a value of $r$ is reached such that $\eta(r)<\varepsilon$. This value of $r$ is taken for $n$; its adequacy may be checked by taking additional terms in the infinite expansion of $y(m)-y_{n}(m)$, given by (1.1.2) with $r=m$.

In addition to being appropriate for computing intermediate solutions of (1.1.1), Olver's algorithm is suited to computing the minimal solution of a homogeneous equation. It can therefore be compared to Miller's algorithm. The advantage of Olver's algorithm over Miller's algorithm is that the latter does not have a criterion for determining automatically an appropriate value for $n$. On the other hand, if an adequate value of $n$ is known from other considerations (as, for example, from an asymptotic estimate), then Miller's algorithm may require less computational effort.

Zahar [27], Oliver [19,20], and Cash [6] have considered extensions of Olver's algorithm to linear difference equations of higher order. In the present work we shall construct and analyze an algorithm which has features in common with these extensions. We shall also illustrate the algorithm by means of numerical examples.

### 1.2 Factorization of Linear Difference Equations

Let $F$ be the field of complex numbers and let $S$ be the set of all complex-valued infinite sequences $x=(x(0), x(1), \ldots)$. Clearly $S$ is an infinite-dimensional linear space over $F$. Let $D_{\ell}$ be the set of all infinite upper-triangular band matrices of the form

where $d_{0}, d_{1}, \ldots, d_{\ell} \in S$ and $d_{0}(r) \neq 0, d_{\ell}(r) \neq 0$ for infinitely many values of $r$. We shall also use the concise notation $\left[d_{0}, d_{1}, \ldots, d_{\ell}\right]$ to represent infinite matrices in the set $D_{\ell}$. If we regard the infinite sequences in $S$ as infinite column vectors, then an infinite sequence $D x \in S$ is defined for each $D \in D_{\ell}, x \in S$ by ordinary matrix multiplication. In fact, the terms of $D x$ are given by

$$
D x(r)=\sum_{s=0}^{\ell} d_{s}(r) x(r+s), r=0,1,2, \ldots .
$$

Clearly, each $D \in D_{\ell}$ is a linear operator on $S$ under this definition. We shall say that $D_{\ell}$ is the class of linear difference operators of order $\underline{\ell}$ on $S$.

Note that $D_{l}$ is defined for each integer $\ell \geq 0$. We pointed out in §1.1 that intermediate solutions of linear difference equations
can exist only if the order of the equation is at least two. But we are going to factor linear difference operators into a product of two lowerorder operators. Therefore, operators of order one will arise. Furthermore, the formalism to be introduced will allow even the degenerate case of operators of order zero.

If $d_{0}$ and $d_{l}$ have no terms equal to zero, we shall say the difference operator $\left[d_{0}, d_{1}, \ldots, d_{\ell}\right] \in D_{\ell}$ is nonsingular; compare $[14,812.0]$. The terms of $d_{0}$ and $d_{\ell}$ will be called the leading and trailing coefficients of $\left[d_{0}, d_{1}, \ldots, d_{\ell}\right]$, respectively.

We shall use the notation $x^{i}$ to indicate a sequence from $S$ whose first term is $x(i)$. Thus

$$
x^{i}=(x(i), x(i+1), \ldots)
$$

The point $i$ will be called the initial point of the sequence. When we do not indicate a superscript it is to be understood that zero is the initial point of the sequence. Similarly, we shall use the notation $x^{i, n}$ to indicate the (finite) subsequence of $x^{i}$ whose final term is $x(n)$. Thus

$$
x^{i, n}=(x(i), x(i+1), \ldots, x(n))
$$

The point $n$ will be called the terminal point of the subsequence.
Similarly, for linear difference operators from $D_{\ell}$, we shall use the notation $D^{i}$ or $\left[d_{0}^{i}, d_{l}^{i}, \ldots, d_{\ell}^{i}\right]$ to indicate that $i$ is the initial point of each of the $\ell+1$ sequences involved in the definition of the operator. See Figure 1. When the superscript is omitted, it is understood that these initial points are all zero unless it is clear from the context (as in equation (1.2.1) below) what these injtial points are.


Figure 1. The operator $D^{i}$.


Figure 2. The matrix $D_{j}^{i}$.


Figure 3. The matrix $D_{j}^{i, n}$.

Two further notational conventions to be used in this thesis are $D_{j}^{i}$, the infinite matrix obtained from $D^{i}$ by deleting the first $j$ columns $(0 \leq j \leq \ell)$; and $D_{j}^{i, n}$, the leading principal submatrix of order $n-i+1$ of $D_{j}^{i}$. See Figures 2 and 3. Note that each diagonal of $D_{j}^{i}$ below the principal diagonal is a subsequence of one of the sequences $d_{0}^{i}, d_{1}^{i}, \ldots, d_{j-1}^{i}$, the sequence of $d_{j}^{i}$ is on the principal diagonal, and the sequences $d_{j+1}^{i}, \ldots, d_{\ell}^{i}$ form the diagonals above the principal diagonal. The form of the finite matrix $D_{j}^{i, n}$ is similar, with the finite subsequence $d_{j}^{i, n}$ lying on the principal diagonal.

A linear difference equation is an equation of the form $D x=g$, where $g \in S$ and $D \in O_{l}$ are prescribed. Either $x \in S$ (or a subsequence of $x$ of the form $x^{i, n}$ ) is to be determined. This equation is equivalent to the infinite linear algebraic system

$$
D x(r)=g(r), \quad r=0,1, \ldots .
$$

Analogously to linear differential equations, auxiliary conditions are required in order to specify a unique solution. In our investigations these auxiliary conditions will consist of two finite subsequences $x^{i, i+j-1}$ and $x^{n, n+k-1}$ (or possibly only one of these) which are to be specified in advance, where $j+k=\ell$ and $j \geq 0, k \geq 0$. These are called the initial and terminal conditions, respectively, when $n \geq i+j$.

Let us consider the following finite boundary value problem: Determine $y^{i+j, n-1}$ such that

$$
\begin{equation*}
D y(r)=g(r), \quad r=i, i+1, \ldots, n-j-1 \tag{1.2.1}
\end{equation*}
$$

together with initial conditions

$$
\begin{equation*}
y(i+r)=a_{r}, \quad r=0,1, \ldots, j-1 \tag{1.2.2}
\end{equation*}
$$

$$
\begin{equation*}
y(n+r)=\beta_{r}, \quad r=0,1, \ldots, k-1 \tag{1.2.3}
\end{equation*}
$$

are satisfied, where $D \in D_{\ell}, \ell \geq 1, g \in S, j \in\{0,1, \ldots, \ell\}, k=\ell-j$, $i \geq 0, n \geq i+j$ and $a_{0}, a_{1}, \ldots, a_{j-1}, \beta_{0}, \beta_{1}, \ldots, \beta_{k-1} \in F$. In view of (1.2.2) and (1.2.3), the finite subsequences $y^{i, i+j-1}$ and $y^{n, n+k-1}$ are known. Of course, if $j=0$ then $y^{i, i+j-1}$ is null. Similarly if $k=0$. These cases correspond to the absence of either (1.2.2) or (1.2.3). The unknown subsequence $y^{i+j, n-1}$ satisfies a linear system of algebraic equations which can be expressed in matrix terms using the notation we introduced above. The system is
$D_{j}^{i, n-j-1} y^{i+j, n-1}=g^{i, n-j-1}-\left[\begin{array}{c}D^{i, i+j-1} y^{i, i+j-1} \\ 0 \ldots \ldots \ldots \ldots \ldots \\ 0\end{array}\right]-\left[\begin{array}{c} \\ \ldots \ldots \ldots \ldots \ldots \\ D_{l}^{n-l, n-j-1} n, n+k-1\end{array}\right]$
provided that $n-i-j \geq \max (j, k)$. The first partitioned column vector on the right side of (1.2.4) has $j$ entries in the upper part, and the second partitioned column vector has $k$ entries in the lower part. The length of the other column vectors appearing in (1.2.4) is $n-i-j$. This is what gives rise to the restriction $n-i-j \geq \max (j, k)$. This restriction is irrelevant for the applications we have in mind, since we shall be considering sequences of finite boundary value problems as $n \rightarrow \infty$. Note that the number of zeros represented by the symbol 0 in the partitioned column vectors is $n-i-2 j$ in the first vector and $n-i-\ell$ in the second vector. Obviously, the partitioned column vectors reflect the influence of the boundary conditions (1.2.2) and (1.2.3).

Solution of the boundary value problem (1.2.1) to (1.2.3) is equivalent to solution of the linear system (1.2.4). Equation (1.2.4) possesses
a unique solution if, and only if, the matrix $D_{j}^{i, n-j-1}$ is nonsingular. If in addition we assume that the difference operator $D$ is nonsingular, then the solution $y^{i, n+k-1}$ of (1.2.1) to (1.2.3) extends uniquely to $y \in S$ by forward and backward recurrence. However, nonsingularity of $D$ is not necessary for this unique extension to exist; for example, some of the leading and trailing coefficients of $D$ which appear in the finite matrix $D_{j}^{i, n-j-1}$ could be zero.

Let us consider the nonsingular triangular cases of (1.2.4). The first is given by $j=\ell$. Then (1.2.4) assumes the form
(1.2.4a) $\quad D_{l}^{i, n-\ell-1} y^{i+\ell, n-1}=g^{i, n-\ell-1}-\left[\begin{array}{c}D_{i, i+\ell-1} y^{i, i+\ell-1} \\ 0 \ldots \ldots \ldots \ldots \cdots \\ 0\end{array}\right]$.

Writing out these equations in detail, we have

$$
\begin{aligned}
d_{\ell}(i) y(i+\ell) & =g(i)-\sum_{s=0}^{\ell-1} d_{s}(i) y(i+s) \\
d_{\ell-1}(i+1) y(i+\ell)+d_{\ell}(i+1) y(i+\ell+1) & =g(i+1)-\sum_{s=0}^{\ell-2} d_{s}(i+1) y(i+s+1) \\
& \cdot \\
& \cdot \\
\sum_{s=0}^{\ell} d_{s}(i+\ell) y(i+\ell+s) & =g(i+\ell) \\
& \cdot \\
& \cdot \\
\sum_{s=0}^{\ell} d_{s}(n-\ell-1) y(n-\ell-1+s) & =g(n-\ell-1)
\end{aligned}
$$

Since this system is lower triangular, it is solvable by determining $y(i+l)$ from the first equation, $y(i+l+1)$ from the second equation, and so on. This process is equivalent to developing $y(i+l), y(i+\ell+1), \ldots, y(n-1)$ from (1.2.1) by forward recurrence starting with the given values (1.2.2).

The second triangular case is given by $j=0$. Then (1.2.4) assumes the form

$$
D_{0}^{i, n-1} y^{i, n-1}=g^{i, n-1}-\left[\begin{array}{c}
0 \\
\ldots \ldots \ldots \ldots \\
D_{l}^{n-l, n-1} n, n+l-1
\end{array}\right]
$$

Writing out these equations in detail, we have

$$
\begin{aligned}
\sum_{s=0}^{\ell} d_{s}(i) y(i+s) & =g(i) \\
& \cdot \\
& \cdot \\
& \cdot \\
\sum_{s=0}^{\ell} d_{s}(n-\ell-1) y(n-\ell-1+s) & =g(n-\ell-1) \\
& \cdot \\
& \cdot \\
& \cdot \\
d_{0}(n-2) y(n-2)+d_{1}(n-2) y(n-1) & =g(n-2)-\sum_{s=2}^{\ell} d_{s}(n-2) y(n-2+s) \\
d_{0}(n-1) y(n-1) & =g(n-1)-\sum_{s=1}^{\ell} d_{s}(n-1) y(n-1+s)
\end{aligned}
$$

Since this system is upper triangular, it is solvable by determining $y(n-1)$ from the last equation, $y(n-2)$ from the next-to-last equation, and so on. This process is equivalent to developing $y(n-1), y(n-2), \ldots$, $y(i)$ from (1.2.1) by backward recurrence starting with the values (1.2.3).

The noncriangular cases of (1.2.4) in which $0<j<\ell$ will be of greater interest to us. Our primary goal is to find a way to solve these problems by performing, in effect, a forward recurrence of order $j$ followed by a backward recurrence of order $\ell-j$. Definition 1.2.1 $A$ nonsingular boundary value problem (1.2.4), or equivalently (1.2.1) to (1.2.3), having initial point $i$, terminal point $n$, number cf initial conditions $j$ and difference operator $D=\left[d_{0}, d_{1}, \ldots, d_{\ell}\right] \subseteq D_{\ell}$, will be called factorizable provided there
exist difference operators $A^{i}=\left[a_{0}^{i}, a_{1}^{i}, \ldots, a_{j}^{i}\right]$ of order $j$ and $B^{i+j}=\left[b_{0}^{i+j}, b_{1}^{i+j}, \ldots, b_{k}^{i+j}\right]$ of order $k=l-j$ such that

$$
\begin{equation*}
D_{j}^{i, n-j-1}=A_{j}^{i, n-j-1} B_{0}^{i+j, n-1} \tag{1.2.5}
\end{equation*}
$$

If in addition the sequences $a_{j}^{i}$ and $b_{0}^{i+j}$ are free of zeros and the infinite matrix factorization

$$
\begin{equation*}
D_{j}^{i}=A_{j}^{i} B^{i+j} \tag{1.2.6}
\end{equation*}
$$

is valid, then we shall say that the difference operatnr $D$ is (i,j) factorizable.

Several remarks may be made here. Note that $D_{j}^{i, n-j-1}$ and $D_{j}^{i}$ are band matrices each having total bandwidth $\ell+1$, lower bandwidth $j$, and upper bandwidth $k$. A nonsingular and factorizable boundary value problem is one for which a finite matrix factorization of $D_{j}^{i, n-j-1}$ exists such that the left factor is lower triangular with total bandwidth $j+1$ and the right factor is upper triangular with total bandwidth $k+1$. The difference operators $A^{i}$ and $B^{i+j}$ may be arbitrary as long as they satisfy the condition (1.2.5), since (1.2.5) involves only a finite submatrix of each of $A^{i}$ and $B^{i+j}$. Equation (1.2.5) is illustrated in Figure 4. Since $D_{j}^{i, n-j-1}$ is nonsingular, both $A_{j}^{i, n-j-1}$ and $B_{0}^{i+j, n-1}$ are nonsingular. Thus the entries on the principal diagonals of $A_{j}^{i, n-j-1}$ and $B_{0}^{i+j, n-1}$ are all nonzero.

Now suppose the difference operator $D \in D_{l}$ is (i,j) - factorizable; it need not be a nonsingular operator. Because of the triangular forms of $A_{j}^{i}$ and $B^{i+j}$, equation (1.2.6) implies equation (1.2.5) for every $n \geq i+j+1$. In words, every leading principal submatrix of $D_{j}^{i}$ is equal to the product of the corresponding leading principal submatrices of $A_{j}^{i}$ and $B^{i+j}$. The assumption that the subsequences $a_{j}^{i}$ and $b_{0}^{i+j}$ are free of zeros is equivalent to assuming that the entries on the

principal diagonals of the infinite matrices $A_{j}^{i}$ and $B^{i+j}$ are all nonzero. It follows that every leading principal submatrix of $D_{j}^{i}$ is nonsingular. Thus we have proved the following theorem:
Theorem 1.2.1 Let $D \in D_{l}$ be $(i, j)$ - factorizable. Then, for every $n \geq i+j+\max (j, \ell-j)$, the boundary value problem (1.2.4) having difference operator $D$, initial point $i$, number of initial conditions $j$ and terminal point $n$ is nonsingular and factorizable. 䆝

The next theorem shows it is possible to obtain a solution to a factorizable boundary value problem, in theory at least, by performing an appropriate forward recurrence followed by an appropriate backward recurrence.

Theorem 1.2.2 Let (1.2.4) be a nonsingular and factorizable boundary value problem with initial point $i$, number of initial conditions $j$, terminal point $n$ and difference operator $D \in D_{\ell}$. If $A^{i}$ and $B^{i+j}$ are difference operators of order $j$ and $k=\ell-j$, respectively, such that (1.2.5) is valid, then the solution of (1.2.4) is identical to the solution of
(1.2.7)

$$
B_{0}^{i+j, n-1} y^{i+j, n-1}=z^{i+j, n-1}-\left[\begin{array}{c}
0 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right]
$$

where $z^{i+j, n-1}$ is the solution of
(1.2.8)

$$
A_{j}^{i, n-j-1} z^{i+j, n-1}=g^{i, n-j-1}-\left[\begin{array}{c}
D^{i, i+j-1} y^{i}, i+j-1 \\
0 \ldots \ldots \ldots \ldots \\
0
\end{array}\right]
$$

Proof The matrices $A_{j}^{i, n-j-1}$ and $B_{0}^{i+j, n-1}$ are nonsingular because $\nu_{j}^{i, n-j-1}$ is nonsingular; see (1.2.5). Therefore, the diagonal elements of $A_{j}^{i, n-j-1}$ and $B_{0}^{i+j, n-1}$ (which are triangular matrices) are nonzero and (1.2.7) and (1.2.8) are nonsingular linear systems. Furthermore, $A_{j}^{n-\ell, n-j-1}$ is nonsingular because it is a principal submatrix of $A_{j}^{i, n-j-1}$. Therefore the right side of $(1.2 .7)$ is unambiguously defined. Now, premultiplying (1.2.7) by $A_{j}^{i, n-j-1}$ and using (1.2.5) and (1.2.8), we obtain

$$
D_{j}^{i, n-j-1} y^{i+j, n-1}=
$$

Consider the last product on the right side of this equation. Its block structure is

$$
\left[\begin{array}{ccc}
A_{j}^{i, n-\ell-1} & 0 \\
\cdots \ldots \ldots & \vdots \ldots \ldots \ldots \\
* & A_{j}^{n-\ell, n-j-1}
\end{array}\right]\left[\begin{array}{c}
0 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
\left(A_{j}^{n-\ell, n-j-1}\right)^{-1} D_{\ell}^{n-\ell, n-j-1} y^{n, n-k-1}
\end{array}\right]
$$

where 0 in the matrix denotes a zero submatrix with $n-i-l$ rows and $k(=\ell-j)$ columns, 0 in the vector denotes a zero subvector of length $n-i-\ell$, and $*$ in the matrix denotes a submatrix which needs no further identification here. Therefore, the product in question is equal to the vector

$$
\left[\begin{array}{c}
0 \\
\ldots \ldots \ldots \ldots \\
D_{l}^{n-l, n-j-1} y^{n}, n+k-1
\end{array}\right]
$$

Substitution into the equation and comparison with (1.2.4) completes the proof.

An important remark is that if (1.2.6) is valid, i.e. if $D$ is (i,j)factorizable with left factor $A^{i}$ and right factor $B^{i+j}$, then

$$
D_{l}^{n-\ell, n-j-1}=A_{j}^{n-\ell, n-j-1} B_{k}^{n-k, n-1} .
$$

In this case $B_{k}^{n-k, n-1}$ may be written in place of $\left(A^{n-\ell, n-j-1}\right)^{-1}$ $D^{n-\ell, n-j-1}$ in (1.2.7). The truth of this remark is apparent from Figure 4.

The next theorem gives necessary and sufficient conditions for a
difference operator to be (i,j) - factorizable. The proof also shows that ( $i, j$ ) - factorizations may be constructed by Gaussian elimination in natural order, i.e., without any row or column interchanges.

Theorem 1.2.3 Let $D \in O_{l}$. Then
i) A nonsingular boundary value problem having initial point i, number of initial conditions $j$ and terminal point $n$ is factorizable if every leading principal submatrix of $D_{j}^{i, n-j-1}$ is nonsingular.
ii) $D$ is ( $i, j$ ) - factorizable if every leading principal submatrix of $D_{j}^{i}$ is nonsingular. Furthermore, this condition is necessary if $D$ is nonsingular.

Proof Our approach is to apply Gaussian elimination [10, §2.1] without any row or column interchanges. Because Gaussian elimination is so familiar, we merely sketch the proof. The proof of (i) is contained in the first $n-i-j$ stages of the proof of (ii); therefore we supply only the proof of (ii). We begin by proving sufficiency of the condition.

The first row of $D_{j}^{i}$ is used to annihilate every nonzero element below the first element in the first column. This is possible because the pivot element, which is the leading principal minor of order one, is nonzero. Because of the band structure, only the $j$ rows immediately follow-
ing the first row are affected. Also (again because of the band structure) the trailing coefficient in each of these rows is not changed. The multipliers used in these annihilations go into positions 2 through $j+1$ of the first column of the lower triangular factor $A_{j}^{i}$. The first element is unity and every other element of the first column of $A_{j}^{i}$ is zero. This completes the first stage.

Now suppose the $(r-1)$ st stage has been completed. Let the notation $\bar{D}_{j}^{i}$ denote the transformation of the original $D_{j}^{i}$ resulting from the first $r-1$ stages. The leading principal submatrix of $\bar{D}_{j}^{i}$ of order $r$ is upper triangular, having resulted in effect from the corresponding principal submatrix of the original $D_{j}^{i}$ by Gaussian elimination in natural order. Its diagonal elements are all nonzero, by hypothesis. Therefore the pivotal element is nonzero and the $r-t h$ row of $\bar{D}_{j}^{i}$ may be used to annihilate every nonzero element below the $r$-th element in the $r$-th column. Only the $j$ rows immediately following the $r$-th row are affected, and the trailing coefficient in each of these rows is not changed. The multipliers used in this annihilation go into positions $r+1$ through $r+j$ of the r-th column of $A_{j}^{i}$; unity goes into the $r-t h$ position, and zeros go into every other position. This completes the $r$-th stage.

Let $B^{i+j}$ be the infinite upper triangular matrix which results from the full sequence of transformations on $D_{j}^{i}$. By our construction, both $A_{j}^{i}$ and $B^{i+j}$ have the bandwidths required by (i,j) - factorizability. Also by our construction, formally multiplying $A_{j}^{i}$ on the right by $B^{i+j}$ results in $D_{j}^{i}$; compare (1.2.6).

In order to prove necessity of the condition in part (ii), note that the factorization produced by the foregoing process is such that leading and realling coefficients of both $A_{j}^{i}$ and $B^{i+j}$ are nonzero if $D$ is
nonsingular. Therefore, no row or column interchanges could be made without widening the bandwidth. Therefore, Gaussian elimination in natural order is the only possibility for arriving at the factorization. But Gaussian elimination in natural order is possible only if every leading principal minor is nonzero. This completes the proof.

Examination of the proof of Theorem 1.2.3 shows that a unique (i,j)factorization does not exist, since a different scaling of the rows is possible. This would result in the appearance of entries on the principal diagonal of $A_{j}^{i}$ that are other than unity. In fact, the scaling used in the $(0,1)$-factorization in Olver's second-order algorithm put the sequence $(p(2), p(3), \ldots)$ on the principal diagonal of the right factor; compare §1.1. Thus the principal diagonal of the left factor will contain entries other than unity, in general.

### 1.3 Preliminary Development of the Algorithm

Let $D \in D_{l}$. It is clear that an extension of Olver's algorithm for computing a particular solution $y$ of a given difference equation $D y=g$ should involve the posing of a boundary value problem whose solution $y_{n}$ is an approximation of $y$ over some finite subsequence $y^{i, m}$. The boundary value problem will have some number $j \geq 0$ of initial conditions (depending on the particular solution being sought). These will consist of a subsequence of $j$ consecutive values of $y$. The terminal conditions of the boundary value problem will be $y_{n}(n)=y_{n}(n+1)$ $=\cdots=y_{n}(n+k-1)=0$, where $k=\ell-j$.

The first task is to decide how to choose j . A necessary prerequisite is a classification of possible solution types when the operator is of order higher than two. Oliver [19] provided an early extension of Olver's algorithm. He also provided the following definition of dominance. Suppose we are given two sequences $a, b \in S$. Then $b$ dominates $a$ if there exists some $i \geq 0$ such that

$$
\begin{equation*}
|b(r+1) / b(r)|>|a(r+1) / a(r)| \tag{1.3.1}
\end{equation*}
$$

for all $r \geq i$. Oliver considered only those difference operators for which a system of complementary solutions could be found such that the complementary solutions are linearly ordered under this definition of dominance. Furthermore, he considered only those particular solutions of the given linear difference equation which could be compared to each of the complementary solutions. But not all possible particular solutions can be so compared; for example, no particular solution which has an infinite subsequence of zeros can play the role of either $a$ or $b$ in (1.3.1).

In §1.l, we adopted a different definition of dominance: b dominates a if

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \frac{a(r)}{b(r)}=0 \tag{1.3.2}
\end{equation*}
$$

This differs from Oliver's definition (which is equivalent to requiring that ultimately $|a(r) / b(r)|$ be monotonically decreasing). Another difference is that the limit of $|a(r) / b(r)|$ under Oliver's definition may be greater than zero, as the example $a(r)=1+1 / r$ and $b(r)=1$ immediately shows.

Let $D \in D_{l}$. The set $K(D)=\{x \in S \mid D x=0\}$ will be called the kernel of $D$. Obviously, $K(D)$ is a linear subspace of $S$. Let us suppose that $K(D)$ has dimension $\ell$, so that there exist $\ell$ linearly independent sequences $x_{1}, x_{2}, \ldots x_{\ell} \in K(D)$ which span $K(D)$. A sufficient condition for this to be the case is that $D$ be nonsingular; compare $[14,312.1]$. We shall say that the set $x_{1}, x_{2}, \ldots, x_{\ell}$ forms a basis for $D$.

Definition 1.3.1 We shall say that $D \in D_{\ell}$ is totally separable (as $r \rightarrow \infty$ ) provided there exists a basis $y_{1}, y_{2}, \ldots, y_{\ell}$ for $D$ such that $y_{s+1}$ dominates $y_{s}$ in the sense of (1.3.2) for each $s, l \leq s<\ell$.

Any basis which satisfies the conditions of Definition 1.3 .1 will be called totally ranked. Such a basis is not unique because $y_{1}$, for example, could be added to each of $y_{2}, \cdots y_{l}$ and the resulting basis would also be totally ranked.

For each $s, l \leq s \leq \ell$, let $K_{s}$ denote the linear subspace of $S$ which is spanned by $y_{1}, y_{2}, \ldots, y_{s}$. In particular, $K_{\ell}=K(D)$. It seems obvious, and it will be proved in a more general setting in Chapter 2 , that every totally ranked basis generates the same subspaces. The subspaces satisfy

$$
K_{1} \subset K_{2} \subset \cdots \subset K_{\ell}=K(D) .
$$

Each set inclusion is proper, since the dimension of $K_{s}$ is $s$. This ascending chain of subspaces induces an obvious classification of the solutions of $D y=0$ into $l$ distinct types. However, we are interested in classifying the solutions of $D y=g$ for nonzero, and indeed, arbitrary $g \leqslant S$. Therefore, we frame the definition so as to cover all cases: Definition 1.3 .2 Let $D \leqslant O_{\ell}$ be totally separable with totally ranked basis $y_{1}, y_{2}, \ldots, y_{l}$. Then, for each $y \in S$, we shall say that the type of $y$ (with respect to $D$ ) is $s$, where $0<s<l$, and we shall write type(y) = s , provided that

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \frac{y(r)}{y_{s+1}(r)}=0 \tag{1.3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\infty \geq \underset{r \rightarrow \infty}{\lim \sup }\left|\frac{y(r)}{y_{s}(r)}\right|>0 . \tag{1.3.4}
\end{equation*}
$$

Furthermore, if (1.3.3) is true for $s=0$, we define type (y) $=0$, and if (1.3.4) is true for $s=\ell$, we define type $(y)=\ell$.

The type of each $y \in S$ is the same regardless of which totally ranked basis is used. This will be proved for a more general classification of sequences in Chapter 2. Thus we are justified in defining the type with respect to D rather than with respect to a particular cotally ranked basis.

The conditions for Olver's algorithm [21] suggest that Definitions 1.3 .1 and 1.3 .2 are appropriate for an extension of the algorithm to arbitrary order; see also Cash [6]. But it would be desirable to have a classification scheme which is applicable, for example, to every difference
equation with constant coefficients. Not every constant-coefficient operator is totally separable, however. In the next chapter we shall introduce a more general class of difference operators (separable operators) which does include every constant-coefficient operator. Incidentally, the class of difference equations considered by Oliver [19] includes every constant-coefficient equation, since the standard basis (see $\$ 2.1$ below) is linearly ordered under his definition of dominance.

Before stating the next theorem, we explain what we mean by matrices and determinants associated with the name Casorati. If $x_{1}, x_{2}, \ldots, x_{s} \in S$ are arbitrary sequences, then for each $r \geq 0$ the $s \times s$ matrix

$$
\left[\begin{array}{llll}
x_{1}(r) & x_{2}(r) & \ldots & x_{s}(r) \\
x_{1}(r+1) & x_{2}(r+1) & \ldots & x_{s}(r+1) \\
\vdots & \vdots & & \vdots \\
x_{1}(r+s-1) & x_{2}(r+s-1) & \ldots & x_{s}(r+s-1)
\end{array}\right]
$$

will be called a Casorati matrix. Let $X=\left\{x_{1}, x_{2}, \ldots, x_{s}\right\}$. We shall use the concise notation $[X](r)$ to denote the Casorati matrix above. Furthermore, $|X|(r)$ will denote the Casoratian (of $X$ at $r$ ), defined by

$$
|X|(r)=\operatorname{det}[X](r), \quad r=0,1, \ldots .
$$

If $D \in \mathcal{D}_{\ell}$ is nonsingular, Casorati's theorem $[14,812.11]$ states that $x_{1}, x_{2}, \ldots, x_{l}$ forms a basis for $D$ if, and only if, $|X|(r) \neq 0$ for all r .

Theorem 1.3.1 Let $y$ be a solution of the difference equation $D y=g$, where $D \in D_{\ell}$ has a totally ranked basis $Y=\left\{y_{1}, y_{2}, \ldots, y_{\ell}\right\}$. Let
$j=$ type( $y$ ) . Then $y$ is uniquely determined by its values $y(i), y(i+1)$, $\ldots, y(i+j-1)$ provided that $i \geq 0$ is a point at which the leading principal minor of order $j$ of $|Y|(i)$ is nonzero.

Proof Assume $j=0$; then the condition on the Casoratian is vacuous and we must show $y$ is uniquely determined without knowledge of any of its values. Suppose $z \neq y$ is another solution of type zero; then there exist unique scalars $a_{1}, a_{2}, \ldots, a_{\ell}$ (not all zero) such that

$$
y(r)=z(r)+a_{1} y_{1}(r)+\cdots+a_{\ell} y_{\ell}(r), \quad r=0,1, \ldots .
$$

Let $a_{t}$ be the nonzero scalar of highest subscript. Dividing through by $y_{t}(r)$ and allowing $r \rightarrow \infty$, we see that $a_{t}=0$, which is a contradiction. Next, assume $j>0$. Suppose $z \neq y$ is another solution of type $j$ such that

$$
z(i+r)=y(i+r), \quad r=0,1, \ldots, j-1 .
$$

There exist unique scalars $a_{1}, a_{2}, \ldots, a_{\ell} \in F$ (not all zero) such that

$$
y(r)=z(r)+a_{1} y_{1}(r)+\cdots+a_{\ell} y_{\ell}(r), \quad r=0,1, \ldots .
$$

It is proved easily that each of $a_{j+1}, \ldots, \alpha_{\ell}$ is zero by a method similar to that of the previous paragraph. The remaining scalars are determined by the linear system

$$
\alpha_{1} y_{l}^{i, i+j-1}+\cdots+a_{j} y_{j}^{i, i+j-1}=0
$$

(where 0 stands for a column vector of $j$ zeros and we have used the notation developed in §1.2). This system is nonsingular by the assumption on the Casoratian; therefore, $a_{t}=0, t=1,2, \ldots, j$, which is a contradiction. B

Theorem 1.3.1 confirms the adequacy of the selection of $j$ initial conditions in the approximating boundary value problem, where $j=$ type $(y)$. In $\{3.3$ we will demonstrate that stability considerations demand exactly $j$ initial conditions, in general, for a solution of type $j$.

Now let us suppose that a value of $j$ has been selected, where $j \geq \operatorname{type}(y)$. Since $y_{n}^{i, i+j-1}=y^{i, i+j-1}$ and $y_{n}^{n, n+k-1}=0$, the linear system to be solved is

$$
D_{j}^{i, n-j-1} y_{n}^{i+j, n-1}=g^{i, n-j-1}-\left[\begin{array}{c}
D_{0}^{i, i+j-1} y^{i, i+j-1}  \tag{1.3.5}\\
\cdots \ldots \ldots \ldots \ldots \\
0
\end{array}\right]
$$

compare (1.2.4). The value of $n$ is to be found in the course of the computation. In view of Theorem 1.3.1, $y$ is the unique solution of the infinite linear system

$$
D_{j}^{i} y^{i+j}=g^{i}-\left[\begin{array}{c}
D_{0}^{i, i+j-1} y^{i, i+j-1}  \tag{1.3.6}\\
0 \ldots \ldots \ldots \ldots \\
0
\end{array}\right]
$$

We assume that $D$ is ( $i, j$ )-factorizable, i.e., that linear difference operators $A^{i} \in D_{j}$ and $B^{i+j} \in D_{\ell-j}$ exist such that $D_{j}^{i}=A_{j}^{i} B^{i+j}$. As shown in the proof of Theorem 1.2.3, successive rows of this factorization, and indeed of the triangularization of the infinite system (1.3.6), may be generated indefinitely by the forward stage of Gaussian elimination without pivoting. The stability of this process, also, will be discussed in \$3.3.

In consequence of Theorems 1.2 .1 and 1.2 .2 and the terminal conditions $y_{n}^{n, n+k-1}=0$, the solution of (1.3.5) may be obtained as the solution of

$$
\begin{equation*}
B_{0}^{i+j, n-1} y_{n}^{i+j, n-1}=z^{i+j, n-1} \tag{1.3.7}
\end{equation*}
$$

Where $z^{i+j, n-1}$ is a finite subsequence of the solution of

$$
A_{j}^{i} z^{i+j}=g^{i}-\left[\begin{array}{c}
D_{1, i+j-1}^{y}{ }^{i, i+j-1}  \tag{1.3.8}\\
0 \cdots \cdots \cdots \cdots \cdots \cdots \\
0
\end{array}\right]
$$

Comparison of (1.3.8) and (1.3.6) and reference to the identity $D_{j}^{i}=A_{j}^{i} B^{i+j}$ show that

$$
\begin{equation*}
B^{i+j} y^{i+j}=z^{i+j} . \tag{1.3.9}
\end{equation*}
$$

Thus (1.3.7) represents the finite linear system that results from (1.3.9) by truncation at the $(n-i-j)$ th row and column. Since $B^{i+j}$ and $z^{i+j}$ are generated by Gaussian elimination without pivoting, the solution of (1.3.5) for any $n$ is easily programmed for an automatic digital computer. The algorithm comprises two stages: (i) forward elimination (solution of (1.3.8)); (ii) back substitution (solution of (1.3.7)). The forward elimination san be continued arbitrarily far. The back substitution is numerically equivalent to backward recurrence, and proceeds antil we return to the initial point i.

The question of the stability of the back substitution is easily settled. For totally separable operators we have the following theorem: Theorem 1.3 .2 Let $D \in D_{\ell}$ have a totally ranked basis $Y=\left\{y_{1}, y_{2}, \ldots, y_{\ell}\right\}$. Suppose $i \geq 0$ and $j \leqslant\{0,1, \ldots, \chi-1\}$ are such that $D$ is ( $i, j$ ) factorizable and the leading principal minor of order $j$ of $|Y|(i)$ is nonzero. If $D_{j}^{i}=A_{j}^{i} B^{i+j}$ is an ( $i, j$ ) - factorization of $D$, then $B^{i+j}$ is totally separable. Eurthermore, if $z \in S$ has cype $j$ or less with respect to $D$, then $z^{i+j}$ has type zero with respect to $B^{i+j}$. Proof Suppose $j=0$. Then $A_{j}^{i}$ is a diagonal matrix with nonzero elements on the diagonal; see Definition 1.2.1. For each $y \in Y$ we have
$D^{i} y^{i}=A^{i} B^{i} y^{i}=0$, i.e.

$$
\sum_{s=0}^{\ell} a_{0}(r) b_{s}(r) y(r+s)=0, \quad r=i, i+1, \ldots
$$

Therefore,

$$
\sum_{s=0}^{\ell} b_{s}(r) y(r+s)=0, r=i, i+1, \ldots
$$

which proves $\left\{y^{i} \mid y \in Y\right\}$ is a totally ranked basis for $B^{i}$. It follows that $z^{i}$ has type zero with respect to $B^{i}$ whenever $z$ has type zero with respect to D.

$$
\text { Suppose } 0<j<\ell \text {. Let } U=\left\{y_{1}, y_{2}, \ldots, y_{j}\right\} \text {. Since }|u|(i) \neq 0
$$ it is possible to find a linear combination $x$ of $y_{1}, y_{2}, \ldots, y_{j}$ such that $x(i), x(i+1), \ldots, x(i+j-1)$ take on any prescribed set of values. Therefore, appropriate linear combinations $x_{s}, s=j+1, j+2, \ldots, \ell$, can be found such that $y_{s}(r)+x_{s}(r)$ vanish for $r=i, i+1, \ldots, i+j-1$ Let $v_{s-j}=y_{s}+x_{s}, s=j+1, j+2, \ldots, l$. It is easy to verify that $\left\{y_{1}, \ldots, y_{j}, v_{1}, \ldots, v_{k}\right\}$ is a totally ranked basis for $D$. Now let $v \in\left\{v_{1}, v_{2}, \ldots, v_{k}\right\}$. In view of Theorems 1.2 .1 and 1.2 .2 , the remark following Theorem 1.2.2, and the facts that $D v=0$ and $v(i+r)=0$ for $r=0,1, \ldots, j-1$, we conclude that $v^{i+j, n-1}$ satisfies

$$
B_{0}^{i+j, n-1} v^{i+j, n-1}=-\left[\begin{array}{c} 
\\
\ldots \ldots \ldots \ldots \ldots \\
B_{k}^{n-k, n-1} v_{v}^{n, n+k-1}
\end{array}\right]
$$

for every $n \geq i+j+\max (j, k) ;$ compare equation (1.2.7). On letting $n \rightarrow \infty$ this proves $B^{i+j} v^{i+j}=0$. Thus $\left\{v_{1}^{i+j}, v_{2}^{i+j}, \ldots, v_{k}^{i+j}\right\}$ is a totally ranked basis for $B^{i+j}$. Finally, let $z$ be of type $j$ or less with respect to $D$. Let $s \in\{1,2, \ldots, k\}$. Then

$$
\frac{z(r)}{v_{s}(r)}=\frac{z(r)}{y_{j+s}(r)\{1+o(1)\}} \rightarrow 0 \quad \text { as } \quad r \rightarrow \infty
$$

which shows that $z^{i+j}$ has type zero with respect to $B^{i+j}$.

In consequence of Theorem 1.3 .2 and our remarks in $\hat{\mathfrak{j}} 1.1$, when $j \geq$ type (y) the back substitution stage of the algorithm is stable, at least for all $r$ in a sufficiently large range.

It remains to determine the appropriate value of the truncation parameter $n$. It is necessary to introduce Green's formula for linear difference operators; see, e.g., Miller [13]. We apply Green's formula not to the operator $D$ but to the operator $B^{i+j}$. Our development is essentially the same as that of Cash [6].

Let $B=\left[b_{0}, b_{1}, \ldots, b_{k}\right] \in D_{k}$. The infinite upper triangular matrix $\hat{B}=\left[\hat{b}_{0}, \hat{b}_{1}, \ldots, \hat{b}_{n}\right] \in \nu_{k}$ which is obtained from $B$ by deleting the first $k$ columns and transposing the result, i.e. whose entries are defined by

$$
\begin{equation*}
\hat{b}_{s}(r)=b_{k-s}(r+s) \tag{1.3.10}
\end{equation*}
$$

is a linear difference operator of order $k$. We shall call $\hat{B}$ the operator which is adjoint to $B$, or more briefly, the adjoint operator of $B$. An operator and its adjoint satisfy a number of elementary properties which are easily verified from the definition. Among these are

$$
\begin{align*}
\hat{B}^{p} & =\left(B_{k}^{p}\right)^{\mathrm{Tr}}  \tag{1.3.11}\\
\hat{B}_{0}^{p, q} & =\left(B_{k}^{p, q}\right)^{\operatorname{Tr}} \\
\hat{B}_{k}^{p} & =\left(B^{p+k}\right) \operatorname{Tr} \tag{1.3.13}
\end{align*}
$$

$$
\begin{equation*}
\hat{B}_{k}^{p, q}=\left(B_{0}^{p+k, q+k}\right)^{T r} \tag{1.3.14}
\end{equation*}
$$

valid for $q \geq p$ and $p=0,1,2, \ldots$.
Now take any $u, v \in S$ and $B \in D_{k}$, and assume $k \geq 1$. Green's formula is the identity

$$
\begin{align*}
& \sum_{r=p}^{q-1}\{v(r) B u(r)-u(r+k) \hat{B} v(r)\}  \tag{1.3.15}\\
& =\left(v^{p, p+k-1}\right)^{T r_{B} p, p+k-1} u_{u}, p+k-1 \\
& \\
& \quad-\left(v^{q, q+k-1}, \operatorname{Tr}_{B} q, q+k-1_{u} q, q+k-1\right.
\end{align*}
$$

valid for $q \geq p+k, p \geq 0$. Green's formula may be verified by expressing the left side of (1.3.15) in the form

$$
\left(v^{p, q-1}\right)^{T r}(B u)^{p, q-1}-\left(u^{p+k, q+k-1}\right)^{T r}(\hat{B} v)^{p, q-1}
$$

and reducing this expression with the aid of the definition (1.3.10) and the identities (1.3.11) - (1.3.14).
Theorem 1.3.3 Let $D_{j}^{i}=A_{j}^{i} B^{i+j}$ be an (i,j)-factorization of $D \in D_{l}$, where $D$ is totally separable and $j<\ell$. Let $y$ be a solution of $D y=g$, where type $(y) \leq j$ and $g \in S$. Let $y_{n}^{i+j, n-l}$ and $z^{i+j}$ be the corresponding solutions of (1.3.5) and (1.3.8). Also, let $s$ be a fixed integer satisfying $i+j+k-1 \leq s<n$ and $w_{s}^{s+1}=\left(w_{s}(s+1)\right.$, $w_{s}(s+2), \ldots$ ) be the solution of

$$
\hat{B}_{k}^{s-k+1}{ }_{w_{s}} s+1=-\left[\begin{array}{c}
\hat{B}^{s-k+1, s_{w}^{s-k+1}, s}  \tag{1.3.16}\\
0 \ldots \ldots . \omega_{s} \ldots \ldots \\
0
\end{array}\right]
$$

where $k=\ell-j$ and

$$
\begin{equation*}
{\underset{w}{w}}_{s-k+1, s}^{s}=(0,0, \ldots, 0,1) \tag{1.3.17}
\end{equation*}
$$

Then

$$
\begin{equation*}
y_{n}(s)=\sum_{r=s}^{n-1} w_{s}(r) z(r) / b_{0}(s), \tag{1.3.18}
\end{equation*}
$$

where $b_{0}(s)$ is the $(s-i-j+1)$ st leading coefficient of $B^{i+j}$.
Remark: Equations (1.3.16), (1.3.17) are equivalent to the initial value problem

$$
\sum_{t=0}^{k} \hat{b}_{t}(r) w_{s}(r+t)=0, \quad r=s-k+1, s-k+2, \ldots
$$

with initial conditions $w_{s}(s-k+1)=\cdots=w_{s}(s-1)=0, w_{s}(s)=1$ : compare (1.2.1)-(1.2.3) and (1.2.4a).

Proof: Let $p=s-k+1, q=n, v=w_{s}$ and $u=y_{n}$ in (1.3.15). By virtue of (1.3.7), (1.3.16) and (1.3.17), the left side of (1.3.15) becomes

$$
\sum_{r=s}^{n-1} w_{s}(r) z(r) .
$$

Since $u^{q, q+k-1}=y_{n}^{n, n+k-1}=0$, the second term on the right side of (1.3.15) is zero. Thus, expanding the right side and using (1.3.17), we derive
$\left(v^{p, p+k-1}\right) \operatorname{Tr}_{B} p, p+k-1{ }_{u} p, p+k-1$
$=(0,0, \ldots, 0,1)\left[\begin{array}{cccc}b_{0}(s-k+1) & \ldots & b_{k-1}(s-k+1) \\ \cdot & & & \\ \cdot & \cdot & \\ & & \cdot & \cdot \\ & & & 0_{0}(s)\end{array}\right]\left[\begin{array}{c}y_{n}(s-k+1) \\ \cdot \\ \\ \\ \\ \\ \\ y_{n}(s)\end{array}\right]$
$=b_{0}(s) y_{n}(s)$.

Equating the left and right sides thus arrived at, we obtain (1.3.18). In $\$ 3.2$ with appropriate conditions it will be proved that

$$
\lim _{n \rightarrow \infty} y_{n}(r)=y(r)
$$

for each fixed $r \geq i+j$. Thus, allowing $n \rightarrow \infty$ in (1.3.18), we have

$$
\begin{equation*}
y(s)=\sum_{r=s}^{\infty} w_{s}(r) z(r) / b_{0}(s) \tag{1.3.19}
\end{equation*}
$$

for each $s \geq i+j+k-1$. Similarly, if

$$
\eta_{n}(s)=y(s)-y_{n}(s)
$$

is the truncation error incurred in accepting the approximation $y_{n}(s)$ for $y(s)$, we have
(1.3.20)

$$
\eta_{n}(s)=\sum_{r=n}^{\infty} w_{s}(r) z(r) / b_{0}(s)
$$

for each $s \geq i+j+k-1$.
Let us compare (1.3.20) with (1.1.2), the truncation error expansion for the original algorithm of Olver. Suppose $\ell=2$ and $j=k=1$.

The difference operator which is implicit in (l.1.1) is $D=\left[d_{0} \cdot d_{1} \cdot d_{2}\right]$ where

$$
d_{0}(r)=a(r+1), d_{1}(r)=-b(r+1), d_{2}(r)=c(r+1)
$$

for $r=0,1,2, \ldots$. Similarly, the right side of (1.1.1) is, in our present notation,

$$
g(r)=d(r+1), r=0,1,2, \ldots .
$$

The rows of the $(0,1)$-factorization $D_{1}^{0}=A_{1}^{0} B^{1}$ are scaled so that

$$
b_{0}(r)=p(r+1), b_{1}(r)=-p(r)
$$

for $r=1,2, \ldots$, where $B^{l}=\left[b_{0}^{1}, b_{1}^{1}\right]$ and $p=(p(0), p(1), \ldots)$ is the sequence defined in §1.1. The solution $z^{1}$ of the forward elimination stage of the algorithm is given by

$$
z(r)=e(r), r=1,2, \ldots ;
$$

compare (1.3.8). Finally, it may be verified readily that the solution of the adjoint equation $\hat{B}_{W_{s}}(r)=0, r=s, s+1, \ldots$ such that $w_{s}(s)=1$ is given by

$$
w_{s}(r)=\frac{p(s) p(s+1)}{p(r) p(r+1)}, \quad r=s, s+1, \ldots .
$$

Aaking these substitutions into (1.3.20) and exchanging the roles of $r$ and $s$, we obtain (1.1.2).

The simple form of the equation for $w_{S}(r)$ depends solely on the particular scaling of the ( 0,1 )-factorization used by Olver and the fact that $k=1$. A similar simplification can be obtained for difference equations of arbitrary order provided only that $k=1$. It stems from
the fact that the order of the adjoint equation is one, hence all solutions can be expressed as multiples of a single particular solution. These conclusions were also arrived at in Cash's paper [6]. The expansions (1.3.19) and (1.3.20) may be employed in the estimation of the optimal value of $n$ such that a given termination criterion is met. Typical termination criteria would be to require one or more values of $y_{n}(r)$ in the range $i+j \leq r \leq m$ to approximate $y(r)$ to a specified absolute or relative precision. Since the back substitition stage is stable, controlling the absolute or relative error only at the point $r=m$ is often sufficient. In practice equations (1.3.19) and (1.3.20) are employed by replacing the upper limit by $n+\nu$, where $v \geq 1$ is a parameter chosen to suit the problem at hand.

The solution of (1.3.16), (1.3.17) is obtained by forward recurrence. The stability of this process will depend on the behavior of ${ }_{\mathrm{w}}^{\mathrm{s}}(\mathrm{r})$ for large $r$ relative to the other solutions of the adjoint equation. In general there is no reason to expect that $W_{S}(r)$ will not contain a component of a maximal solution. Thus the solution of (1.3.16) will normally be stable, although there could be an initial range where some unstable rounding error propagation takes place.

### 2.1 Constant-Coefficient Operators

Let $D=\left[d_{0}, d_{1}, \ldots d_{l}\right] \leqslant D_{l}$ be a constant-coefficient operator. By this we mean that there exist $\delta_{0}, \delta_{1}, \ldots, \delta_{l} \in F$ such that $\delta_{0} \neq 0$, $\delta_{l} \neq 0$ and $d_{s}(r)=\delta_{s}$ for all $r$. We assume without loss of generality that $\delta_{\ell}=1$ in every constant-coefficient operator. Since every constant-coefficient operator is nonsingular, by our definitions, the kernel $K(D)$ has dimension $\ell$; see discussion preceding Definition 1.3.1.

A particular basis, which we shall call the standard basis, exists for each constant-coefficient operator; see [14, \&§13.0-13.1]. The polynomial

$$
P(\xi)=\xi^{\ell}+\delta_{\ell-1} \xi^{\ell-1}+\cdots+\delta_{0}
$$

is known as the characteristic polynomial for $D$. The standard basis is the set of sequences

$$
A=\left\{\left(r^{m} \lambda^{r}\right) \in S \mid P(\lambda)=0 \text { and } m \in\{0,1, \ldots, \mu(\lambda)-1\}\right\}
$$

where $\mu(\lambda)$ denotes the multiplicity of the root $\lambda$. We are using the notation ( $r^{m} \lambda^{r}$ ) here as an alternative way of denoting the sequence

$$
\left(\rho_{m}, \lambda, 2^{m} \lambda^{2}, 3^{m} \lambda^{3}, \ldots\right)
$$

where $\rho_{0}=1$ and $\rho_{m}=0$ when $m>0$.
The standard basis of a constant-coefficient operator is not necessarily totally ranked; recall Definition 1.3.1. For example, if $\lambda_{1}$ and $\lambda_{2}$ are two distinct zeros of the characteristic polynomial such that $\left|\lambda_{1}\right|=\left|\lambda_{2}\right|$ then $\left|\lambda_{1}^{r}\right|=\left|\lambda_{2}^{r}\right|$ for all $r$. Neither solution dominates the other.

Let us write $a<b$ whenever $a, b \in S$ are such that $a$ is dominated by $b$. We shall say that $a$ and $b$ are separated (at infinity) if $\mathrm{a}<\mathrm{b}$ or $\mathrm{b}<\mathrm{a}$. A totally ranked basis is linearly ordered by < but in general the standard basis is not, as we have just seen. However, we can introduce a linearly ordared partition of the standard basis. We shall proceed to do this.

It is apparent that $\left(r^{m} \lambda_{1}^{r}\right)<\left(r^{m} \lambda_{2}^{r}\right)$ if, and only if, either
$\left|\lambda_{1}\right|<\left|\lambda_{2}\right|$ or (ii) $\left|\lambda_{1}\right|=\left|\lambda_{2}\right|$ and $m_{1}<m_{2}$. Let $\sigma$ denote the number of roots of $P(\xi)=0$ of distinct absolute value, and let $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{\sigma}$ be representative roots of $P(\xi)=0$ such that $\left|\lambda_{s}\right|<\left|\lambda_{s+1}\right|$ for each $s$. Define $\mu_{s}=\max \left\{\mu(\lambda)| | \lambda\left|=\left|\lambda_{s}\right|\right\}\right.$. We define the sets

$$
\Lambda_{s}=\left\{\left(r^{m} \lambda^{r}\right) \in \Lambda| | \lambda\left|=\left|\lambda_{s}\right|\right\} \quad, s=1,2, \ldots, \sigma\right.
$$

and, for each $s$, the sets

$$
\Lambda_{s, m}=\left\{\left(r^{m} \lambda^{r}\right) \in \Lambda_{s} \mid \mu(\lambda) \geq m\right\} \quad, m=0,1, \ldots, \mu_{s}-1
$$

It may be verified readily that the sets $\Lambda_{s, m}$ are disjoint and nonempty and

$$
\begin{equation*}
\Lambda=\bigcup_{s=1}^{\sigma} \bigcup_{m=0}^{\mu_{s}-1} \Lambda_{s, m} \tag{2.1.1}
\end{equation*}
$$

The sets $\Lambda_{s, m}$ are linearly ordered according to the definition: $\Lambda_{s, m}<\Lambda_{s^{\prime}, m^{\prime}}$ if, and only if, either (i) $s<s^{\prime}$ or (ii) $s=s^{\prime}$ and $m<m^{\prime}$.

An illustrative example is afforded by the constant-coefficient equation

$$
y(r+8)-(4+4 \sqrt[1]{2}) y(r+7)+(15+16 \sqrt{2}) y(r+6)-(48+12 \sqrt{2}) y(r+5)
$$

$-12 y(r+4)+(192+64 \sqrt{2}) y(r+3)-(208+256 \sqrt{2}) y(r+2)+(256+192 \sqrt{2}) y(r+1)$
$-192 y(r)=0$.
Its characteristic polynomial, in real factored form, is

$$
\begin{equation*}
(\xi-1)(\xi-2)(\xi+2)\left(\xi^{2}-2 \sqrt{2} \xi+4\right)^{2}(\xi-3)=0 . \tag{2.1.2}
\end{equation*}
$$

The roots of (2.1.2) include the complex numbers $\sqrt{2}(1+i)$ and $\sqrt{2}(1-i)$, each of multiplicity two. The subsets of the linearly ordered partition in this example are

$$
\begin{aligned}
& \Lambda_{1,0}=\left\{1^{r}\right\} \\
& \Lambda_{2,0}=\left\{2^{r},(-2)^{r}, \sqrt{2}^{r}(1-i)^{r}, \sqrt{2}^{r}(1+i)^{r}\right\} \\
& \Lambda_{2,1}=\left\{r \sqrt{2}^{r}(1-i)^{r}, r \sqrt{2}^{r}(1+i)^{r}\right\} \\
& \Lambda_{3,0}=\left\{3^{r}\right\} .
\end{aligned}
$$

Note that if $a \in \Lambda_{2,0}$ and $b \in \Lambda_{2,1}$ then $|a(r) / b(r)|=r^{-1}$ when $r \geq 1$. In contrast, if $a \in \Lambda_{s}$ and $b \in \Lambda_{s}$, where $s<s^{\prime}$ then $|a(r) / b(r)|$ contains a decreasing exponential factor.

In general, if $a, b \in \Lambda$ are such that $a<b$, then the separation ratios $|a(r) / b(r)|$ decrease as the product of a power of $r^{-1}$ and an exponential function in $r$. If the exponential function is identically equal to one, as will be the case whenever $a$ and $b$ are standard basis solutions which correspond to characteristic roots of equal magnitude, then we shall say that $a$ and $b$ are algebraically separated. Otherwise, we shall say that $a$ and $b$ are exponentially separated.

Figure 5 is obtained by plotting the roots of (2.1.2) in the complex plane and drawing circles through them, centered at the origin. There are three circles, corresponding to the distinct absolute values of the roots.

The double roots are indicated on the circle of radius two; it is helpful to imagine them duplicated on a second circle of radius two that is raised slightly out of the plane. Let us number the four circles, thus arrived at, by increasing three-dimensional distance from the origin.

This determines geometrically the proper linear ordering of the four subsets $\Lambda_{s, m}$ of the partition. The ordering of elements within any one of the subsets is unimportant for our purposes.

Clearly, this geometric indication of the linear ordering of the subsets of the partition $c a n$ be extended to any constant-coefficient operator.


Figure 5. The roots of (2.1.2). The double roots $\sqrt{2}(1 \pm i)$ are denoted $\lambda, \bar{\lambda}$.

Zhecrea 2.1.1 Let (2.1.1) denote the linearly ordered partition of the standard basis for a given constant-coefficient operator. Then:
i) If $a \leqslant s_{s, w}$ and $b \leqslant \wedge_{s^{\prime}, \bar{w}}$, then $a<b$ if, and only if, ${ }_{\mathrm{s}, \mathrm{m}}{ }^{\prime} \mathrm{s}^{\prime}, \mathrm{m}$ '
ii) If $a, b \leqslant \wedge_{s, m}$, then $a(r)|=| b(r)$ for all $r$.
iii) If $a_{1}, a_{2}, \ldots, a_{q}, b \leqslant \wedge_{s, m}$ where the $a ' s$ are distinct, and $\tilde{z}_{1}, \tilde{z}_{2}, \ldots, \tilde{z}_{q} \div F$ are all nonzero, then

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \sup _{p=1}^{q} \tilde{a}_{p} a_{p}(r) / b(r) \mid>0 . \tag{2.1.3}
\end{equation*}
$$

Proof: Parts (i) and (ii) are trivial consequences of our definitions. Turning to part (iii), we note that the sequence $\sum_{p=1}^{q} a_{p} a_{p}(r) / b(r)$ is not identically zero (since the a's are linearly independent). Let $\ddots_{I}, i_{2}, \ldots, i_{C}$, $i^{\text {b }}$ be che characteristic roots associated with the set $\hat{s}_{s, m}$ such that

$$
a_{p}(r)=r^{r} \lambda_{p}^{r} \quad p=1,2, \ldots, c
$$

and $b(r)=\sum^{n} \lambda^{r}$. Since the $\lambda^{\prime}$ s lie on the same circle in the complex plane, there exist real constants $\hat{\tilde{F}}_{1}, \hat{\beta}_{2}, \ldots \hat{\beta}_{q}, \hat{F}$ all lying in the halfopen real interval [-", ${ }^{-}$) such that

$$
a_{p}(r)=r^{m}|\lambda| e^{i r \xi} p, \quad p=1,2, \ldots q
$$

and $b(r)=r^{m} \mid{ }^{r} \exp (i r \beta), i=\sqrt{-1}$. Thus

$$
\sum_{p=1}^{q} \tilde{p}_{p} a_{p}(r) / b(r)=\sum_{p=1}^{q} \approx_{p} e^{i r^{\wedge} / p}
$$

where $\gamma_{p}=a_{p}-\hat{r}_{r}$. The $\gamma^{\prime}$ s are distinct real numbers (modulo $2 \pi$ )
because the sequences $a_{1}, a_{2}, \ldots, a_{q}$ are assumed distinct.
The right member of the last equation represents a so-called almost periodic function of $r$ when $r$ is regarded as a continuous real variable. To complete the proof we appeal to the following lemma, the proof of which is given in the Appendix.

Lemma 2.1.1 Let $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{q}$ be nonzero complex numbers and $\gamma_{1}, \gamma_{2}, \ldots$, $\gamma_{q}$ distinct real numbers (modulo $2 \pi$ ). Define the infinite sequence

$$
\begin{equation*}
x(r)=\sum_{p=1}^{q} \alpha_{p} e^{i r \gamma} p \quad, \quad r=0,1,2, \ldots \tag{2.1.4}
\end{equation*}
$$

Then $\lim \sup _{r \rightarrow \infty}|x(r)|>0$.

An equivalent statement to inequality (2.1.3) is that there exists an infinite subsequence of the sequence

$$
\sum_{p=1}^{q} a_{p} a_{p}(r) / b(r), \quad r=0,1,2, \ldots
$$

which is bounded away from zero. Intuitively, this means that it is impossible to create a new sequence with qualitatively different asymptotic behavior merely by forming a linear combination of standard basis solutions of similar asymptotic behavior. Note, however, that unlike the original sequences infinitely many zeros may occur in the new sequence. For example, if $2^{r}$ and $(-2)^{r}$ are sequences in a standard basis, then every other term of the sequence $2^{r}+(-2)^{r}$ is zero.

[^1]
### 2.2 Separable Operators

In this section we introduce a subclass of the general set of infinite upper-triangular band matrices $D_{\ell}$ introduced in $\$ 1.2$, and examine in detail the general structure of the kernel of an operator in this subclass. This will prepare the way for the presentation, in the next section, of a general classification of all sequences in $S$ with respect to a given linear difference operator. In Theorem 2.l.1 we presented three properties of the standard basis of a constant-coefficient operator. These properties suggest the following extension of Definition 1.3.1: Definition 2.2.1 Let $D \in D_{\ell}$ be such that $K(D)$ has dimension $\ell$. Then $D$ will be said to be separable if there exists a basis $X$ for $D$ which can be partitioned into nonempty disjoint subsets $X_{1}, X_{2}, \ldots, X_{\sigma}$ in such a way that the following three conditions are all satisfied:
i) If $x \in X_{s}$ and $y \in X_{t}$, where $s<t$, then $\lim _{r \rightarrow \infty} x(r) / y(r)=0$;
ii) If $x, y \in X_{s}$ for some $s$, then $0<\lim \inf _{r \rightarrow \infty}|x(r) / y(r)|$ and $1 \mathrm{im} \sup _{r \rightarrow \infty}|\mathrm{~K}(\mathrm{r}) / \mathrm{y}(\mathrm{r})|<\infty$;
iii) If $x$ is any linear combination of sequences from $X_{s}$, other than $x=0$, and $y \in X_{s}$, then $\lim \sup _{r \rightarrow \infty}|x(r) / y(r)|>0$.

Let $D$ be a separable operator. A basis $X$ for $D$ which is such that

$$
\begin{equation*}
X={\underset{S=1}{\sigma} X_{s}, ~, ~}_{\text {, }} \tag{2.2.1}
\end{equation*}
$$

where the $X_{s}$ satisfy the conditions of Definition 2.2 .1 will be said to be oprimally ranked. Let

$$
\begin{equation*}
x_{s}=\left\{x_{s, 1}, x_{s, 2}, \ldots, x_{s, n_{s}}\right\}, \tag{2.2.2}
\end{equation*}
$$

Obviously, we have

$$
\begin{equation*}
\ell=\sum_{s=1}^{\sigma} n_{s} . \tag{2.2.3}
\end{equation*}
$$

In Lemma 2.2.1 below we will show that two distinct optimally ranked bases for a given separable operator have the same number ( $\sigma$ ) of disjoint subsets and the same number ( $n_{s}$ ) of sequences in corresponding subsets.

An optimally ranked basis exhibits the full range of possible asymptotic behavior of solutions to the corresponding homogeneous difference equation. Conditions (i) and (ii) of Definition 2.2.1 establish the ranking of sequences within the basis. If (2.2.1) is a particular optimally ranked basis, we shall say that $x \in X$ is a sequence of type $s$ provided that $x \in X_{s}$. More generally, we shall say that $x \in K(D)$ is a sequence of type $s$ provided that $x \neq 0$ and there exist scalars $a_{p, q} \in F$ such that

$$
\begin{equation*}
x=\sum_{p=1}^{s} \sum_{q=1}^{n} a_{p, q} x_{p, q}, \tag{2.2.4}
\end{equation*}
$$

where $a_{s, q} \neq 0$ for some $q, 1 \leq q \leq n_{s}$. Such a representation of $x$ exists and is unique for every nonzero $x \in K(D)$. Again, in consequence of Lemma 2.2.1 below, if we change to a different optimally ranked basis, the type of every sequence in $K(D)$ remains invariant. Condition (iii) of Definition 2.2.1 presages this; it requires that no nontrivial linear combination of basis sequences of the same type may be dominated by a basis sequence of that type.

Let $L(Y)$ denote the linear subspace of $S$ which is spanned by $Y$ where $I \subset S$ may be any finite subset of sequences. If (2.2.1) is an optimally ranked basis for a separable operator $D$, then we shall say that the subspace $L\left(\underset{p=1}{S} X_{p}\right)$ is the subdominant subspace of type sor $D$.

These subspaces are independent of the basis; again, see Lemma 2.2.1 below. If $j_{s}$ denotes the dimension of $L\left(\underset{p=1}{ } X_{p}\right)$, then

$$
\begin{equation*}
j_{s}=\sum_{p=1}^{s} n_{p} \tag{2.2.5}
\end{equation*}
$$

compare (2.2.2) and (2.2.3). In addition, we shall say that $\{0\}$, the linear subspace of dimension zero (whose only sequence is the zero sequence) is the subdominant subspace of type 0 .

Let $U$ be one of the subdominant subspaces for $D$. The complementary subspace of $U$ in $K(D)$, i.e., the subspace $V$ of $K(D)$ such that

$$
\begin{equation*}
K(D)=U \oplus V, \tag{2.2.6}
\end{equation*}
$$

will be called the corresponding dominant subspace. The symbol $\oplus$ on the right side of (2.2.6) means that $K(D)$ is the direct sum of the subspaces $U$ and $V$; that is, every nonzero sequence $x \in K(D)$ is uniquely expressible in one of the forms $x=u$, or $x=v$, or $x=u+v$, where $u \in U$ and $v \in U$. Clearly, if $U$ is the subdominant subspace of type $s, 0 \leq s<\sigma$, then $V=L\left(\underset{p=s+1}{J} X_{p}\right)$; and if $U$ is the subdominant subspace of type $\sigma$, then $V=\{0\}$.

Before stating and proving Lemma 2.2.1, we note that

$$
L\left(\bigcup_{p=1}^{s} X_{p}\right)=L\left(X_{1}\right) \oplus L\left(X_{2}\right) \oplus \cdots \oplus L\left(X_{s}\right)
$$

Thus, an alternative characterization of a sequence of type $s$ in $K(D)$ is the following: $x \in K(D)$ is of type $s, l \leq s \leq \sigma$, provided that

$$
x=\sum_{p=1}^{s} x_{p}, \quad x_{p} \in L\left(x_{p}\right), \quad x_{s} \neq 0 ;
$$

compare (2.2.4).

Lemma 2.2.1 Let

$$
X=\bigcup_{s=1}^{\sigma} X_{s}=\bigcup_{s=1}^{\sigma}\left\{x_{s, 1}, x_{s, 2}, \ldots, x_{s, m_{s}}\right\}
$$

and

$$
Y=\bigcup_{s=1}^{\tau} Y_{s}=\bigcup_{s=1}^{\tau}\left\{y_{s, 1}, y_{s, 2}, \ldots, y_{s, n_{s}}\right\}
$$

be distinct optimally ranked bases for a separable operator $D € D_{l}$. Then $\sigma=\tau$ and $m_{s}=n_{s}$ for all s . Furthermore,

$$
L\left(\bigcup_{p=1}^{S} X_{s}\right)=L\left(\bigcup_{p=1}^{s} Y_{s}\right), \quad s=1,2, \ldots, \sigma,
$$

and the type of every nonzero sequence $z \in K(D)$ is the same with respect to X as it is with respect to Y .

Proof Let $u \in X_{s}$ and $v \in X_{t}$, so that relative to $X$ the types of $u$ and $v$ are $s$ and $t$. Let the types of $u$ and $v$ relative to $Y$ be $s^{\prime}$ and $t^{\prime}$. Then there exist unique representations

$$
u=\sum_{j=1}^{s} u_{j}, \quad u_{j} \in L\left(Y_{j}\right), \quad u_{s}, \neq 0
$$

and

$$
v=\sum_{j=1}^{t^{\prime}} v_{j}, \quad v_{j} \in L\left(Y_{j}\right), \quad v_{t^{\prime}} \neq 0
$$

Furthermore, by condition (i) of Definition 2.2.1, we have, as $r \rightarrow \infty$,

$$
\begin{equation*}
u(r)=u_{s^{\prime}}(r)+o\{y(r)\}, y \in Y_{s^{\prime}} \tag{2.2.7}
\end{equation*}
$$

$$
\begin{equation*}
v(r)=v_{t^{\prime}}(r)+o\{y(r)\} \quad, \quad y \in Y_{t^{\prime}} . \tag{2.2.8}
\end{equation*}
$$

i) First we prove that $s^{\prime}=t^{\prime}$ if $s=t$, i.e., if $u$ and $v$ are of the same type with respect to $X$, then they are also of the same type with respect to $Y$.

Since $s=t$, the sequence $u(r) / v(r)$ is asymptotically bounded away from zero; compare part (ii) of Definition 2.2.1. Suppose that $s^{\prime}<t^{\prime}$. We shall obtain a contradiction by showing that, under this assumption, $u(r) / v(r)$ has an infinite subsequence which converges to zero. Choose any $y \in Y_{t}$, . Then we have

$$
\lim _{r \rightarrow \infty} \frac{u(r)}{y(r)}=0 .
$$

From (2.2.8), we have

$$
\frac{v(r)}{y(r)}=\frac{v_{t^{\prime}}(r)}{y(r)}+o(1)
$$

and, using the triangle inequality, an elementary property of the limit superior, and condition (iii) of Definition 2.2.1, we obtain

$$
\underset{r \rightarrow \infty}{\lim \sup }\left|\frac{v(r)}{y(r)}\right|=\underset{r \rightarrow \infty}{\lim \sup }\left|\frac{v_{t^{\prime}}(r)}{y(r)}\right|>0 .
$$

Thus there exists an infinite subsequence of $v(r) / y(r)$ that is bounded away from zero, and therefore also a subsequence of

$$
\frac{u(r)}{v(r)}=\frac{u(r) / y(r)}{v(r) / y(r)}
$$

that converges to zero. This supplies the needed contradiction.

A similar contradiction is obtained if we suppose that $s^{\prime}>t^{\prime}$. Hence $s^{\prime}=t^{\prime}$.
ii) Next we prove that $s^{\prime}<t^{\prime}$ if $s<t$.

Since $s<t$, the sequence $u(r) / v(r)$ converges to zero. Suppose that $s^{\prime} \geq t^{\prime}$. We shall derive a contradiction by showing that, under this assumption, $u(r) / v(r)$ has a subsequence which does not converge to zero. Choose any $y \in Y_{s}$, First, by using (2.2.7) and an argument similar to that used in part (i) of this proof, we have

$$
\underset{r \rightarrow \infty}{\lim \sup }\left|\frac{u(r)}{y(r)}\right|>0 .
$$

Thus there exists an infinite subsequence of $u(r) / y(r)$ that is bounded away from zero.

Assume now that $s^{\prime}>t^{\prime}$. Then

$$
\lim _{r \rightarrow \infty} \frac{v(r)}{y(r)}=0 .
$$

In this case it follows that there exists a subsequence of

$$
\frac{u(r)}{v(r)}=\frac{u(r) / y(r)}{v(r) / y(r)}
$$

that diverges to $\infty$, which supplies the needed contradiction.
Alternatively, assume that $s^{\prime}=t^{\prime}$. Using (2.2.8), we have for sufficiently large r

$$
\left|\frac{v(r)}{y(r)}\right| \leq\left|\frac{v_{t^{\prime}}(r)}{y(r)}\right|+1 .
$$

Furthermore, using condition (ii) of Definition 2.2.1, we see that there exist $\quad r_{0} \geq 0$ and $\beta>0$ such that

$$
\left|\frac{v_{t^{\prime}}(r)}{y(r)}\right| \leq \hat{\beta}, \quad r \geq r_{0} .
$$

Therefore, for sufficiently large $r$, we have

$$
\left|\frac{v(r)}{y(r)}\right| \leq \beta+1
$$

and

$$
\left.\frac{u(r)}{v(r)}\left|\geq(1+\hat{p})^{-1}\right| \frac{u(r)}{y(r)} \right\rvert\,
$$

If follows that $u(r) / v(r)$ has a subsequence that is bounded away from zero, which again supplies the needed contradiction.
iii) Next, we prove that $\sigma=\tau$ and $m_{s}=n_{s}$ for all $s$, and also that $L\left(\bigcup_{p=1} X_{s}\right)=L\left(\bigcup_{p=1} Y_{s}\right)$ for all $s$.

Part (i) of this proof implies that for each $s, 1 \leq s \leq \sigma$, the type relative to $Y$ of every sequence in $X_{S}$ is the same, say $t_{S}$. Using part (ii), we have

$$
\begin{equation*}
1 \leq t_{1}<t_{2}<\cdots<t_{\sigma} \leq \tau . \tag{2.2.9}
\end{equation*}
$$

Furthermore, that $s \leq t_{s}$ for all $s, l \leq s \leq \sigma$, is easily proved by induction. In particular, $\sigma \leq t_{\sigma}$ and, using (2.2.9), we see that $\sigma \leq \tau$. Inverting the roles of $X$ and $Y$ and repeating the argument, we see that $\tau \leq \sigma$. Thus $\sigma=\tau$, and (2.2.9) implies $t_{s}=s$ for all $s$. For each s, it follows that

$$
L\left(X_{1} J \cdots X_{s}\right) \subset L\left(Y_{1} J \cdots Y_{s}\right),
$$

$$
L\left(Y_{1} \cup \cdots U Y_{s}\right) \subset L\left(X_{1} U \cdots U X_{s}\right) .
$$

Thus

$$
L\left(X_{1} \cup \cdots U X_{s}\right)=L\left(Y_{1} \cup \cdots U Y_{s}\right)
$$

for each $s$. In particular, $L\left(X_{1}\right)=L\left(Y_{1}\right)$. Since $X_{1}$ and ${ }^{\mathrm{Y}}{ }_{1}$ are bases of the same linear space, we have $m_{1}=n_{1}$. An easy induction completes the proof of this part.
iv) To complete the proof, let $z \in K(D)$ be a nonzero sequence such that

$$
z=\sum_{p=1}^{s} u_{p}, u_{s} \neq 0, u_{p} \in L\left(X_{p}\right)
$$

and

$$
z=\sum_{p=1}^{t} v_{p}, \quad v_{t} \neq 0, \quad v_{p} \leqslant L\left(Y_{p}\right) .
$$

Assume $s<t$, and let $y \in Y_{t}$. Then

$$
\lim _{r \rightarrow \infty} \frac{v_{t}(r)}{y(r)}=\lim _{r \rightarrow \infty}\left[\sum_{p=1}^{s} \frac{u_{p}(r)-v_{p}(r)}{y(r)}-\sum_{p=s+1}^{t-1} \frac{v_{p}(r)}{y(r)}\right]=0 .
$$

But this result contradicts condition (iii) of Definition 2.2.1. Hence we must have $s \geq t$. A similar contradiction is obtained if we assume $s>t$. Therefore $s=t$ and the proof of Lemma 2.2.1 is complete.

In general, the actual determination of optimally ranked bases for variable coefficient difference operators is a difficult problem. Some results have been given by Wimp [26]. This reference extends earlier work by Birkhoff and $\operatorname{Tr} j i t z i n s k y[2,3]$ on the analytic theory of singular difference equations whose coefficients possess asymptotic expansions
of a prescribed form. All equations with coefficients rational in r are included, for example. Wimp's analysis provides a =eans of constructing a basis, which he calls a canonical set: see [26, Theorem 3.3 and Definition 3.6]. The canonical set is analogous to our optimally ranked basis. More specifically, there exists a basis $\left\{y_{1}, y_{2}, \ldots, y_{\ell}\right\}$ such that, for each $s=1,2, \ldots, \ell$,

$$
y_{s}(r)=c_{s} M_{s}(r)\{1+o(1)\} \quad \text { as } \quad r \rightarrow \infty
$$

where $c_{s} \neq 0$ and

$$
M_{S}(r)=e^{Q_{S}(r)} r^{\theta}(\ln r)^{p} S
$$

Here $\theta_{S}$ is a complex number and $P_{S}$ is a positive integer. $Q_{S}$ is of the form

$$
Q_{s}(r)=\mu_{0} r \ln r+\mu_{1} r+\mu_{2} r^{I-1 / \rho}+\cdots+\mu_{\rho} r^{1 / \rho}
$$

where $\rho$ is an integer, $\rho \geq 1$, and $\mu_{0}, \mu_{1}, \ldots, \mu_{\rho}$ are complex numbers. The rich variety of possible separation ratios of solutions as $r \rightarrow \infty$, compared with the algebraic or exponential separation of solutions in the constant-coefficient case, described in $\widehat{3} 2.1$ above, is evident.

### 2.3 The General Classification

In 82.2 we showed that every nonzero sequence in the kernel of a separable operator has a unique type with respect to that particular operator. In this section we extend this classification to every nonzero sequence in $S$. The following definition should be compared with Definition 1.3.2.
$\frac{\text { Definition 2.3.1 }}{\sigma}$ Let $D \in D_{\ell}$ be separable with optimally ranked basis $X=U_{s=1} X_{S}$. Then, for each $y \in S$, we say that type $(y)=s$, or more fully, the type of $y$ with respect to $D$ is $s$, provided that $0<s<\sigma$ and the following two conditions are satisfied:
i) If $x \in X_{s+1}$ then $\lim _{r \rightarrow \infty} \frac{y(r)}{x(r)}=0$;
ii) If $x \leq X_{s}$ then $x \geq \underset{r \rightarrow \infty}{\lim \sup }\left|\frac{y(r)}{x(r)}\right|>0$.

If (i) is satisfied for $s=0$, then (ii) does not apply, and we define type $(y)=0$. Similarly, if (ii) is satisfied for $s=\sigma$, (i) does not apply, and we define type $(y)=\sigma$.

The classification of sequences introduced in Definition 2.3.1 allows us to treat both homogeneous and inhomogeneous difference equations in a uniform manner when the difference operator is separable. The kernel of the operator contains every solution of the homogeneous equation, by definition. But solutions of the inhomogeneous equation with arbitary right-hand side may lie anywhere in $S$. This is why a classification of all sequences in $S$ is desirable.

Theorem 2.3.1 Every sequence in $S$ possesses an unambigucus type with respect to each separable operator in $D_{2}$.

Proof (i) First we show that the type with respect to a fixed optimally
ranked basis is determined uniquely by Definition 2.3 .1 for every nonzero sequence in $S$.

Let $z=S$. Assuming that

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \sup \left|\frac{z(r)}{x(r)}\right|>0 \tag{2.3.1}
\end{equation*}
$$

for at least one sequence $x \in X$, let $\hat{x} \in X$ be a sequence of largest type such that (2.3.1) is satisfied. Let $s=$ type ( $\hat{\mathrm{x}}$ ) . Then (2.3.1) is satisfied for every $x \in X_{s}$, since

$$
\left|\frac{z(r)}{x(r)}\right|=\left|\frac{z(r)}{\hat{x}(r)}\right|\left|\frac{\hat{x}(r)}{x(r)}\right|
$$

and $\lim \inf _{r \rightarrow \infty}|\hat{x}(r) / x(r)|>0$ as a consequence of condition (ii) of Definition 2.2.1.

If $s=\sigma$, then type $(z)=\sigma$ according to Definition 2.3.1. Therefore suppose that $s<\sigma$. By the maximality of $\hat{x}$ we see that $\lim _{\sup }^{r \rightarrow \infty}|\mathrm{z}(\mathrm{r}) / \mathrm{x}(\mathrm{r})|=0 \quad$ whenever type $(\mathrm{x})>\mathrm{s}$ or, equivalently,

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \frac{z(r)}{x(r)}=0 \quad \text { whenever type }(x)>s \tag{2.3.2}
\end{equation*}
$$

Accordingly, type $(z)=s$.
To conclude the proof of part (i), let us suppose that (2.3.1) is not satisfied for any $x \in X$. Then (2.3.2) is satisfied for every $x \in X$, and in particular for every $x \in X_{I}$. Then type $(z)=0$.
(ii) In this part we prove that if $X=\bigcup_{s=1}^{\sigma} X_{s}$ and $X^{\prime}=\bigcup_{s=1}^{\sigma} X_{s}^{\prime}$ are two distinct optimally ranked bases for $D$ then the type of every sequence in $S$ is the same with respect to $X$ and $X^{\prime}$.

Choose any $s, 1 \leq s \leq \sigma$, and choose $x \in X_{s}, x^{\prime} \in X_{S}^{\prime}$. There
exist $x_{p} \in X_{p}, 1 \leq p \leq s$, such that $x^{\prime}=x_{1}+\cdots+x_{s} ;$ see Lemma 2.2.1. Furthermore, we have

$$
\frac{x^{\prime}(r)}{x(r)}=o(1)+\frac{x_{s}(r)}{x(r)} \quad \text { as } \quad r \rightarrow \infty .
$$

Since $x_{s}$ is a linear combination of sequences of type $s$, a brief computation and application of condition (ii) of Definition 2.2.1 yields

$$
\underset{r \rightarrow \infty}{\lim \sup }\left|\frac{x_{s}(r)}{x(r)}\right|<\infty .
$$

It follows that
(2.3.3)

$$
\begin{aligned}
& \lim _{r \rightarrow \infty}\left|\frac{x^{\prime}(r)}{x(r)}\right|<\infty \\
& \quad \text { and } \liminf _{r \rightarrow \infty}\left|\frac{x(r)}{x^{\prime}(r)}\right|>0 \text { whenever type }\left(x^{\prime}\right)=\text { type }(x) .
\end{aligned}
$$

Since the roles of $x$ and $x^{\prime}$ are interchangeable, we also have
(2.3.4) $\quad \underset{r \rightarrow \infty}{\operatorname{im} \sup }\left|\frac{x(r)}{x^{\prime}(r)}\right|<\infty$
and $\underset{r \rightarrow \infty}{\lim \inf }\left|\frac{x^{\prime}(r)}{x(r)}\right|>0$ whenever type $\left(x^{\prime}\right)=$ type $(x)$.

Let $z \in S$ and suppose type $(z)=0$ with respect to $X$. Thus $z(r) / X(r) \rightarrow 0$ for every $x \in X$. Choose $x^{\prime} \in X^{\prime}$. Let $s=$ type ( $x^{\prime}$ ) and choose $\mathrm{x} \in \mathrm{X}_{\mathrm{s}}$. Then

$$
\left|\frac{z(r)}{x^{\prime}(r)}\right|=\left|\frac{z(r)}{x(r)}\right|\left|\frac{x(r)}{x^{\prime}(r)}\right| \rightarrow 0 \quad \text { as } \quad r \rightarrow \infty
$$

by virtue of (2.3.4). This proves type $(z)=0$ with respect to $X^{\prime}$.

Let $z \in S$ and suppose type $(z)=\sigma$ with respect to $X$. Thus $\lim _{\sup _{r \rightarrow \infty}}|z(r) / x(r)|>0$ for every $x \in X$. Choose $x^{\prime} \leqslant X^{\prime}$. Let $s=$ type ( $x^{\prime}$ ) and choose $x \in X_{s}$. Then the sequence

$$
\left|\frac{z(r)}{x^{\prime}(r)}\right|=\left|\frac{z(r)}{x(r)}\right|\left|\frac{x(r)}{x^{\prime}(r)}\right|
$$

satisiies $\lim \sup _{r \rightarrow \infty}\left|z(r) / x^{\prime}(r)\right|>0$ by virtue of (2.3.3). This proves type $(z)=\sigma$ with respect to $X^{\prime}$.

Finally, let $z \in S$ and suppose type $(z)=s, 0<s<\sigma$. Thus $z(r) / X(r) \rightarrow 0$ for every $x \in X_{S+1} U \cdots U X_{\sigma}$ and $\lim \sup _{r \rightarrow \infty}|z(r) / x(r)|>0$ for every $x \in X_{s}$. It can be verified that $z(r) / x^{\prime}(r) \rightarrow 0$ for every $x^{\prime} \leqslant X_{s+1}^{\prime} J^{\prime} \cdot U X_{\sigma}^{\prime}$ and that $\lim \sup _{r \rightarrow \infty}\left|z(r) / x^{\prime}(r)\right|>0$ for every $x^{\prime} \leqslant X_{s}^{\prime}$ using arguments similar to the ones used in the preceding two paragraphs.

### 3.0 Preliminaries and Overview

In this chapter we fix our attention on a particular linear difference equation

$$
\begin{equation*}
D y(r)=g(r), \quad r=0,1,2 \ldots \tag{3.0.1}
\end{equation*}
$$

assuming that $D \leqslant D_{\ell}$ is separable and $g \in S$. More specifically, we are interested in computing an approximation $y_{n}$ of a particular solution $y$ of (3.0.1) which is valid over some finite subsequence $y^{i, m}, i$ and m given.

Let $\sigma$ be the number of distinct types in any optimally ranked basis for $D$. We assume that $y$ is known to be a sequence of type $t$ with respect to $D$, where $0 \leq t \leq \sigma$. We also assume that initial values $y(i), y(i+1), \ldots, y(i+j-1)$ are known, where $j$ is the dimension of the subdominant subspace of type $t$ for $D$. The extension of Theorem 1.3.1, from totally separable to separable operators, is given in §3.1. Accordingly, these initial values (in the presence of one additional condition) suffice to determine the solution uniquely.

Let $k=2-j$. The approximating sequence $y_{n}$ is defined as the solution of (3.0.1) which satisfies the conditions

$$
\begin{equation*}
y_{n}(i+r)=y(i+r), \quad r=0,1, \ldots, j-1 \tag{3.0.2}
\end{equation*}
$$

and

$$
\begin{equation*}
y_{n}(n+r)=0 \quad, \quad r=0,1, \ldots, k-1 \tag{3.0.3}
\end{equation*}
$$

Since $y^{i, m}$ is to be approximated by $y_{n}^{i, m}$, it is clear that the value
of $n$ must exceed $m$. The existence and uniqueness of the approximating sequences $y_{n}$, for all sufficiently large $n$, and the convergence of the sequence of approximate values $y_{n}(r)$ to $y(r)$ for each value of $r$ in the range $i+j \leq r<\infty$, are proved under appropriate conditions in $\$ 3.2$.

The general algorithm, which is valid for any separable operator, reduces to the algorithm presented in 81.3 for totally separable operators. We again assume that the separable operator is (i,j) - factorizable, just as we did for totally separable operators. The linear system (1.3.5) is solved by the factorization method by means of a forward elimination stage followed by a back substitution stage; see §1.3. The expansions (1.3.19) and (1.3.20), which are used to estimate the optimal value of $n$, are unchanged for separable operators. In $\S 3.3$ we discuss the stability of the forward elimination stage, which was omitted in §l.3. We also extend Theorem 1.3 .2 to separable operators, showing that the back substitution is stable. Finally, we note that our remarks on the stability of the forward recurrence solution of the adjoint equation, whose solution enters in the truncation error expansion of $\$ 1.3$, apply to separable operators as well as totally separable operators.

We conclude this introductory section by fixing some notation for later use in this chapter. Let

$$
\begin{equation*}
X=\bigcup_{s=1}^{\sigma} X_{s} \tag{3.0.4}
\end{equation*}
$$

be an optimally ranked basis for $D$, where

$$
\begin{equation*}
x_{s}=\left\{x_{s, 1}, x_{s, 2}, \ldots, x_{s, n_{s}}\right\}, \quad s=1,2, \ldots, \sigma \tag{3.0.5}
\end{equation*}
$$

(3.0.6)

$$
j=\sum_{s=1}^{t} n_{s} .
$$

Define the set
(3.0.7)

$$
U=\left\{u_{1}, u_{2}, \ldots, u_{j}\right\}=\bigcup_{s=1}^{t} X_{s}
$$

by means of the correspondence

$$
x_{p, q}=u_{n_{1}}+n_{2}+\cdots+n_{p-1}+q
$$

When $t=0$ it is understood that $j=0$ and $U$ is empty. Similarly,
define the set
(3.0.8)

$$
v=\left\{v_{1}, v_{2}, \ldots v_{k}\right\}=\bigcup_{s=t+1}^{\sigma} X_{s}:
$$

when $t=\sigma$ it is understood that $V$ is empty.

### 3.1 Existence and Uniqueness

Let $y$ be a solution of (3.0.1) of type $t$ such that

$$
\begin{equation*}
y(i+r)=r_{r}, \quad r=0.1, \ldots, j-1 \tag{3.1.1}
\end{equation*}
$$

for some $i \geq 0$, where $j$ is given by (3.0.6). Using the notation $|U|$ (i) for the Casoratian of $U$ at $i$, we also suppose that

$$
\begin{equation*}
|\mathrm{U}|(\mathrm{i}) \neq 0 \text { : } \tag{3.1.2}
\end{equation*}
$$

see (3.0.7). Note that for every $i$ (3.1.2) is satisfied vacuously if $t=0$, and also (by virtue of Cásorati's theorem [14,§12.11]) if $t=\sigma$ and $D$ is nonsingular. The following theorem generalizes Theorem 1.3.1. Theorem 3.1.1 If (3.1.2) is valid then there exists a unique solution of (3.0.1) of type $t$ such that (3.1.1) is satisfied.

Eroof: Suppose $t=0$. Then $j=0$ and we must prove that without any specified initial values $y$ is uniquely determined. Let $v \in S$ be a solution of (3.0.1), other than $y$, such that type $(v)=0$. Since $y-y \leqslant K(D)$, there exist scalars $a_{p, q} \in F$ such that

$$
y-v=\sum_{p=1}^{\sigma} \sum_{q=1}^{n}{ }_{p} \alpha_{p, q} x_{p, q} ;
$$

see (3.0.5). At least one of the $\alpha_{p, q}$ is nonzero; let the largest value of $p$ such that $a_{p, q} \neq 0$ for some $q, 1 \leq q \leq n_{p}$, be $p=s$. Then

$$
\lim _{r \rightarrow \infty} \frac{y(r)-v(r)}{x_{s, 1}(r)}=0
$$

because type $(y)=$ type $(v)=0$. By part (i) of Definition 2.2.1, we
have

$$
\lim _{r \rightarrow \infty} \sum_{p=1}^{s-1} \sum_{q=1}^{n} \frac{q_{p, q} x_{p, q}(r)}{x_{s, 1}(r)}=0 .
$$

It follows from the above three equations that

$$
\lim _{r \rightarrow \infty} \sum_{q=1}^{n} \frac{a_{s, q} x_{s, q}(r)}{x_{s, 1}(r)}=0 .
$$

But this result contradicts part (iii) of Definition 2.2.1; therefore we conclude that $y=v$.

Alternatively suppose $t>0$. Let $v \in S$ be a sequence of type $t$ which satisfies (3.0.1) and is coincident with $y(i+r)$ for $r=0,1, \ldots$, $j-1$. Then there exist scalars $a_{p, q} \in \bar{F}$ such that

$$
v=y+\sum_{p=1}^{\sigma} \sum_{q=1}^{n} a_{p, q} x_{p, q} .
$$

Let the largest value of $p$ in this sum such that at least one of the scalars $a_{p, q}$ is nonzero be $p=s$. Then $s \leq t$, because $s>t$ would imply

$$
\lim _{r \rightarrow \infty} \frac{v(r)-y(r)}{x_{s, 1}(r)}=0
$$

(since type $(v)=$ type $(y)=t$ ) and

$$
\lim _{r \rightarrow \infty} \sum_{p=1}^{s-1} \sum_{q=1}^{n} \frac{\alpha_{p, q} x_{p, q}(r)}{x_{s, 1}(r)}=0
$$

(by part (i) of Definition 2.2.1). This gives

$$
\lim _{r \rightarrow \infty} \sum_{q=1}^{n} \frac{a_{s, q} x_{s, q}(r)}{x_{s, 1}(r)}=0,
$$

which is a contradiction.
Thus, $q_{p, q}=0$ whenever $p>s$. The $q_{p, q}$ having $p \leq s$ satisfy the system of linear equations

$$
\sum_{p=1}^{s} \sum_{q=1}^{n} q_{p, q} x_{p, q}(i+r)=0, \quad r=0,1, \ldots, j-1 .
$$

This system is nonsingular by the condition $|\mathrm{U}|(\mathrm{i}) \neq 0$, so we have $a_{p, q}=0$ for all $p$ and $q$. Thus $v(r)=y(r)$ for all $r$ and the theorem is proved.

Theorem 3.1.2 If $D$ is nonsingular then, for each $i \geq 0,|U|(i+r) \neq 0$ for at least one value of $r$ in the range $0 \leq r \leq 2-j$.

Proof: Since D is nonsingular, Casorati's theorem is valid, i.e.,
$X(i) \neq 0$ for all $i$. Theorem 3.1.2 is then an immediate consequence of Laplace's general theorem on the expansion of determinants $[15\} 93$,$] .$

Theorem 3.l.2 implies there is no shortage of points $i$ which satisfy condition (3.1.2) when the difference operator is nonsingular. Our next goal is to show that any optimally ranked basis may be used to locate an admissible value of $i$.

Theorem 3.1.3 If $|U|(i) \neq 0$ for some fixed $i \geq 0$, then the leading principal minor of order $j$ of the Casoratian evaluated at $i$ of every optimally ranked basis for $D$ is nonzero.

Proof: If $j=0$ then there is nothing to prove, so let us assume $j>0$. Also, let us assume temporarily that $j<\ell$. Let $X^{\prime}$ be an optimally ranked basis distinct from $X$, where

$$
X^{\prime}=\bigcup_{s=1}^{\sigma} X_{s}^{\prime}
$$

and

$$
x_{s}^{\prime}=\left\{x_{s, 1}^{\prime}, x_{s, 2}^{\prime}, \ldots, x_{s, n_{s}}^{\prime}\right\}, \quad s=1,2, \ldots, \sigma ;
$$

compare (3.0.4), (3.0.5). Define the sets

$$
U^{\prime}=\left\{u_{1}^{\prime}, u_{2}^{\prime}, \ldots, u_{j}^{\prime}\right\}=U_{s=1}^{t} X_{s}^{\prime}
$$

and

$$
V^{\prime}=\left\{v_{1}^{\prime}, v_{2}^{\prime}, \ldots, v_{k}^{\prime}\right\}=\underset{s=t+1}{\cup} X_{s}^{\prime} .
$$

There exist scalars $a_{p, q} \in F$ such that

$$
u_{p}^{\prime}=\sum_{q=1}^{j} q_{p, q} u_{q}+\sum_{q=j+1}^{2} q_{p, q}{ }_{q-j}, \quad p=1,2, \ldots, j,
$$

and

$$
v_{p-j}^{\prime}=\sum_{q=1}^{j} a_{p, q} u_{q}+\sum_{q=j+1}^{b} a_{p, q} v_{q-j} \quad p^{2}=j+1, j+2, \ldots, 2 .
$$

The matrix of coefficients $\left(a_{p, q}\right)$ is nonsingular because both $X$ and $X^{\prime}$ are bases of the finite-dimensional linear space $K(D)$. Furthermore, from the definition of an optimally ranked basis it is easy to show that ( $a_{p, q}$ ) is block lower triangular with the s-th diagonal block having order $n_{s}$. Because of the block triangular structure, the determinant of ( $a_{p, q}$ ) is equal to the product of the determinants of the diagonal blocks. And because the determinant of $\left(\alpha_{p, q}\right)$ is nonzero, so is the determinant of every diagonal block. Therefore, the leading principal minor of order $j$ of the determinant of $\left(a_{p, q}\right)$ is nonzero. Let $\Delta_{j}$ denote this minor.

Next, consider the Casorati matrix [X](i). It can be written in block form as

$$
[X](i)=\left[\begin{array}{c}
{[U](i) \vdots} \\
\cdots \ldots \\
\cdots
\end{array}:\left[\begin{array}{ll}
* & \ldots(i+j)
\end{array}\right]\right.
$$

where the actual form of the blocks indicated by asterisks is unimportant. Similarly, we write

$$
\left[X^{\prime}\right](i)=\left[\begin{array}{ccc}
{\left[U^{\prime}\right](i)} & \vdots & * \\
\cdots \cdots \cdots & \ldots\left(V^{\prime}\right](i+j) \\
* & \vdots &
\end{array}\right] .
$$

If

$$
\left(\alpha_{p, q}\right)=\left[\begin{array}{ccc}
A_{11} & \vdots & 0 \\
\cdots \cdots \vdots & \cdots \\
A_{21} & A_{22}
\end{array}\right]
$$

is the corresponding block form of ( $\alpha_{p, q}$ ), we verify readily that

The leading principal minor of order $j$ of $\left|X^{\prime}\right|(i)$ is evidently given by

$$
\left|U^{\prime}\right|(i)=|U|(i) \cdot \operatorname{det}\left(A_{11}\right) .
$$

Since $|U|(i) \neq 0$, by hypothesis, and $\operatorname{det}\left(A_{11}\right)=\Delta_{j} \neq 0$ we have $U^{\prime} \mid(i) \neq 0$. This completes the proof for $\mathrm{j}<\ell$.

Finally, we note that the proof in the case $j=\ell$ follows by an argument analogous to that just used for $j<\ell$, except that there is no partitioning of matrices since $V$ and $V^{\prime}$ are empty.

### 3.2 Convergence <br> Assume ${ }^{\dagger}$

(3.2.1)

$$
|u|(i) \neq 0
$$

and let $y$ be a solution of type $t$ of (3.0.1), where $0 \leq t \leq \sigma$. For each $n \geq m+1$ such that a solution $y_{n}$ of (3.0.1) exists satisfying both (3.0.2) and (3.0.3), there exist scalars $\alpha_{1}(n), a_{2}(n), \ldots, a_{j}(n)$ and $\beta_{1}(n), \beta_{2}(n), \ldots, \beta_{k}(n)$ such that
(3.2.2)

$$
y_{n}=y+\sum_{s=1}^{j} \alpha_{s}(n) u_{s}+\sum_{s=1}^{k} \beta_{s}(n) v_{s} .
$$

In the case $t=\sigma$, we have

$$
y_{n}=y+\sum_{s=1}^{\ell} a_{s}(n) u_{s} .
$$

Then we prove readily, using (3.0.2) and (3.2.1), that $\alpha_{s}(n)=0$ for $s=1,2, \ldots, \ell$. Thus for each $n, y_{n}(r)=y(r)$ for $r=i, i+1, \ldots$. Therefore we restrict the ensuing discussion to the cases in which $0 \leq t<\tau$.

Consider the set $C$ of all subsets of $k$ distinct sequences from $X$. We have $k>0$ by our assumption that $t<\sigma$. Obviously, $V=\left\{v_{1}, v_{2}, \ldots, v_{k}\right\} \in C$. We shall say that the optimally ranked basis $X$ is $\dot{j}$-normal provided that $|V|(r) \neq 0$ for all sufficiently large $r$, and

$$
\begin{equation*}
|\tilde{v}|(r)=0\{|V|(r)\} \quad \text { as } \quad r \rightarrow \infty \tag{3.2.3}
\end{equation*}
$$

for every $\tilde{V} \in C-\{V\}$. When $t=0, C=\{V\}$ and $X$ is automatically

[^2]j-normal (0-normal). When $t>0$ the sets $\tilde{V}$ contain at least one sequence from $U=\left\{u_{1}, u_{2}, \ldots, u_{j}\right\}$. In this case (3.2.3) expresses the quite reasonable condition that whenever one or more of the "dominant" solutions $\mathrm{v}_{1}, \mathrm{v}_{2}, \ldots, \mathrm{v}_{\mathrm{k}}$ is replaced in the Casoratian $|\mathrm{V}|$ by a "subdominant" solution, then the resulting Casoratian is dominated by $|\mathrm{V}|(\mathrm{r})$ as $r \rightarrow \infty$.

We now state and prove the convergence theorem. A similar result, but only for homogeneous linear difference equations, is given by Zahar [27, Th. 5.1].

Theorem 3.2.1 Assume $X$ is a j-normal optimally ranked basis such that (3.2.1) is satisfied and $y(r)$ is a solution of (3.0.1) of type $t$. Also assume

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \frac{\left|V_{s}(y)\right|(r)}{|V|(r)}=0, \quad s=1,2, \ldots, k \tag{3.2.4}
\end{equation*}
$$

where $v_{s}(y)=\left\{v_{1}, \ldots, v_{s-1}, y, v_{s+1}, \ldots, v_{k}\right\}$. Then for sufficiently large n there exists a unique solution $y_{n}$ of (3.0.1) which satisfies (3.0.2) and (3.0.3). Fur thermore,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} y_{n}(r)=y(r) \tag{3.2.5}
\end{equation*}
$$

for each fixed value of $r \geq i+j$.
Proof: From (3.2.2), (3.0.2) and (3.0.3) we derive the linear system

Although the block structure indicated in this system disappears when $t=0$, this modification ${ }^{\dagger} \mathrm{causes}$ no difficulty in the following proof. Suppose $V$ were such that the upper right block of the matrix is zero (again, this is satisfied vacuously if $t=0$ ). Then the linear system becomes

The determinant of this system is $|U|(i) \cdot|V|(n)$, and it is nonzero for all sufficiently large $n$, in view of our assumptions. Using Cramer's rule and Laplace's general theorem on the expansion of determinants [15, §93], we then find that

$$
\alpha_{1}(n)=\alpha_{2}(n)=\cdots=\alpha_{j}(n)=0
$$

and

$$
\beta_{s}(n)=-\frac{\left|V_{s}(y)\right|(n)}{|V|(n)}, \quad s=1 ; 2, \ldots, k .
$$

Therefore, for all $r$ and for all sufficiently large $n$, we have

$$
\begin{equation*}
y_{n}(r)=y(r)-\sum_{s=1}^{k} \frac{\left|v_{s}(y)\right|(n)}{|v|(n)} v_{s}(r) . \tag{3.2.6}
\end{equation*}
$$

[^3]Then (3.2.5) follows from (3.2.4).
In order to complete the proof, let us introduce the sequences

$$
\begin{equation*}
v_{p}^{\prime}=v_{p}+\gamma_{p, 1} u_{1}+\cdots+\gamma_{p, j} u_{j}, p=1,2, \ldots, k, \tag{3.2.7}
\end{equation*}
$$

where the $\gamma_{p, q}$ are to be chosen in such a way that

$$
v_{p}^{\prime}(i+r)=0 \quad, \quad r=0,1, \ldots, j-1 .
$$

Thus the $\gamma_{p, q}$ have to satisfy the linear systems

$$
\left[\begin{array}{ccc}
u_{1}(i) & \ldots & u_{j}(i) \\
\vdots & & \vdots \\
u_{I}(i+j-1) & \ldots & u_{j}(i+j-1)
\end{array}\right]\left[\begin{array}{c}
r_{p, I} \\
\vdots \\
r_{p, j}
\end{array}\right]=\left[\begin{array}{c}
-v_{p}(i) \\
\vdots \\
-v_{p}(i+j-1)
\end{array}\right], \quad p=1,2, \ldots, k,
$$

each of which is nonsingular because $|U|(i) \neq 0$, by hypothesis. Let $V^{\prime}=\left\{v_{1}^{\prime}, v_{2}^{\prime}, \ldots, v_{k}^{\prime}\right\}$. Clearly it suffices to show that $U U V^{\prime}$ is a j-normal optimally ranked basis for $D$ such that

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \frac{\left|V_{s}^{\prime}(y)\right|(r)}{\left|V^{\prime}\right|(r)}=0, \quad s=1,2, \ldots, k . \tag{3.2.8}
\end{equation*}
$$

Since $v_{p}$ dominates every sequence in $U$, we have from (3.2.7)

$$
\frac{v_{p}^{\prime}(r)}{v_{p}(r)} \rightarrow 1 \quad \text { as } \quad r \rightarrow \infty
$$

for each $p, l \leq p \leq k$. Therefore $v_{p}^{\prime}$ has the same type as $v_{p}$. Furthermore, we may verify the three conditions of Definition 2.2.1, as follows:

$$
\text { i) } \quad \frac{u(r)}{v_{p}^{\prime}(r)}=\frac{u(r)}{v_{p}(r)} \cdot \frac{v_{p}(r)}{v_{p}^{\prime}(r)} \rightarrow 0 \text { as } r \rightarrow \infty
$$

for every $u \in U$, and

$$
\frac{v_{p}^{\prime}(r)}{v_{q}^{\prime}(r)}=\frac{v_{p}^{\prime}(r)}{v_{p}(r)} \cdot \frac{v_{p}(r)}{v_{q}(r)} \cdot \frac{v_{q}(r)}{v_{q}^{\prime}(r)} \rightarrow 0 \text { as } r \rightarrow \infty
$$

whenever type $\left(v_{p}^{\prime}\right)$ < type $\left(v_{q}^{\prime}\right)$;
ii) $\frac{v_{p}^{\prime}(r)}{v_{q}^{\prime}(r)}=\frac{v_{p}^{\prime}(r)}{v_{p}(r)} \cdot \frac{v_{p}(r)}{v_{q}(r)} \cdot \frac{v_{q}(r)}{v_{q}^{\prime}} \frac{(r)}{v_{q}} \frac{v_{p}(r)}{v_{q}(r)} \quad$ as $r \rightarrow \infty$
whenever type $\left(v_{p}^{\prime}\right)=$ type $\left(v_{q}^{\prime}\right)$;
(iii) Let $v_{p}^{\prime}, v_{p+1}^{\prime}, \ldots, v_{q}^{\prime} \in V^{\prime}$ be all the sequences of one type, and let $v^{\prime}$ be any fixed one of these. Let the corresponding unprimed sequences be $v, v_{p}, v_{p+1}, \ldots, v_{q} \in V$. Take $\delta_{p}, \delta_{p+1}, \ldots, \delta_{q} \in F$, not all zero. For each $s=p, p+1, \ldots, q$ we have

$$
\frac{\delta_{s} v_{s}^{\prime}}{v^{\prime}}=\frac{\delta_{s}\left(v_{s}+r_{s, 1} 1_{1}+\cdots+r_{s, j}{ }_{j}\right)^{\prime}}{v^{\prime}}=\frac{\delta_{s}{ }^{v_{s}}}{v^{\prime}}+o(1)
$$

(since $u_{1}, u_{2}, \ldots, u_{j}$ are of lower type than $v^{*}=v\{1+o(1)\}$ ). Hence

$$
\frac{\delta_{p} v_{p}^{\prime}+\cdots+\delta_{q} v_{q}^{\prime}}{v^{\prime}}=\frac{\delta_{p} v_{p}+\cdots+\delta_{q} v_{q}}{v^{\prime}}+o(1) .
$$

## Furthermore

$$
\frac{\delta_{p} v_{p}^{\prime}+\cdots+\delta_{q} v_{q}^{\prime}}{v^{\prime}}=\frac{\delta_{p} v_{p}+\cdots+\delta_{q} v_{q}}{v}\{1+o(1)\}+o(1)
$$

from which it is clear that

$$
\underset{r \rightarrow \infty}{\lim \sup }\left|\sum_{s=p}^{q} \delta_{s^{\prime}} v_{s}^{\prime}(r) / v^{\prime}(r)\right|>0 .
$$

Thus, $U U^{\prime}$ is an optimally ranked basis.

Next we prove that $\left|V^{\prime}\right|(r) \neq 0$ for all sufficiently large $r$. We recall that a determinant is a multilinear function of its columns. If we express

$$
v^{\prime}(r)=\left|v_{1}^{\prime}, v_{2}^{\prime}, \ldots, v_{k}^{\prime}\right|(r)
$$

where $v_{1}^{\prime}, v_{2}^{\prime}, \ldots, v_{k}^{\prime}$ temporarily denote the successive columns of $\left|V^{\prime}\right|(r)$, then we derive

$$
\left.\begin{array}{rl}
\left|v^{\prime}\right|(r)= & \left|v_{1}, v_{2}^{\prime}, \ldots, v_{k}^{\prime}\right|(r)+\sum_{q=1}^{j} r_{1, q}\left|u_{q}, v_{2}^{\prime}, \ldots, v_{k}^{\prime}\right|(r) \\
= & \left|v_{1}, v_{2}, v_{3}^{\prime}, \ldots, v_{k}^{\prime}\right|(r)
\end{array}+\sum_{q=1}^{j} r_{1, q}\left|u_{q}, v_{2}^{\prime}, \ldots, v_{k}^{\prime}\right|(r)\right)
$$

$$
=\cdots,
$$

and hence

$$
\begin{aligned}
\left|v^{\prime}\right|(r)=|v|(r) & +\sum_{q=1}^{j} r_{1, q}\left|u_{q}, v_{2}^{\prime}, \ldots, v_{k}^{\prime}\right|(r) \\
& +\sum_{q=1}^{j} r_{2, q}\left|v_{1}, u_{q}, v_{3}^{\prime} \ldots, v_{k}^{\prime}\right|(r) \\
& +\cdots \\
& +\sum_{q=1}^{j} r_{j, q}\left|v_{1}, v_{2}, \ldots, v_{k-1}, u_{q}\right|(r) .
\end{aligned}
$$

If we continue this construction until every reference to a primed $v$ is removed, then it is clear that $\left|V^{\prime}\right|(r)$ is equal to the sum of $|V|(r)$ plus a linear combination of determinants formed from $|V|(r)$ by replace-
ment of at least one $v$ by $a \quad u$. By our assumption that $X$ is $j$-normal, we conclude

$$
\begin{equation*}
\left|V^{\prime}\right|(r)=|V|(r)\{1+o(1)\} \text { as } r \rightarrow \infty . \tag{3.2.9}
\end{equation*}
$$

Since $|V|(r) \neq 0$ for sufficiently large $r$, we also have $\left|V^{\prime}\right|(r) \neq 0$ for sufficiently large $r$.

If one or more of the solutions $v_{1}^{\prime}, v_{2}^{\prime}, \ldots, v_{k}^{\prime}$ are replaced in $\left|V^{\prime}\right|(r)$ by subdominant solutions from $U$, then a construction like the one preceding shows that the modified Casoratian $\left|\tilde{V}^{\prime}\right|(r)$ is dominated by $|V|(r)$ as $r \rightarrow \infty$, since the original optimally ranked basis is j-normal. Consequently, using (3.2.9), we conclude $U \in V^{\prime}$ is $j$-normal. A similar argument shows that (3.2.8) is satisfied, and the theorem is proved.

### 3.3 Stability

Let us consider solutions of (3.0.1) of type $t$, where $0 \leq t<\sigma$. Let $j$ be the dimension of the subdominant subspace of type $t$ for $D$. Let $i$ be a point at which $|U|(i) \neq 0$; see (3.0.7). Suppose $D$ is (i,j)-factorizable; see Definition 1.2.1. Let $A^{i}=\left[a_{0}^{i}, a_{1}^{i}, \ldots a_{j}^{i}\right]$ be a left factor and $B^{i+j}=\left[b_{0}^{i+j}, b_{1}^{i+j}, \ldots, b_{k}^{i+j}\right]$ the corresponding right factor of $D_{j}^{i}$, so that $D_{j}^{i}=A_{j}^{i} B^{i+j}$ is an (i,j)-factorization of $D$.

The next theorem provides a generalization of Theorem 1.3.2, from totally separable linear difference equations to equations that are merely separable. The remark following Theorem 1.3.2 applies here as well. That is, the back substitution stage of the algorithm is stable, at least for sufficiently large r.
Theorem 3.3.1 If $|U|(i) \neq 0$ and $D_{j}^{i}=A_{j}^{i} B^{i+j}$, then the difference operator $B^{i+j}$ is separable and any solution $y$ of (3.0.1) of type $t$ or less is a sequence of type zero with respect to $B^{i+j}$.

Proof: Suppose $j=0$, i.e., type (y) $=0$ with respect to $D$. Then $A^{i}=\left[a_{0}^{i}\right]$ and $B^{i}=\left[b_{0}^{i}, b_{l}^{i}, \ldots, b_{l}^{i}\right]$ and we have $D^{i}=A^{i} B^{i}$.
Now let $x \leqslant X$, where $X$ is the optimally ranked basis (3.0.4). Then $D x=0$; hence $D^{i} x^{i}=A^{i} B^{i} x^{i}=0$. This last equation is equivalent to

$$
a_{0}(r) \sum_{s=0}^{\ell} b_{s}(r) x(r+s)=0, \quad r=i, i+1, \ldots .
$$

Since $a_{0}^{i}$ is free of zeros by the definition of ( $i, j$ ) - factorizability, we have $B^{i} x^{i}=0$. Thus $\left\{x^{i} \mid x \in X\right\}$ is an optimally ranked basis for $B^{i}$ and it follows immediately that type $(y)=0$ with respect to $B^{i}$.

[^4]Next suppose $j$ satisfies $0<j<\ell$. Let $v \in V$, where $V$ is given by (3.0.8). In view of our assumption that $|U|(i) \neq 0$, we may assume that

$$
v(i+r)=0, \quad r=0,1, \ldots, j-1 ;
$$

compare the proof of Theorem 3.2.1. Since $v \in K(D)$ we have $D v=0$. It follows that for each $n \geq i+j+\max (j, k)$ the subsequence $v^{i, n+k-1}$ satisfies the finite boundary value problem

$$
D_{j}^{i, n-j-1} v_{v}^{i+j, n-1}=\left[\begin{array}{l}
\ldots \ldots \ldots 0 \ldots \ldots \ldots \\
-D^{n-\ell, n-j-1} n, n+k-1
\end{array}\right] ;
$$

compare (1.2.4). For each $n$, these boundary value problems are nonsingular and factorizable as shown by Theorem 1.2.1.
Therefore, Theorem 1.2 .2 is applicable and we see that $v^{i+j . n-1}$ satisfies

$$
B_{0}^{i+j, n-1} v^{i+j, n-1}=-\left[\begin{array}{c}
\ldots \ldots \ldots \ldots \ldots \\
B_{k}^{n-k, n-1} v_{v}, n+k-1
\end{array}\right]
$$

for each $n \geq i+j+\max (j, k)$; compare (1.2.7) and the remark following the proof of Theorem 1.2.2. The last equation is equivalent to

$$
\sum_{s=0}^{k} b_{s}(r) v(r+s)=0, \quad r=i+j . i+j+1, \ldots n-1 .
$$

Since $n$ may be arbitarily large, we have

$$
\sum_{s=0}^{k} b_{s}(r) v(r+s)=0, \quad r=i+j, i+j+1, \ldots
$$

or, equivalently, $B^{i+j} v^{i+j}=0$. Therefore, $\left\{v^{i+j} \mid v \in V\right\}$ is an optimally ranked basis for $B^{i+j}$. Since $y$ is dominated by every sequence in $V$,
it follows that type $(y)=0$ with respect to $B^{i+j}$.
Now let us turn to the forward elimination stage of the algorithm. This consists of applying a finite number of steps of Gaussian elimination, without pivoting, to the infinite linear system

$$
D_{j}^{i} y^{i+j}=g^{i}-\left[\begin{array}{c}
D_{0}^{i, i+j-1} y^{i}, i+j-1  \tag{3.3.1}\\
0 \ldots \ldots \cdots
\end{array}\right]
$$

compare (1.3.6). Rounding errors introduced in this process are equivalent to perturbations in the original problem. Thus, instead of satisfying (3.3.1) the computed solution $\tilde{y}^{i+j}$, say, is an exact solution of a system of the form

$$
\left(D_{j}^{i}+E_{j}^{i}\right)^{\sim} \tilde{y}^{i+j}=g^{i}-\left[\begin{array}{c}
D_{0}^{i, i+j-1} y^{i, i+j-1}  \tag{3.3.2}\\
0 \ldots \ldots \ldots \ldots
\end{array}\right]+e^{i}
$$

where the terms $E_{j}^{i}$ and $e^{i}$ represent the perturbation.
The effect of introducing a single element of $e(r)$, say at $r=s$, is to perturb the true solution $y^{i+j}$ by a linear combination of the solutions of the corresponding homogeneous equation. Because of the boundary conditions we have imposed "at infinity". only the solutions $u_{1}, u_{2}, \ldots u_{j}$ enter from the optimally ranked basis $\left\{u_{1}, u_{2}, \ldots, u_{j}, v_{1}, v_{2}\right.$, $\left.\ldots, v_{k}\right\}$; compare equation (3.0.3) and Theorem 3.2.1. Subsequently, we have only to consider what happens when $r>s$, and here it will be the multiple of $u_{j}$ that will be the fastest growing.

The effect of $E_{j}^{i}$, also, can be allowed for by making a perturbation of the right side. To terms of the first order, we have

$$
D_{j}^{i \tilde{y}^{i+j}}=g^{i}-\left[\begin{array}{c}
D_{0}^{i, i+j-1} y^{i}, i+j-1 \\
\cdots \cdots \cdots \cdots \cdots
\end{array}\right]-E_{j}^{i} y^{i+j} .
$$

Then the arguments of the preceding paragraph again apply.
Since the wanted solution $y$ is of type $t$, we conclude that the process of forward elimination is stable in the sense that each perturbation subsequently grows at a rate that does not exceed that of the wanted solution. Of course, there will be a loss of accuracy when an element of $E_{j}^{i}$ (or $e^{i}$ ) is large compared with the rounding error in the stored value of the corresponding element of $D_{j}^{i}$ (or of the right side of (3.3.1)). This may occur, for example, when there is heavy cancellation in the formation of an element that is subsequently used as a pivot. However, the important point is that the effect of each such loss is not magnified in subsequent steps of the algorithm.

An extension of the foregoing discussion shows that if we select a value of $j$ (that is, the number of prescribed initial conditions) that is less than the dimension of the subdominant subspace of the wanted solution, then the forward elimination remains stable. However, the back-substitution is now unstable; compare the proof of Theorem 3.3.1. Similarly if $j$ is too large then the forward elimination is unstable, and the back-substitution is stable. Nevertheless if, in practice, the actual instabilicies are weak owing to weak separation of solutions of consecutive types as $r \rightarrow \infty$, then it may be advantageous to select a value of $j$ that differs from the dimension of the subdominant subspace of the wanted solution. This is because the loss of accuracy caused by the instability is offset by a substantial reduction in the value of the terminal point $n$ owing to increased convergence. This modification is illustrated by numerical examples in Chapter 4.

### 4.0 Introduction

Several numerical examples will be given to illustrate the general algorithm. The examples all involve fourth-order linear difference operators with nonconstant coefficients. Both homogeneous and inhomogeneous difference equations are treated.

The fourth-order operators were produced by using the method described in $[14,812.22]$, starting with two second-order recurrence relations which have as solutions Bessel functions, modified Bessel functions or associated Legendre functions. The inhomogeneous equations have as particular solutions Anger-Weber functions or Struve functions. The right sides of Chese equations were produced as a by-product of the method used to produce the fourth-order operators.

The production of the fourth-order difference operators from the corresponding pairs of second-order operators requires only elementary algebraic manipulations. These calculations are rather lengthy, however, and would be extremely difficult (as well as tedious) to complete accurately by hand. Instead, the MACSYMA symbol manipulation system, described in [12], was employed ${ }^{\dagger}$. This procedure had the added advantage of storing the required formulas for the coefficients directly in the computer, ready For numerical evaluation, thereby further reducing the possibility of human error. Similarly, MACSYMA was used to advantage in the production of the right sides for the inhomogeneous examples.

[^5]In the case of the Bessel functions $J_{r}(x), Y_{r}(x)$ and modified Bessel functions $I_{r}(x), K_{r}(x)$ we restrict ourselves to integer order $r \geq 0$ and real argument $x>0$. Relevant properties of these functions are given in [16, Chapter 9]. For example, for fixed $x$ the functions $J_{r}(x)$ and $Y_{r}(x)$ satisfy the linear recurrence relation

$$
\begin{equation*}
y(r-1)-\frac{2 r}{x} y(r)+y(r+1)=0 . \tag{4.0.1}
\end{equation*}
$$

Similarly, $I_{r}(x)$ and $(-)^{r_{r}} K_{r}(x)$ satisfy

$$
\begin{equation*}
y(r-1)-\frac{2 r}{x} y(r)-y(r+1)=0 . \tag{4.0.2}
\end{equation*}
$$

The Anger-Weber functions $E_{r}(x)$ satisfy

$$
\begin{equation*}
y(r-1)-\frac{2 r}{x} y(r)+y(r+1)=-\frac{2\left\{1-(-1)^{r}\right\}}{\pi x} ; \tag{4.0.3}
\end{equation*}
$$

and the Struve functions $H_{r}(x)$ satisfy
(4.0.4) $y(r-1)-\frac{2 r}{x} y(r)+y(r+1)=\frac{\left(\frac{1}{2} x\right)^{r}}{\sqrt{\pi} \Gamma\left(r+\frac{3}{2}\right)}$
compare (4.0.1) in both cases. Relevant properties of the $E_{r}(x)$ and $H_{r}(x)$ appear in Olver's paper [21] where they were used as examples for second-order inhomogeneous equations.

The coefficients of the fourth-order homogeneous recurrence relation obtained from (4.0.1) with $x=x_{1}$ and (4.0.2) with $x=x_{2}$ are shown in Figure 6 in the form of FORTRAN statements produced by MACSYMA. In addition, Figure 6 shows the right-hand sides corresponding to $E_{r}\left(X_{1}\right)$ and $H_{r}\left(x_{1}\right)$. We designate the difference operator $D$ defined by these
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coefficients the JYIK operator. Since the functions $J_{r}\left(X_{1}\right), Y_{r}\left(x_{1}\right)$, $I_{r}\left(x_{2}\right),(-)^{K_{r}}\left(x_{2}\right)$ are linearly independent, they form a fundamental set of solutions of $D y=0$.

Similarly in the case of the associated Legendre functions $\mathrm{P}_{\mathrm{r}}^{\mu}(\mathrm{x})$, $Q_{r}^{\mu}(x)$ we restrict consideration to integer degree $r \geq 0$, integer order $\mu \geq 0$, and real argument $x>0$. Relevant properties of these functions may be found in [16, Chapter 8]. We use the r-wise linear recurrence relation
(4.0.5) $(r+\mu) y(r-1)-(2 r+1) x y(r)+(r-\mu+1) y(r+1)=0$,
valid for fixed $x$ and $\mu$. The coefficients of the fourth-order difference operator D, shown in Figure 7, were produced (using MACSYMA) from (4.0.1) with $x=x_{1}$ and (4.0.5) with $x=x_{2}$. Figure 7 also shows the right sides corresponding to $E_{r}\left(x_{1}\right)$ and $H_{r}\left(x_{1}\right)$. In this case the functions $J_{r}\left(x_{1}\right), Y_{r}\left(x_{1}\right), P_{r}^{\mu}\left(x_{2}\right), Q_{r}^{\mu}\left(x_{2}\right)$ form a fundamental set of solutions of $D y=0$. Accordingly, we designate $D$ the JYPQ operator.

A FORTRAN program has been written to implement the general algorithm. The user may select either the JYIK operator or the JYPQ operator. He may also elect to solve the homogeneous equation, the inhomogeneous equation having the Anger-Weber function as a solution, or the inhomogeneous equation having the Struve function as a solution. Alternatively, he may provide a subroutine which generates the coefficients of an arbitrary linear difference equation of any order.

The user supplies the program with the starting point $i$ and the terminal point $m$ of the desired subsequence of the solution to be computed, the number $j$ of initial values, the subsequence $y^{i, i+j-1}$ of initial values, and the parameters $\nu$ and $\varepsilon$ for use in the convergence test (to be described
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below). The program solves the proposed problem by executing three phases. In the initial phase the first $m+1+v-i-j$ rows of the infinite linear system (1.3.6) are stored. Forward elimination without pivoting is performed on these rows. This results in the storing of the first $m+1+\nu-i-j$ rows of the left and right factors of the $(i, j)-$ factorization $D_{j}^{i}=A_{j}^{i} B^{i+j}$, and also the subsequence $z^{i+j, m+v}$ of the solution of (1.3.8). The elimination procedure is carried out by modifications, described below, of the subroutines DGBFA and DGBSL which are available in the mathematical software package known as LINPACK; see [8].

The unmodified DGBFA performs forward elimination with partial pivoting on a finite band natrix, ignoring the right side. It produces an upper triangular matrix, a lower triangular matrix and a vector of pivoting information. These results may then be used by the unmodified DGBSL to solve the corresponding linear system with specified right side. Alternatively, the user can direct that DGBSL solve a linear system having as its matrix of coefficients the transpose of the matrix input to DGBFA. Provision has been made in DGBFA to suppress the partial pivoting. When this is done the vector of pivoting information is superfluous and (except for rounding errors) the matrix obtained by premultiplying the upper triangular matrix by the lower triangular matrix is the original band matrix. This factorization is therefore of exactly the kind required by Definition 1.2.1; see equation (1.2.5).

When partial pivoting has been suppressed in DGBFA, DGBSL proceeds, in effect, by forward elimination without pivoting followed by back substitution. Provision has been made in DGBSL to exit after the forward elimination stage and to re-enter at the start of the back substitution stage. Thus the user has the option of examining the result of the
forward elimination stage and perhaps electing to continue it without having to do any back substitution. All of the above modifications of DGBFA and DGBSL, to provide just the tools that are needed in our algorithm, were easily achieved because of the clarity and flexibility of the coding and documentation of LINPACK.

We return to the description of the initial phase. The next computation is the subsequence $\mathrm{w}_{\mathrm{m}}^{\mathrm{m}+1, \mathrm{~m}+v}$; compare equations (1.3.16) and (1.3.17) with $s=m$. Since $w_{m}^{m-k+1}$ satisfies the adjoint equation, it is produced using the forward elimination stage of the (modified) subroutine DGBSL in which the input matrix to DGBFA is automatically transposed. Finally, the initial phase computes

$$
\begin{aligned}
& (4.0 .5) \quad y_{r}(m)=\sum_{s=m}^{r-1} w_{m}(s) z(s) / b_{o}(m) \\
& \text { for } r=m+1, m+2, \ldots, m+v, m+v+1 \text { and }
\end{aligned}
$$

$$
\begin{equation*}
\eta_{r, v}(m)=\sum_{s=r}^{r+v-1} w_{m}(s) z(s) / b_{0}(m) \tag{4.0.7}
\end{equation*}
$$

for $r=m+1$. Equation (4.0.6) is the same as (1.3.18) apart from a change of symbols. Equation (4.0.7) is the approximation to the truncation error

$$
\eta_{r}(m)=y(m)-y_{r}(m)
$$

which is obtained when $y(m)$ is replaced by $y_{r+v}(m):$ compare (1.3.20).
After completion of the initial phase, the program proceeds to the iteration phase. One additional row of the infinite linear system (1.3.6) is stored. Since the previously determined part of the (i,j)-factorization has replaced the corresponding rows of the original matrix in the computer
storage, these rows are no longer available to extend the forward elimination stage. Therefore, extension of the forward elimination is accomplished by an alternative procedure that requires the solutions of two triangular linear systems of orders $j$ and $k$. This is achieved using DTRSL, a LINPACK subroutine that solves triangular systems. Next, the formerly obtained subsequences of the solutions $z^{i+j}$ and $w_{m}^{m+l}$ are extended to include the next higher term. Then the series (4.0.6) and (4.0.7) are summed with the new value of $r$, and the following convergence test is applied: If

$$
\begin{equation*}
\left|\eta_{r, v}(m)\right| \leq \varepsilon\left|y_{r+v}(m)\right| \tag{4.0.8}
\end{equation*}
$$

then the program proceeds to the third and final phase; otherwise, the iteration phase is repeated and the convergence test re-applied.

The final phase of the program is the back substitution stage of the algorithm. Let $n$ denote the value of $r$ which satisfies (4.0.8). The back substitution is begun at this point, using the (modified) subroutine DGBSI. This yields the computed solution $y_{n}^{i+j, n-1}$ of (1.3.7) and also the desired approximation of $y(r)$ over the range $r=i+j, i+j+1, \ldots, m$.

In all of the examples presented in this thesis the chosen termination criterion corresponds to an estimated relative error of $10^{-10}$ in the final term $y_{n}(m)$ of the requested sequence of values of the function. Thus $z=10^{-10}$ in equation (4.0.8). For the values of $x_{1}$ and $x_{2}$ selected in the examples the solutions are reasonably well-separated as $r \rightarrow \infty$, hence we take the "testing parameter" $v$ in equation (4.0.7) to be 1 throughout. Initial values were entered to 10 significant figures in Every case. All computations were performed internally to 18 figuies
and the output printed to 10 figures. For each example we present (i) the solution $z(i+j), z(i+j+1), \ldots, z(n)$ of equation (1.3.8) (the forward elimination stage); (ii) the solution $w_{m}(m+1), w_{m}(m+2), \ldots, w_{m}(n)$ of (1.3.16), (1.3.17) (the forward recurrence of the adjoint equation for use in the termination criterion); (iii) the sequence $y_{m+1}(m), y_{m+2}(m), \ldots$, $y_{n+v}(m)$ of approximants to the value $y(m)$ (see equation (4.0.6)); (iv) the sequence $\eta_{m+1,1}(m), \eta_{m+2,1}(m), \ldots, \eta_{n, 1}(m)$ of estimates of the truncation error incurred in accepting the terminal points of $m+1, m+2, \ldots, n$ respectively (see equation (4.0.7)); (v) the sequence $y_{n}(n-1), y_{n}(n-2), \ldots$, $y_{n}(i+j)$ derived from equation (1.3.7) (the back substitution stage).

The initial values that were used in the boundary value problem actually solved in each example are shown in parentheses in the tables; see, for example, Table 5. The terminal values (which are all zero) are also shown. Forward recurrence of the $j-t h$ order difference equation $A_{i}^{i}{ }^{i}=g$ starting from the given initial values produces a solution of (1.3.8) (the algorithm produces this solution by forward elimination). Similarly, backward recurrence of the $k-t h$ order difference equation $B^{i+j} y_{n}^{i+j}=z^{i+j}$ starting from the terminal values (which are all zero) produces the corresponding solution of the boundary value problem; this is the back substitution stage. Data is given in the tables only for selected values of $r$. All of the values of $r$ that were used beyond $r=m$ are included, however. These values illustrate the termination procedure.

It should be noted that when $j=4$ the method as implemented by the FORTRAN program is equivalent to, but not identical with, forward recurrence of the given difference equation. See, for example, Table 8. This is because DGBFA, the LINPACK matrix factorization subroutine, scales the linear system in such a way
that the principal diagonal of the lower triangular factor is a sequence of ones. Therefore, the result of the forward elimination stage differs from the result of the back substitution stage (unless the trailing coefficients of the original linear difference operator are all equal to one). Since there is no question of truncation error when $j=4$, the sequences $W_{m}(r), y_{r}(m)$ and $\eta_{r, l}(m), r=m+1, m+2, \ldots$, are not defined.

It has been observed that Olver's original second-order method is likely to cause overflow in most computers. This same likelihood of overflow exists for the extended algorithm. The examples to be presented in this chapter were computed using double precision on a Univac 1108. Double precision was used not for higher precision but for wider exponent range. The double precision range extends to $10^{308}$ whereas the largest number generated in the examples was somewhat greater than $10^{200}$. Van der Cruyssen [25] gives a rescaled version of the second-order algorithm, based on LU decomposition, that greatly reduces the incidence of overflow or underflow. An equivalent procedure for overcoming this difficulty, based directly on the use of ratios of consecutive terms in each solution, is described by Aggarwal and Burgmeier [1]. In the present writer's view, however, it is preferable (if possible) to avoid mathematical modifications of algorithms simply to suit arbitrary limitations of existing computers. A software alternative to rescaling is proposed in [24], in whicn a full integer storage location is allocated to the exponent of each floating-point number. A FORTRAN implementation of this proposal is available; see [1.1].

### 4.1 Examples Involving the Homogeneous JYIK Equation <br> From the asymptotic forms

(4.1.1)

$$
J_{r}(x) \sim \frac{1}{(2 \pi r)^{1 / 2}}\left(\frac{e x}{2 r}\right)^{r}, \quad Y_{r}(x) \sim-\left(\frac{2}{\pi r}\right)^{1 / 2}\left(\frac{e x}{2 r}\right)^{-r}
$$

and
(4.1.2) $I_{r}(x) \sim \frac{1}{(2 \pi r)^{1 / 2}}\left(\frac{e x}{2 r}\right)^{r},(-)^{r} K_{r}(x) \sim(-)^{r}\left(\frac{\pi}{2 r}\right)^{1 / 2}\left(\frac{e x}{2 r}\right)^{-r}$
which are valid for fixed x and large r , we obtain

$$
\begin{equation*}
J_{r}\left(x_{1}\right)<I_{r}\left(x_{2}\right)<(-)^{r_{r}}\left(x_{2}\right)<Y_{r}\left(x_{1}\right) \tag{4.1.3}
\end{equation*}
$$

when $x_{1}<x_{2}$ and

$$
\begin{equation*}
I_{r}\left(x_{2}\right)<J_{r}\left(x_{1}\right)<Y_{r}\left(x_{1}\right)<(-)^{r_{r}}\left(x_{2}\right) \tag{4.1.4}
\end{equation*}
$$

when $x_{2}<x_{1}$, where in (4.1.3) and (4.1.4) the symbol $<$ is used to indicate the order of dominance of the functions as $r \rightarrow \infty$. Thus when $x_{1} \neq x_{2}$ the JYIK operator is totally separable. As with any totally separable operator of order 4 , there are four distinct types of solution and the dimension of the subdominant subspace of type $s$ is $s$. This means that $j=s$ is the proper number of initial values to specify for a solution of type $s$. When all four Bessel functions have the same argument, from (4.1.1) and (4.1.2) we have
(4.1.5) $J_{r}(x) \sim I_{r}(x),(-)^{r} K_{r}(x) \sim(-)^{r+1} \frac{1}{2} \pi Y_{r}(x), \quad r \rightarrow \infty$.

The first of these relations suggests that we define the further solution

$$
\begin{equation*}
A_{r}(x)=J_{r}(x)-I_{r}(x) \tag{4.1.6}
\end{equation*}
$$

Then it may be verified that

$$
A_{r}(x) \sim-\frac{1}{2} \frac{x^{2}}{r+1}\left\{\begin{array}{l}
I_{r}(x)  \tag{4.1.7}\\
J_{r}(x)
\end{array}\right\}, \quad r \rightarrow \infty
$$

where either function in the braces on the right may be chosen. Furthermore, since there is no nonzero linear combination of $(-)^{r_{r}}(x)$ and $Y_{r}(x)$ that reduces to a solution of lower type, we conclude that there are exactly three distinct types of solution. Symbolically, we have

$$
A_{r}(x)<\left\{\begin{array}{r}
I_{r}(x)  \tag{4.1.8}\\
J_{r}(x)
\end{array}\right\}<\left\{\begin{array}{r}
(-){ }_{K_{r}}(x) \\
Y_{r}(x)
\end{array}\right\}
$$

where in each pair of braces either function may be chosen. Thus when $x_{1}=x_{2}$ the JYIK operator is separable but not totally separable. The dimensions of the subdominant subspaces of types 1,2 and 3 are 1,2 and 4 respectively.

Although $A_{r}(x)$ has type $l$, it is separated only by a relative factor of $1 / r$ from solutions of type 2. Let $y_{n}(r)$ denote the approximation to $A_{r}(x)$ that is obtained from the algorithm with terminal point $n$. Then, suppressing the arguments of $A_{r}(x)$ and all the Bessel functions and using equation (3.2.6), we have ${ }^{\text {t }}$

$$
y_{n}(r) \sim A_{r}-\beta_{1}(n) I_{r}-\beta_{2}(n) Y_{r}-\beta_{3}(n)(-) r_{K_{r}}, n \rightarrow \infty
$$

where
Since $I_{r}(x), Y_{r}(x)$ and $K_{r}(x)$ are not normalized as required for the validity of (3.2.6), we have only the weaker statement given here.

$$
\begin{aligned}
& \beta_{1}(n)=\left|\begin{array}{lll}
A_{n} & Y_{n} & (-)^{n} K_{n} \\
A_{n+1} & Y_{n+1} & (-)^{n+1} K_{n+1} \\
A_{n+2} & Y_{n+2} & (-)^{n+2} K_{n+2}
\end{array}\right|\left|\begin{array}{lll}
I_{n} & Y_{n} & (-)^{n} K_{n} \\
I_{n+1} & Y_{n+1} & (-)^{n+1} K_{n+1} \\
I_{n+2} & Y_{n+2} & (-)^{n+2} K_{n+2}
\end{array}\right|, \\
& \beta_{2}(n)=\left|\begin{array}{lll}
I_{n} & A_{n} & (-)^{n} K_{n} \\
I_{n+1} & A_{n+1} & (-)^{n+1} K_{n+1} \\
I_{n+2} & A_{n+2} & (-)^{n+2_{K}}{ }_{n+2}
\end{array}\right|\left|\begin{array}{lll}
I_{n} & Y_{n} & (-)^{n} K_{n} \\
I_{n+2} & Y_{n+1} & (-)^{n+1} K_{n+1} \\
I_{n+2} & Y_{n+2} & (-)^{n+2} K_{n+2}
\end{array}\right|,
\end{aligned}
$$

and

$$
\beta_{3}(n)=\left|\begin{array}{lll}
I_{n} & Y_{n} & A_{n} \\
I_{n+1} & Y_{n+1} & A_{n+1} \\
I_{n+2} & Y_{n+2} & A_{n+2}
\end{array}\right| /\left|\begin{array}{lll}
I_{n} & Y_{n} & (-)^{n} K_{n} \\
I_{n+1} & Y_{n+1} & (-)^{n+1} K_{n+1} \\
I_{n+2} & Y_{n+2} & (-)^{n+2} K_{n+2}
\end{array}\right|
$$

In consequence of (4.1.1), (4.1.2), and (4.1.7) we see that $\beta_{1}(n) \sim-x^{2}(2 n)^{-1}$ for large $n$, whereas $\beta_{2}(n)$ and $\beta_{3}(n)$ approach zero much more rapidly. Thus we expect that the rate of convergence of the algorithm will be approximately as $1 / n$. This has been confirmed in numerical tests. Since the separation of $A_{r}(x)$ from solutions of type two is so weak, it is usually advantageous to regard $A_{r}(x)$ as belonging to the same type as $J_{r}(x)$ and $I_{r}(x)$; this means that we specify two initial conditions rather than one. This modification improves convergence; in consequence the value of the terminal point $n$ is reduced very considerably. This gain is offset to a minor extent by some loss in accuracy in the values of $A_{r}(x)$ for higher values of $r$; the extent of this loss is no more than the cancellation that takes place between the corresponding values of $I_{r}(x)$ and $J_{r}(x)$ in Eq. (4.1.6).

Exampie 4.1 .1 In this example we compute the solutions $J_{r}(1), I_{r}(10)$ ， $(-)^{Y_{r}}(10)$ and $Y_{r}(1)$ of the homogeneous equation defined in Figure 6 ， with $x_{1}=1, x_{2}=10$ ，for $r=0,1,2, \ldots, 100$ ．Since each of these solutions is monctonic（in magnitude），the algorithm will be numerically stable proviced that the proper number $j$ of initial values is used in each case．This number is $j=1$ for $J_{r}(1), j=2$ for $I_{r}(10)$ ， $j=3$ for $(-)^{r} K_{r}(10)$ and $j=4$ for $Y_{r}(1)$ ；compare（4．1．3）．

Iable 1 gives the numerical coefficients of the JYIK operator with $x_{1}=1$ and $x_{2}=10$ for $r=0,1,2, \ldots, 109$ ．Tables 2,3 and 4 give the numerical coefíicients of the $(0, j)$－iactorizations of chis JYIK operator For $j=1,2$ ，and 3．（We do not present the（ 0,4 ）－factorization．）Since the（ $i, j$ ）－factorization $D_{j}^{i}=A_{j}^{i} B+j$ produced by the test program has the principal diagonal of $A_{j}^{i}$ equal to $(1,1,1, \ldots)$ ，we do not include values of $a_{j}(r)$ ．

Iables 5 through 8 give the results of the computation of the four desired solutions $J_{r}(1), I_{r}(10),(-)^{r_{K}} K_{r}(10)$ and $Y_{r}(1)$ for selected values of $r$ ；see $\hat{\mathrm{y}} \mathrm{L} . \mathrm{C}$ for a full description of the tables．Initial ษalues were $5 a k e n$ from Tables 9.4 and 9.11 in［16］；they are given in parentheses．These tables also supply values of the four Bessel functions for certain other values of $r$ in the range $0 \leq r \leq 100$ ．These entries ヨll agree with our computed results，except for the tenth significant Eigure in some instances．This slight discrepancy is explained by the fact that the starting values that were used inevitably have an error of several units in the eleventh significant figure．Incidentally，because in this（and other examples）we have not attempted rigorous control of individual rounding errors，a guaranteed error bound cannot be given．

Nevertheless, the stability of the algorithm for all solutions in this example is firmly demonstrated.

|  |
| :---: |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |



 ? Tivaratiococo : Oen;


 0
0
0
0
 0
0
0
0
0 3
0
0
0
0
0
0 0
3
0
0
0
0
0 8
8
8
8
8
8
 8
6
6
0
0
0
0 B
8
8
0
0
0
0
0

 ano soceronados 3
8
8
6
8 88
8
8
8
8
 6
0
0
6
6
6
6
0
 2
6
8
$=$
$=$
$=$
 11

11










 200+000\%
 $200+0000051520$
$200+00001$




 200+



 0
6
6
6
6
0
0
0



 3
6
6
0
0
0
0
0
0
0
0
0
0




 18un.

 200)















 240,



 00
06
8
0
0
0
0 20
0
0
0
0
0
0
0
0
0 0
0
0
0
0
0
0
0 $8602000000 \% 004$
 : sis 0:360000 (0) +60́n 6
8
$\vdots$
6
6
6
6
6




 !it 15140000+00で
 seotocomestivel




 (20) $100 \times(3): 10 \%$



 0
6
6
6
0
0
0
0
0
0
0
0
0

 0.
60
06
3.
0.
0.
-0

$1,(r)$

 | 10 |
| :--- |
| 0 |
| 3 |
| 0 |
|  |
| 0 | 6

6
6
6
6
0
0
0










 B1) IV.0Coversor 6
6
6
6
6
0
0
0
 0
3
6
0
0
0
0
0
0
-8

 2
0
0
0
0
0
0
0
0
0
0
8

 3
6
0
0
0
0
0
0


 -8
8
8
6
6
-4
 3
0
0
0
0
0
0
0
0
0
 Table 1

[^7]
## $d_{4}(r)$

$14661020)(0)+$ かた


















 0
6
6
3
6
6
3
3
0
0 （28





 $1055667600+009$ $1133046300+609$ $1: 426 \% 02600+0(0)$






 $325604000+009$
$2 \cdot 362(+14000+009$ $260: \% 71930+009$
敌登 $4064: 300+009$

















$91483 \% 1400+059$ 0
6
6
6
2
3
0
6
6 0
0
$i$
$i=1$
0
0
0
0
0
0








 2
0
1
6
2
2
$\vdots$
$\vdots$
$\vdots$
$\vdots$
$\vdots$


 0
0
0
0
0
-
$\vdots$
$\vdots$
$\vdots$
$\vdots$
$\vdots$ 0
0
4
0
0
$\vdots 1$
$\vdots$
$\vdots$
2
3
$\vdots$
1 20
0
0
0
0
6
0
0
0
0
0
$\vdots$
0
 20
3
0
0
0
0
0
0
0
0
 0
0
$\vdots$
$\vdots$
$\vdots$
$\vdots$
$\vdots$
$\vdots$
$\vdots$
$\vdots$
$\vdots$


 $=$
2
6
51
0
5
0
0
0
3
3
0




## ${ }_{1}(r)$

$1290260400+009$
 0
0
0
4
0
0
0
0
0
0
0
$\vdots$

 6
0
0
$\vdots$
0
0
0
$i$
$\vdots$
$\vdots$
$\vdots$
$\vdots$
0


 0
6
6
6
6
0
0
0
6
0
0
0
67
61







 $600+009$ a 260006



 68
0
4
3
3
0.
3
0
0
0
6




 0
0
0
0
0
0
0
0
0
0
 $d_{0}(r)$ －•・ーー ： T＇able 1 （Continued）

$$
\begin{aligned}
& 5642000(200+607
\end{aligned}
$$

$\begin{aligned} & 2 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0\end{aligned}$
$\begin{gathered}8 \\ 8 \\ 8 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0\end{gathered}$
$\begin{aligned} & 2 \\ & 6 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0\end{aligned}$
$\begin{aligned} & 3 \\ & 6 \\ & 6 \\ & 0 \\ & 0\end{aligned}$

| 9 |
| :--- |
| 8 |
| 8 |
| 3 |
| 2 |
| 2 |

$\begin{aligned} & \hat{3} \\
& 0 \\
& 0 \\
& 0 \\
& - \\
& -1 \\
& -1\end{aligned}$
$2019230000+(000$$21826159020+000$
 20 23 1 21j200 $0+003$

 101862'z 120t()10



 12140 कृな? $2+010$


 0
3
0
0
0
0
0
0
0
0

 $016+280 \pi 5 \% 22 \pi 1$ OF 0 -



 | 2 |
| :--- |
| 0 |
| 6 |
| 6 |
| 0 |
| 0 |
| 0 |
|  |



 0
6
6
6
6
6
6 2
6
6
6
6
6
6
 20
8
+
6
6
6
6
6





 $=$
0
6
6
0
0
0
0

 $110+62986210 \%$ ? 3
9
4
6
6
6
0
0
6
6
6
 $=$
0
0
0
0
0
0
0 $=-$
00
6
0
0
0
0
0
3



 $600+0000252506^{\circ}-$ $0920912620+009$ 00
00
+6
N
0
0
0
0
0
0
0. $111536000^{2} 260+010$ $115 \% 1236200+010$
 12905415604010 $152: 2192120+010$


 0
0
$\vdots$
$\vdots$
0
0
0 00
00
6
0
0
0
0
0
0
0
0
0
6 00
06
6
6
0
0
0
0
0
0
6
-2 $010+0 \pi=00 s ? 0$ ?







 009
06
6
6
0
0
0
0
3
3
1
 00
08
56
0.
0.
0.
6.
6. 28
+6
6
6
6
 $11: 1$


## (. $)^{0} \mathrm{P}$



## $b_{3}(r+1)$

98000に00\％0＋003






 $150600000+060$
15652003001020







合




 $000: 0000002616$
$00+0000000003$
 6
8
8
6
6
6
6 6
8
8
0
0
0

0 | 3 |
| :--- |
| 8 |
| 0 |
|  |




$7092000900+004$
$3615791232+006$ $97634086^{2} 6: 3+005$ $25: 20199635+006$ $3600400544+000$
 $1: 261922545+00^{2}$









 2
0
0
0
0
0
0




 $46091206102+0030$
量
 Thegotroztroct

 the JYIK operator with $x_{1}$ $0820002000+003$
 2 a $50825699192+006$



 821 （1）626 $20+007$
$11: 1080960+008$
 $200510153: 3+0083$ 3608165R24ropes $4.158002921+008$ $830+3315300$ 万1915


 $600+196660312: 1$












$10556669696+009$
$11000244202+4009$


 $15161801620+609$ $162200 ? 923+003$ $1282646223+60)$






 $\left.213618211^{\prime 2}+(x) 0\right)$




 $4442264140+009$
$460291900+5000$ $4668291900+200)$
$4.39116: 4650+(009$


 80
6
6
6
6
6
6
6
6
6

 $60+1680056659$

-
$9162201751+009$ $0104816990 \pi=101$ 0
0
0
is
$=$
$=$
$=$


 $1263220707+010$




〇2
 010 rainjoroviris?
 0
0
0
0
0
0
0
0
0
0
0
0
0


 6644(096426T+010 $7(069176465+010$
651402525060

 00
3
0
0
0
0
0
$\vdots$
0
0





$1172: 64006+009$ 0
0.8
08
0
0
0
0
0
0
0
0
0
0
0
0
0
 8
6
$\vdots$
$\vdots$
$\vdots$
$\vdots$
$\vdots$

 8.8
0.
0
0
0
0
0 $600+36290 \% 236$
 2472\% $55635+0059$





 8
0
4
6
6
6
0
0
0
 $600+1102 x 10120$ 68
00
+4
0
0.
0.9
0
0
0
0

 68
4
6
6
6
6
6
6 68
08
6.
0
0
0
0
0
0
6
0
0


 88
68
4
68
0
4
4
0
0
0
0
0
 | | 1



 0
0
0
1
0
0
0
0
0
0
0
0
0
2
2






 $a!$
$0]$
6
6
$\vdots$
6
$\vdots$
$\vdots 3$
$\vdots$
$\vdots$
6
$\vdots$
$\vdots$
$\vdots$
$\vdots$
$\vdots$
$i=3$


 $0 j$
$-j$
0
1
$\vdots$
$\vdots$
$\vdots$
$\vdots$
$\vdots$
$\vdots$
$\vdots$
$\vdots$
$\vdots$
$i$

 1
0
1
0
0
0
0
1
1



$78194488899+069$










 9
8
0
0
0
0
0
0
0

 8
0
0
0
0
0
0
0 $\$ 9$
6
6
6
6
6
6
6
6







 88
6
6
6
6
6 2
0
0
0
0
0
 0
0
6
6
6
6
6
6


## $0_{0}(r+1)$

$8688216899+069$
 $97586300445 \cdot(009$

 $-.11317661264010$ $1188127839+010$
$12150686234+010$ $12550056329+010$ $1302446924+610$
$1364030002+010$
 $144420166569+010$
$190165: 2064+010$
 $156222(09094+010$
$1644134979+010$

 $1805 \pi a$
$180120919+010$
 $c$
6
6
6
0 $=0$
3
$\vdots$
$\vdots$
0
0
0
0
0
0
 0
0
6
6
0
0
0
0
0
$=1$
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$1600624402-074$ $62 \pi, 02021-066$
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 $10823542202-082$
$I_{r}(10)$ from the JYIK equation with $x_{1}=1$,
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|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |


| - 10E4T42idit-087 | -.2402020869-090 |
| :---: | :---: |
| . 103835u2d | . $0269909496-693$ |
| - 1025こ44216-087 | -. 1288599159-09.5 |
| - 10832344:03-05\% | . 322595\%627-098 |
| - 1083244202-036 |  |

$\cdot Z=!{ }^{\circ} 00 \mathrm{~L}=\mathrm{IU}{ }^{\prime} 0=\mathrm{T} \cdot 0 \mathrm{C}={ }^{\circ} \mathrm{x}$
Tatle 7 . Camputation of $(-)^{\mathrm{r}_{\mathrm{r}}}$ (10) from the Jrik equation with $x_{1}=1, x_{2}=10, i=0, n=100, j=3$.

| $\underset{\sim}{\leftrightharpoons}$ |  |  |  |
| :---: | :---: | :---: | :---: |



Example 4.1.2 In this example we compute the solutions $I_{r}(1), J_{r}(10)$. $Y_{r}(10)$ and $(-){ }^{r} K_{r}(1)$ of the homogeneous equation defined in Figure 6 , with $x_{1}=10, x_{2}=1$, for $r=0,1,2, \ldots, 100$. Both $I_{r}(1)$ and $K_{r}(1)$ are monotonic over this range of $r$. The solutions $J_{r}(10)$ and $Y_{r}(10)$ are monotonic only for $10 \leq r \leq 100$; for lower values they oscillate with approximately the same amplitude. However, since there is no "crossing over" of growth behavior in the four solutions in the nonasymptotic region $0 \leq r \leq 10$, we expect the algorithm to be stable with the following numbers of initial conditions: $j=1$ for $I_{r}(1)$, $j=2$ for $J_{r}(10), j=3$ for $Y_{r}(10)$ and $j=4$ for $(-) r_{r}(1)$; compare (4.1.4). Tables 9 through 12 give the results of the computation of each of these solutions for selected values of $r$; see $\$ 4.0$ for a full description of these tables. Again, the stability of the algorithm for each solution is confirmed by comparison with Tables 9.4 and 9.11 of [16].

## ${ }^{W} 100^{(r)}$




 0
0
0
1
0
0
0
0
0
0
0
3
0
0
0
0 $\because 0961 \because 69,12-12$


 0
0
$=0$
1
10
0
3
3
0
0
0
0
0
10

 $2460003530-1 \% 6$
$13500604-168$


4194゙くなっだと－100

 0
1
0
0
0
0



 OQOQ902000
6000000000

| r | z（r） | ${ }^{w}{ }_{100}(r)$ | $y_{r}(100)$ | ${ }^{n_{r, 1}}(100)$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | （ ． $1266065878+001$ ） |  |  |  |
| 1 | ． $1768649719: 3+004$ |  |  |  |
| 2 | － $62005080816+004$ |  |  |  |
| 3 | ． 26314842060 ＋00s |  |  |  |
| 4 | ． $629820606843+003$ |  |  |  |
| \％ | ．106E ${ }^{\text {a }}$－60\％ $1+003$ |  |  |  |
| 6 | ． $195 \% 3480$ ciatrooz |  |  |  |
| $\%$ | －140606050 1＋001 |  |  |  |
| ¢ |  |  |  |  |
| 9 | ． $9012659946-002$ |  |  |  |
| 18 | －65\％ |  |  |  |
| 20 |  |  |  |  |
| 30 | ．185061891：－033 |  |  |  |
| 40 | ．19\％20゙大 120．2－051 |  |  |  |
| 20 | ． $6939126146-071$ |  |  |  |
| 69 | ． $42342585953-091$ |  |  |  |
| \％ 8 |  |  |  |  |
| （id） | ．10900689 1\％－133 |  |  |  |
| 90 | －\％2Ecoseaicot－156 |  |  |  |
| 91 | －4157059\％63－158 |  |  |  |
| 93 | ． 2 2303624109－100 |  |  |  |
| 93 | －1305563360\％5－162 |  |  |  |
| 94 | ． 21156301712 l |  |  |  |
| 95 | ． $30581510 \% 2-16 \%$ |  |  |  |
| 96 |  |  |  |  |
| 97 | ． $1102261905-1 \% 1$ |  |  |  |
| 93 | ． $20023051836-1 \% 4$ |  |  |  |
| 99 |  |  |  |  |
| 100 |  |  |  |  |
| 101 |  | ． $1960692322+0022$ | ． $7626717850-1080$ | ． $7624674109-189$ |
| 105 |  | ． $23066095128+603$ | ．8539185269－180 | ． $76060142 \%$－ 190 |
| 103 |  | ． 7766 ¢546＇32＋004 |  | ． $7587721686-191$ |
| 10.4 | －9309\％00641－100 | ． $1550911453+006$ | － $34.200 \% 124-168$ | ． $75698228061-192$ |
| 105 |  | ． $417600^{2} 0206+00 \%$ | ． $84685690116-1803$ | ． $61542309127-193$ |
| 106 | ． $23530661080-192$ |  |  | －7\％2516！5105－194 |
| $10 \%$ |  |  |  | ． $7612303132-195$ |
| 103？ | ． $6301149103-19 \%$ | ． 2 20206iak40tol1 | ． $04.68680920-103$ |  |
| 109 |  | ．60060030 12＇2＋01：3 |  |  |
| 110 | －110205694\％－－801 |  | ． $24.68664009-163$ | ． 2 S＇60025900－1980 |
| 111 |  |  |  |  |
| 11.2 |  |  |  |  |
| Table 9．Computation of $I_{r}(1)$ from the $J Y I K$ equation with $x_{1}=10, x_{2}=1, i=0, m=100, j=1$ ． |  |  |  |  |


$\qquad$
 acos



## $n_{r, 1}(100)$


$00 T=u$
$j=2$ ．

## és



2

YIXI
$\cdots$








 $610+2602000$


-


## "r, $1_{1}^{1000}$

## , (a00)

## "100( ${ }^{(1)}$



- $1868066481+023$ $-245481004 \pi+082$ - $4604241629+0050$ $-.8624990466+086$
$-.1627016291+003$ - ta $26591056+059$ $060+35220060200^{\circ}$




Table 12. Computation of $(-)^{r_{K}} \mathrm{~K}_{\mathrm{r}}(1)$ from the $J Y 1 \mathrm{~K}$ equation with $\mathrm{x}_{1}=10, \mathrm{x}_{2}=1, i=0, \mathrm{~m}=100, j=4$.

Example 4.1.3 In this example we compute the solutions ${ }^{\dagger} A_{r}(1), J_{r}(1)$, $I_{r}(1), Y_{r}(1)$ and $(-) r_{K_{r}}(1)$ of the homogeneous equation defined in Figure 6, with $x_{1}=1, x_{2}=1$, for $r=0,1,2, \ldots, 100$. Since each solution is monotonic (in magnitude) except possibly at the very beginning of the range of $r$, the algorithm is expected to be stable providec that the proper number of initial values is taken in each case. This number is $j=1$ for $A_{r}(1), j=2$ for $J_{r}(1)$ and $I_{r}(1)$, and $j=4$ for $Y_{r}(I)$ and $(-) r^{r_{r}}(1)$. However, in the case of $A_{r}(1)$, for reasons given earlier in this section, we take $j=2$ instead of $j=1$, thereby exchanging mild instability for a much improved rate of convergence.

Because of this mild instability, each individual rounding error, introduced at say $r=s$, is amplified in direct proportion to the number of steps taken beyond the point $s$, since in (4.1.7) $A_{r} / I_{r}=O(1 / r)$. Thus, after 100 steps, approximately two decimal places of precision will be lost. On the other hand, if we were to take the number of initial conditions theoretically required (in this case it is $j=I$, since $A_{r}$ is dominated by all of the other homogeneous solutions), then the convergence would be extremely slow: A terminal point of the order of $10^{8}$ would be required to obtain 8 significant figures of accuracy in $A_{100}(1)$ Tables 13 through 17 give the results of these computations for selected values of $r$; see $\$ 4.0$ for a full description of these tables. Again, these results agree with the entries in Table 9.4 and 9.11 of [16]. In the case of $A_{r}(1)$, the method we have used is equivalent to computing $J_{r}(1)$ and $I_{r}(1)$ as type 2 solutions and then forming their difference.

[^8]| r | $z(r)$ | ${ }^{w} 100^{(r)}$ | $\mathrm{y}_{\mathrm{r}}(100)$ | ${ }^{1} \mathrm{r}, 1^{(100)}$ | $A_{r}(1)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | （－．$-1020 \times 8101 \% 4000)$ |  |  |  |  |
| 1 |  |  |  |  |  |
| $\because$ |  |  |  |  |  |
| ：3 |  |  |  |  |  |
| $\because$ |  |  |  |  |  |
| 5 |  |  |  |  |  |
| 6 | －©onablob 12－003 |  |  |  |  |
| － | ． $3170081000-00 \div$ |  |  |  |  |
| is | －1560このツ18：－005 |  |  |  |  |
| 9 | －96\％．n20301－037 |  |  |  |  |
| 10） |  |  |  |  |  |
| ： | ． $15062908005-032$ |  |  |  |  |
| 80 | － $210506645 \%$－Oce |  |  |  |  |
| $\cdots$ | －231\％500303－08\％ |  |  |  |  |
| （5） | －Dowozercio |  |  |  |  |
| 50 |  |  |  |  |  |
| \％ | － $2 \times 2 \times 3 \cdot 68.16-119$ |  |  |  |  |
| 20） | －1213－209t5－140 |  |  |  | －\％ 102419800 － |
| 50 |  |  |  |  |  |
| 91 |  |  |  |  |  |
| 32 | ． 2980 cosorab－162 |  |  |  |  |
| 93 |  |  |  |  |  |
| $5 \%$ |  |  |  |  |  |
| 0.5 |  |  |  |  |  |
| 36 | ．2AののCJ00\％－1＇6 |  |  |  |  |
| $3 \%$ | 12：ニ゙て |  |  |  |  |
| 98 | －GEuOSTASC3－181 |  |  |  |  |
| 9\％ |  |  |  |  |  |
| 100 | － $10.0546030-106$ |  |  |  |  |
|  |  |  |  |  |  |
| 102 | ．Cidara $16003-120$ | ． $2075095624-004$ | －． $4184531654-190$ | －． $3654731 \% 068-190$ |  |
| 103： | － $205150050-192$ | ． $1121932 \mathrm{~S} 40-010$ | －－ $4102521006-100$ | －． 5 ¢96408゙286－203 | －がりかったかったの |
| $10 \%$ |  |  | －． $2180802056-100$ |  | $.6000000000$ |
| Tabl | 13．Computation of | $)=J_{r}(1)-I_{r}(1)$ | $m$ the JYIK equat | with $\mathrm{x}_{1}=\mathrm{x}_{2}=1, i=$ | 100， $\mathrm{j}=2$ ． |

$J_{r}(1)$

|  |  |
| :---: | :---: |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |


2
1
0
0
0
0
0
0
0
0
0
合 1
$\vdots$
$\vdots$
0
0
0
0
0
0
0








## en

## $y_{r}(100)$


$.1043672361-196$
$.60650005035-197$
$.1102007090-205$
$\zeta=\left[\quad{ }^{\prime} 00 \mathrm{~L}=\mathrm{W} \quad{ }^{\prime} 0=\mathrm{T}\right.$ from the JYIK equation with $x_{1}=x_{2}=1$,
$2451235522-006$
$2369592624-004$
$.236592624-004$
$.1121932040-010$
(w)
$J_{r}$


- 423 (6, 202083-150


$\eta_{r, 1}(100)$


## $y_{r}$ (100)

## $\underbrace{\Xi}_{3}$

$.2451225532-006$
$.2960592524-004$
$-11219620 \div 0-010$
$\underset{>}{\square}$


 -3
0
0
0
0
$i$
$i$


 - 116A1rascos I6






Table 16. Computation of $Y_{r}$ (1) from the JYlK equation with $x_{1}=x_{2}=1, i=0, m=100$, $j=4$.





### 4.2 Examples Involving the Inhomogeneous JYIK Equation

For fixed $x$ and large $r$ the Anger-Weber function has the asymptotic forms
(4.2.1)

$$
E_{2 r}(x) \sim \frac{2 x}{\left(4 r^{2}-1\right) \pi} \quad, E_{2 r+1}(x) \sim \frac{2}{(2 r+1) \pi} ;
$$

compare [21]. Comparison of (4.2.1) with (4.1.1) and (4.1.2) shows that
(4.2.2) $\left\{\begin{array}{l}I_{r}\left(x_{2}\right) \\ J_{r}\left(x_{1}\right)\end{array}\right\}<E_{r}(x)<\left\{\begin{array}{l}(-){ }_{r_{r}}\left(x_{2}\right) \\ Y_{r}\left(x_{1}\right)\end{array}\right\} \quad, \quad r \rightarrow \infty$,
for any given set of values of $x_{1}, x_{2}, x$. Thus $E_{r}(x)$ is a solution of type 2 of the first inhomogeneous equation defined in Figure 6 and the correct number of initial values of $E_{r}(x)$ to be used in every case is $j=2$.

The asymptotic form of the Struve function, also taken from [21], is

$$
\begin{equation*}
H_{r}(x) \sim \frac{x}{\sqrt{2} m}\left(\frac{e x}{2 r}\right)^{r} \tag{4.2.3}
\end{equation*}
$$

for fixed $x$ and large $r$. Comparison of (4.2.3) with (4.1.1) and (4.1.2) shows that
(4.2.4)

$$
H_{r}(x) \sim \frac{x}{\sqrt{\pi r}}\left\{\begin{array}{l}
I_{r}(x) \\
J_{r}(x)
\end{array}\right\} \quad, r \rightarrow \infty .
$$

Thus $H_{r}(x)$ is a solution of type 1 of the second inhomogeneous equation defined in Figure 6 when $x_{1}=x_{2}$; compare (4.1.8). However, since the separation of $H_{r}(x)$ from solutions of type 2 is even weaker than
that of the solution $A_{r}(x)$ defined by (4.1.6) it is again advantageous in most applications to specify the number of initial values appropriate to solutions of type 2, i.e., $j=2$ instead of $j=1$; compare Example 4.1.3.

Example 4.2.1 For the inhomogeneous fourth-order difference equations defined in Figure 6, we compute $E_{r}(1)$ with $x_{1}=x_{2}=1$ for $r=0,1,2$, $\ldots, 100$; and $H_{r}(0.1)$ with $x_{1}=x_{2}=0.1$, for $r=0,1,2, \ldots, 50$. The appropriate number of initial values in these cases is $j=2$ for $\Sigma_{r}(1)$ and $j=1$ for $H_{r}(0.1)$. However, for reasons given above we actually use $j=2$ for $H_{r}(0.1)$. Initial values for $E_{r}(1)$ and $H_{r}(0.1)$ were computed from series expansions given in [21] and checked against values found in [21] and [23]. Tables 18 and 19 give the results of these computations for selected values of $r$; see $\hat{3} 4.0$ for a full description of these tables. They agree with the 10 -figure values of $E_{r}(1)$ and $H_{r}(0.1)$ $r=2,3,4,5$, given in [23]; the 7 through 9 -figure values of $E_{r}(1)$, $r=2,3, \ldots, 10$, given in [21]; and the 9 -figure values of $H_{r}(0.1)$, $r=1,2, \ldots, 13$, given in [21]. In addition, they agree with series calculation of the functions to 10 significant figures in the case of $E_{r}(1)$, $r=2,3, \ldots, 100$, and to 9 significant figures in the case of $H_{r}(0.1)$, $r=2,3, \ldots, 50$. The loss of precision in the Struve function computation is due to mild instability which is acceptable in lieu of impossibly slow convergence.

[^9]
## $E_{r}(1)$



\section*{| 8 |
| :--- |
| 8 |
| $=$ |}

## $y_{r}(100)$

## $w_{100}{ }^{(r)}$

| $\mathrm{H}_{\mathrm{r}}(0.1)$ |
| :---: |
| ． $42421112485-004$ |
|  |
|  |
|  |
|  |
| ． 31600 S4．42－014 |
|  |
| ． $57618004.451-019$ |
|  |
|  |
|  |
|  |
| ．10203tioz245－0530 |
| ． 0317 14．476\％－0．33 |
|  |
|  |
| ． 7762940 （0） 0 －0． 4 |
| ．1990326ごて5－0463 |
|  |
| ． $21360104840-0.59$ |
|  |
|  |
| ． $9351029249-102$ |
| ． 110590 2256－104 |
| ．139636\％）16，10\％ |
| ．1605016 3＇69－110 |
| ．18203391798－113 |
|  |
| ． $2120916806-119$ |
| ． $22420215555-122$ |
| ． $231242505080-125$ |
| ． $2385806110-128$ |
| ． $2312600^{\prime} 799$－ 131 |
| ． 2945023546404 |
| ． 0000000000 |
| 0000000060 |

$n_{r, 1}{ }^{(50)}$

| $.2312680799-131$ | $.4492442073-143$ |
| ---: | ---: |
| $.2312620799-131$ | $.2096474211-143$ |
| $.2312680799-131$ |  |
| JYIK equation with $x_{1}=x_{2}=0.1, \quad i=0, \quad m=50$, |  |

$\underbrace{\text { Ln }}_{3}$

4.3 Examples Involving the Homogeneous JYPQ Equation

For large values of $r$ and fixed values of $\mu$ and $x$, the associated Legendre functions have the asymptotic forms
(4.3.1) $\quad P_{r}^{\mu}(x)=\frac{\Gamma(r+\mu+1)}{\Gamma(r+3 / 2)}\left(\frac{1}{2} \pi \sin \theta\right)^{-1 / 2} \cos \left(r \theta+\frac{1}{2} \theta-\frac{1}{4} \pi+\frac{1}{2} \mu \pi\right)+O\left(\frac{1}{r}\right)$
and
(4.3.2) $\quad Q_{r}^{\mu}(x)=\frac{\Gamma(r+\mu+1)}{\Gamma(r+3 / 2)}\left(\frac{\pi}{2 \sin \theta}\right)^{1 / 2} \cos \left(r \theta+\frac{1}{2} \theta+\frac{1}{4} \pi+\frac{1}{2} \mu \pi\right)+0\left(\frac{1}{r}\right)$
where $x=\cos \theta$ with $0<\theta<\pi ;$ see [16, Chapter 8]. Consequently, for values of $x$ less than 1 in magnitude, neither associated Legendre function dominates the other. Comparing (4.3.1) and (4.3.2) with (4.1.1) we obtain

$$
J_{r}\left(x_{1}\right)<\left\{\begin{array}{c}
P_{r}^{\mu}\left(x_{2}\right)  \tag{4.3.3}\\
Q_{r}^{\mu}\left(x_{2}\right)
\end{array}\right\}<Y_{r}\left(x_{1}\right) \quad, \quad r \rightarrow \infty
$$

for all admissible values of $\mu, x_{1}, x_{2}$. Thus the JYPQ equation has three distinct types of solution, and the dimensions of the subdominant subspaces of types 1,2 and 3 are 1,3 and 4 respectively; this contrasts with (4.1.3), (4.1.4), and (4.1.8).

Example 4.3.1 In this example we compute the solutions $J_{r}(1), P_{r}(0.5)$, $Q_{r}(0.5)$ and $Y_{r}(1)$ of the homogeneous equation ${ }^{\dagger}$ defined in Figure 7 , with $\mu=0, x_{1}=1, x_{2}=0.5$, for $r=0,1,2, \ldots, 100$. Since these solutions exhibit their characteristic asymptotic separation, described by (4.3.3), from the very beginning of this range of $r$, the algorithm

[^10]will be stable provided the proper number of initial values is used in each case. This number is $j=1$ for $J_{r}(1), j=3$ for $P_{r}(0.5)$ and $Q_{r}(0.5)$, and $j=4$ for $Y_{r}(1)$.

Table 20 gives the numerical coefficients of the JYPQ operator with $\mu=0, x_{1}=1$ and $x_{2}=0.5$ for $r=0,1,2, \ldots, 104$. Tables 21 and 22 give the numerical coefficients of the ( 0,1 )-factorization and the $(0,3)$ factorization. Since the ( $i, j$ )-factorization $D_{j}^{i}=A_{j}^{i} B^{i+j}$ produced by the test program has the principal diagonal of $A_{j}^{i}$ equal to $(1,1,1, \ldots)$, we do not include values of $a_{j}(r)$.

Tables 23 through 26 give the results of the computation of the four desired solutions for selected values of $r$; see $\$ 4.0$ for a full description of these tables. Initial values were obtained from Table 9.4 of [16] in the case of the Bessel functions and by hand calculation of the explicit elementary forms given in [16], Section 8.4 in the case of the Legendre Eunctions. The computed Bessel function values agree satisfactorily with the values given in [16]. The Legendre function values were compared with data available for $r \leq 10$ in [16] and (in the case of the $P_{r}(0.5)$ ) [17]. Agreement is satisfactory to the precision available in these references; this ranges from 6 to 8 significant figures. In addition, all of the computed Legendre function values agree satisfactorily with double-precision values computed by an unpublished program of Dr. J. M. Smith of the National Bureau of Standards. This is sufficient to demonstrate stability.

## $d_{4}(r)$



 $61611 \%$ (j) ()0) : © 0 $1236266000 \div(006$



 0
0
0
0
0
0
0
0
0
0

 $\begin{array}{r}8 \\ 6 \\ 8 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ \hline\end{array}$




 3
0
0
0
0
0
0
0
0
0 3
0
0
0
0
0
0
0
0
0









 $900+009599296$



 $24)(2+1565263663059$ $3(0)+2932 \pi \operatorname{cosergan}^{3}$ $800+288 \% 8906 \pi$
$800+200010 \% 10 \%$
 $800+2 \pi 02032 \pi 336^{\circ}$.
 $2026629244+0009$
$2911715601+609$
 $5349469046+009$ $600+196601760 \% 6^{\circ}$ 0
+
+
0
0
0
0
0
0
0

 $32 \mathrm{Biz6} 180 \% 2+010$
 $4981061255+010$
 $89102651096+010$
$1076190200+011$

 $.2129562420+011$
$.2496926 \% 91+011$
 20 Table

## 1992:500600+003

$\qquad$









 $600+2516520209$. $600+6 \pi 12909696$
$600+01966934 \pi 2$


 $010+63 \pi \sigma^{3} \sin 0$






$2926250000+003$
 $1224263750+006$
 $9290569350+006$





 $600+1$ 8qu 2rno981 $.196 \% 661514+009$
$.37611235926+009$

 $60(0+9) 281206126$
$600+28096 \pi 22269$


 342020
3
3 890) $11650^{2} 5+510$



 $1260690525+011$
 - 3ARHA1く020\%O11

## $800+0000922 \mathrm{II}$


 $900+900920602$
$600+6000662,1$
 200+000031.jg jat
 $900+0003202060$ 20
6
6
0
0
0
0
0
0
0
0 $1520020000+006$
$22 \pi 546250+007$


 0
8
曷
0
0
0
0
0
0
3
3
0





 $7103052524+005$
$8465092000+0083$


 38
8.
6
0
6
6
6
6
6

 - . S2.





## $d_{4}(r)$

 $-.1018467698+011$ $=$0
0
0
0
0
0
0


 $=$
0
0
0 Z
0
0
0
0 $=$
0
0
0
0
0
 $=$
0
0
0
0






 ニ
0
0
0
0 $=$
0
0
0
0
0



 $\rightarrow \div$

## $2^{(r)}$

 1 -. $64022 \pi \mathrm{maO}+011$


$\qquad$ foctronai rowor

 －Tasberveno：－No
 3
-8
0
6
6
6
6

 3
0
0
0
0
0
0
0
0
0

 3
$\vdots$
$\vdots$
$\vdots$
0
0
0
0
 3
6
0
0
0
0
0
0 0
0
0
0
0
0
0 6
0
0
0
0
0
0
0
0
0
0 60
68
6
6
6
6
6
0
0
0
6
 6
60
6
0
0
0
0
0
0
 0
0
$=$
$=$
$=$
$=$
$=$
$=$
0
$\cdots$
$=$





 the JYPe operator with $\mu=0, x_{1}=1$ and $x_{2}=0.5$ ．

 $\frac{20312 \pi 0000+001}{202002020+002}$ $3001 \leqslant 15182+306$ 1361169125＋006 $41342502027+000$
$1045662076+007$
 0
0
+
0
0
0
0
0
0
0
0
 3
3
0
$\vdots$
6
6
2
2
2
2
3
3
 $200+5262159206$
$200+330600939$ 12 $2020665202+009$
 0
+8
6
6
0
0
0
0
0
0

 010te0n5 9， （10＋eain $16020 \pi$

 Q1


 $(0,1)-\mathrm{factorization} \mathrm{of}$ $292660000+003$
$240202002+00 \%$
 40，
 96598020104004
14016601264009 80
8.0
4
4
4
0
0
0
0
0





 00
00
$\vdots$
$\vdots$
0
0
0
0
0
0
0
0
0
0


 $=$
0
$\vdots$
0
0
0
$\vdots$
$\vdots$
0
0 3
2
2
2
2
0
-2

 | $\overline{3}$ |
| :---: |
| $\vdots$ |
| $\vdots$ |
| $\vdots$ |
| 6 |
| 6 | 111i111111 1

，



$\qquad$



 | $85400291154+006$ |
| :--- |
| $196669303+002$ | $\frac{1964693203+60 z}{4.04175029+007}$ 68

0
0
0
0
0
 $2 ? 20042613+003$ 9
0
0
0
0
0
0
0
0
 $1904544123+003$



 0
0
0
0


 20
6
6
6
6
6
6
6


 Z
0
0
0



## ${ }^{b}{ }_{0}(r+1)$




会
 0
2
0
0
0
 90
09
0
0
6
6
6 9
6
0
0
0
 0
2
0
0沓 9
0
6
6
6
6
6
6




 08
0
0
0
0
0 0 융
o
0
0
0
0

 8
8
8
0
0




## $b_{3}(r+1)$


#### Abstract

$b_{2}(x+1)$ リO＋1S2EETSI6  $4537131791+011$ $6 \cdot 2460401+011$ $6050361440+011$ $6810918120+011$  $11591850242+012$ $1285316941+012$ $164626259+6) 12$ $16242969+012$ $1624621969+012$ $1320582029+012$ 20257 P5 $264+012$ $22763601+012$ 2．2 $29056401+012$  2456018185＋012 202 $1256(971+012$  $511500125+012$  $6166545000+012$ $6206010504+012$ $76201602020+012$ $720) 1692000+012$ $0066454400+012$ 9 $\frac{9}{6}$ 6 6 6 6 6 3 3 3 $9604540206+612$ $10454506+018$    


$110+072060828$


[^11]

411502

 11
0
1
1
0
0
0
0
0
0
0
0


 61
2
6
6
6
6
6

0 | 29 |
| :--- |
|  |
| 0 |
| 0 |
| 6 |
| 6 |
| 2 |
| 0 |
| 0 |





## $b_{0}(r+1)$

 411 C19ちゃ $40+012$ －
## （ $\mathrm{r}+1$ ）

。




0
0
$\vdots$
0
0
2
2
0
0
0



## $b_{1}(r+1)$

 i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i


## E



| $\mathrm{b}_{0}(\mathrm{r}+3)$ | $\mathrm{b}_{1}(\mathrm{r}+3)$ |
| :---: | :---: |
| . $2031250000+003$ | -.200000000) -0n2 |
| . $46145950000+004$ |  |
| . $2046294450+005$ |  |
| . $184265428+006$ |  |
| . 2340416 ¢ $20+606$ | - . $26596.0000 \% 005$ |
| . $9312616520+066$ |  |
|  |  |
|  | -. 2 Ca 41 L |
| . $221505050006+00 \%$ |  |
| - $14.9000^{\text {a }}$ | - . 6220466 (50) -000 |
|  |  |
| . $405000 \%$ ¢55at 0000 |  |
| . $60002020465+0000$ |  |
|  |  |
| - 160191180'5+009 |  |
| . $2016350865+(309$ |  |
|  |  |
| . $2318044045+009$ |  |
|  |  |
|  |  |
|  |  |
| . $1235331001+010$ |  |
| - $11500212800+010$ |  |
|  |  |
|  |  |
|  |  |
| . $29000398505+010$ |  |
| - 4000 (129 $400 \div 010$ |  |
| . $5096514641+010$ |  |
| - $2: 59501640650$ |  |
|  |  |
| - $1060116850+011$ |  |
| . 126\%264089+011 |  |
|  |  |
|  |  |
| . $2101172103+011$ |  |
| 24\%4630010+011 |  |


 ： 180
 dababovicuaviow 3
0
6
6
6
6
 2
0
0
0
0
 9
0
0
0
0.0
0.0
0



 9
0
8
0
0 20
0
0 20
0
0
0
0
0 92
0
0
 68
6
8 20
0.8
0
0
0
0
0
0



## 



## ${ }^{1} 0(r+3)$

## $a_{2}\left(r^{-}\right)$

11602650098001
曷

 1152502020601 $112419206 \tan$
10003101620001 11 cribace zesproa $11025600 \cos ^{2} 25+001$

 $1120200056+001$
 $1118501203+601$

 6
0
0
0
0
0
0
0
0
0
0 1003106669011



 8
0
0
0
0
0
0
0
 $100+259800601$
$102+62001601$
 3.3
$\vdots$
0
0
0
0
0
0
0
 3
8
6
6
6
6
6
6
6




$b_{1}(r+3)$


## $b_{0}(r+3)$

$810+16 \pi 922201$
$810+260200910$

 $2121877720+(718$ $246006 \%$ 209 +013
 $2022032416+918$
 3
$\vdots$
0
0
0
6
6
0


 $40(300066000)+013$

 6materovestor

 29?


 $100+43 \%$ 2. $100+5609986201$
$100+6026 \pi, 5030)$ $100+6210320201$ $100+62302 \pi 2701$


 $106122 \mathrm{Ca} 4+001$ $100^{2} 24+04+001$ 100950 ancons (o)


 8.
 $1064105(1009: 001$
10202420,14001 8
0
0
0
0
 $-\quad$.
0.
0
0
0
0
0
0
0


$100+6 \pm 96625911$

$11641638621+001$
$11586929291+001$ 8
0
0
0
0
0
0
0 B.
0
0
0
0
0 88
88
49
0
0
0
0 -8
8
0
0
0
0
0
0 8
0
0
0
0 3
0
0
0
 $1162902030+001$
$1126,342030+(0) 1$
令

 8
0
0
0
0
0
0






## $a_{0}(r)$

## $600-601009260^{\circ}$

 $600-16090 \% 0112$ $8000-1609050113$
 19
0
0
0
0
0
0
0
6
6
6

 109
0
0
0
0
0
0
0.3
0.6 10
8
1
9
0
0
0
0
0
0
0

 19
0
0
0
0
0
0
0
0
0 919
8
0
0
0
0
0
0
0
0
0

 68
68
60
-6
6
6
6
6 168
10
0.6
6.
6
6
6
0
 68
1
1
0
0
0
0
0
0
0
0



## (r)

$y$ (100)

|  |
| :---: |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |



Table 24. Computation of $P_{r}(0.5)$ from the $J Y P Q$ equation with $\mu=0, x_{1}=1, x_{2}=0.5, i=0, m=100, j=3$.

## $1000000000+0011$



-00-6092E10201

$010-62 E 2899,961$
$500-21292037 E 2$


$$
\stackrel{\pi}{\square}
$$

## $n_{r, 1}(100)$


-

## $\mathrm{P}^{(0.5)}$


$w_{100}^{(r)}$
$y_{i}(100)$

|  |  |
| :---: | :---: |

## $n_{r, 1}(100)$






Table 25. Computation of $Q_{r}(0.5)$ from the $J Y P Q$ equation with $\mu=0, x_{1}=1, x_{2}=0.5, i=0, m=100, j=3$.

## (1) <br> $>$


$-\therefore$ -
Table 26. Computation of $Y_{r}(1)$ from the $J Y P Q$ equation with $\mu=0, x_{1}=1, x_{2}=0.5, i=0, m=100, j=4$.

Example 4.3.2 In this example we compute the solutions $\mathrm{P}_{\mathrm{r}}^{1}(0.5)$ and $Q_{r}^{1}(0.5)$ of the homogeneous equation defined in Figure 7, with $\mu=1$, $\mathrm{x}_{1}=1, \mathrm{x}_{2}=0.5$, for $\mathrm{r}=0,1,2, \ldots, 100$. The algorithm will be stable provided that we take three initial values for each of these functions; compare (4.3.3). Tables 27 and 28 give the results of these computations for selecred values of $r$; see $\$ 4.0$ for a full description of these tables. Initial values were obtained by hand calculation of the explicit elementary forms given in Tables 8.2 and 8.4 of [16]. The computed function values agreed satisfactorily for $r \leq 10$ with the limited data available in [16] and [17]. In addition, satisfactory agreement was obtained with double-precision values produced by an unpublished program of Dr. J. M. Smith; compare Example 4.3.1. Consequently, the stability of the method is confirmed for this example.

| r | $z(r)$ | ${ }^{\mathrm{w}} 100{ }^{\text {(r) }}$ | $y_{r}(100)$ | $n_{r, 1}(100)$ | $\mathrm{P}_{\mathrm{r}}^{1}(0.5)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | ( .0000000000 ) |  |  |  |  |
| 1 | ( - . $1660254020+000$ ) |  |  |  |  |
| 2 | (-.129)032100+001) |  |  |  |  |
| 3 | - . $1680292039+002$ |  |  |  |  |
| 4 |  |  |  |  | . 13031626094001 |
| 6 | . $51140 \% 56613+005$ |  |  |  |  |
| 6 | . $22312810245+005$ |  |  |  |  |
| 7 | -. 63510360460006 |  |  |  | -. $1710000^{\prime} 6002001$ |
| 4 | -. $21110054{ }^{4}+00 \%$ |  |  |  | -. $23014646466^{\circ}+801$ |
| 9 | -. 1403103203+00\% |  |  |  | -. 62676260064000 |
| 10 | . $7698268983+007$ |  |  |  | . 20066utiche |
| 20 | -. 18850 18cructoro |  |  |  | -. 2760901954601 |
| 30 |  |  |  |  | . $1198260120 \div 001$ |
| 40 | . $10214450084+012$ |  |  |  |  |
| 50 | - . $6485401124+012$ |  |  |  |  |
| 60 | - 万066\%31118+012 |  |  |  |  |
| 70 | . $4462938092+013$ |  |  |  | . $510616{ }^{2} 6650001$ |
| 80 | --1460096053+014 |  |  |  |  |
| 90 | - $2444063048+018$ |  |  |  | - 20922181620001 |
| 91 | - .2453069\%69+014 |  |  |  | -. $581001563 \% 001$ |
| 92 |  |  |  |  | - . 29601650202001 |
| 93 | -. $1046277581+014$ |  |  |  | - . $2126820046 \div 001$ |
| 94 | . 200sisingr $40+014$ |  |  |  | . $6907121098+001$ |
| 960 | - ${ }^{4} 4660000002+014$ |  |  |  |  |
| 96 | . 1289208913+014 |  |  |  | .21616ロ20211001 |
| $9 \%$ |  |  |  |  | -. $0999 \% 68948001$ |
| 93 | - $50.250094538 \div 014$ |  |  |  | - $4214505054+021$ |
| 95 |  |  |  | . | - . 21955662025001 |
| 103 | - 6 W65005109+014 |  |  |  | - 00905651651001 |
| 101 | . $6560603021+014$ | . 4707495729-002 | . $6049207780+001$ | - $4164026078-001$ |  |
| 103 | . $19181193545+014$ | . $21954266567-004$ | . 60008209007001 | . $50924 \% 644.7-004$ | - 22asencige 000001 |
| 103 |  | . $1014435504-006$ | . $600000 \pm 915+001$ | -. $2050174238-006$ | -.6180\%0528514001 |
| 104 | - . $8950810638+014$ | . $4644545805-009$ | . $6090909+60+001$ | - $40770052-12-000$ |  |
| 105 | -. 22099marceetola | . $210823^{2} 256011$ | $.6090902165+021$ | -.6490244958-011 | - QOOQODOQ\%O |
| 106 |  |  | . $6050905165+001$ |  |  |
| Tab | 27. Computation of | 5) from the JYP | uation with $\mu=1$ | $=1, x_{2}=0.5, i=0$, | 00, $\mathrm{j}=3$ |

${ }^{w} 100^{(r)}$
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98
8.8
 0
0
$i$
$i$ -8
0
0
0
0
0
0
0
$\mathrm{m}=100, \mathrm{j}=3$.

＇ $0=\mathrm{I} \cdot \mathrm{S}^{\prime} 0={ }^{Z} \mathrm{x} \cdot \mathrm{I}={ }^{\mathrm{L}} \mathrm{x}$


$.4707495229-002$
$.2106265652-004$
$.1012655504-006$
$.4644545426-009$
$.2106227246-011$

## $n_{r, 1}(100)$

$y_{r}(100)$
$Q_{r}^{1}(0.5)$

## $z(r)$

### 4.4 Examples Involving the Inhomogeneous JYPQ Equation

Using Stirling's formula, we find
(4.4.1)

$$
\frac{\Gamma(r+\mu+1)}{\Gamma(r+3 / 2)} \sim r^{\mu-1 / 2} \quad, \quad r \rightarrow \infty
$$

for fixed values of $\mu=0,1,2, \ldots$. Comparison of (4.2.1) with (4.3.1), (4.3.2) and (4.4.1) shows that

$$
E_{r}\left(x_{1}\right)<\left\{\begin{array}{c}
P_{r}^{\prime \mu}\left(x_{2}\right)  \tag{4.4.2}\\
Q_{r}^{\mu}\left(x_{2}\right)
\end{array}\right\} \quad, \quad r \rightarrow \infty
$$

for fixed $\mu, x_{1}$ and $x_{2}$ such that $x_{1}>0$ and $x_{2}<1$. Accordingly, the Anger-Weber function is a solution of type 1 and asymptotically the correct number of initial values to be used in every case is $j=1$; compared (4.3.3). However, the separation of $E_{r}\left(x_{1}\right)$ from the solutions of type 2 is weak when $\mu=0$ (being of relative order $r^{-1 / 2}$ at the odd terms of the sequence and $r^{-3 / 2}$ at the even terms of the sequence). The separation is also weak when $\mu=1$ (being of relative order $r^{-3 / 2}$ at the odd terms of the sequence and $r^{-5 / 2}$ at the even terms of the sequence). Accordingly, we treat $E_{r}(1)$ as a solution of type 2 in both cases, even though when $\mu=1$ greater numerical instability is incurred than in any of the other examples. This is especially true at the even terms of the sequence, which are separated from the Legendre functions by the relative order of $r^{-5 / 2}$.

From (4.2.4) and (4.3.3) it is seen that the type of the Struve function $H_{r}\left(x_{l}\right)$ with respect to the JYPQ operator is 0 for all admissible values of $x_{1}$ and $x_{2}$. But again because of the weakness of the separation, we regard $H_{r}\left(x_{1}\right)$ as belonging to type 1 .

Example 4.4.1 For the inhomogeneous fourth-order difference equations defined in Figure 7 , we compute $E_{r}(1)$ with $\psi=1, x_{1}=1$ and $x_{2}=0.5$, for $r=0,1,2, \ldots, 100$; and $H_{r}(0.1)$ with $\mu=1, x_{1}=0.1$ and $x_{2}=0.5$, for $r=0,1,2, \ldots, 50$. (We restrict the sequence of $H_{r}(0.1)$ to $r \leq 50$ for the same reasons that were described in Example 4.2.1.) For reasons given above, we use 3 initial values (rather than 1 ) for $E_{r}(I)$ and 1 initial value (rather than 0$)$ for $H_{r}(0.1)$. Initial values for $E_{r}(1)$ and $H_{r}(0.1)$ were computed from series expansions given in [21] and checked against values found in [21] and [23].

Tables 29 and 30 give extracts from the results of these computations for selected values of $r$; see $\$ 4.0$ for a full description of these tables. Comparison of the function values produced by the algorithm with values given in [21] and [23] show good agreement over the available ranges, winich, however, do not extend beyond $r=13$. Comparison of the values of $E_{r}(1)$ in Table 2.9 with values computed to 10 significant figures from the series expansion shows a steady deterioration of precision at the even values of $r$, culminating in a relative error of $0.5(10)^{-5}$ at $r=100$. At the odd values of $r$ the precision also deteriorates steadily, but at a slower rate, culminating in a relative error of $0.8(10)^{-7}$ at $r=99$. These rates of loss of precision are consistent with the separation ratios of $r^{-5 / 2}$ and $r^{-3 / 2}$ which govern the growth of the error in this example.

That is, an individual relative rounding error of, say, $10^{-10}$ in one of the stored initial values of $E_{r}(1)$ will be amplified by a factor of approximately $100^{5 / 2}=10^{5}$ at $E_{100}(1)$ and by $100^{3 / 2}=10^{3}$ at $E_{99}(1)$. (As noted in Eq. (4.2.1), the function is in behavior different at even and odd values of $r$.) These amplifications after 100 steps are greater than the factor of 100 that was predicted and observed in the computation of
$A_{r}(1)$ in Example 4.1.3 and Table 13, where $A_{r}(1)$ was computed as if it were a function of the next higher type than it actually is.

Finally, comparison of the values of $H_{r}(0.1)$ in Table 30 with values computed to 10 significant figures from the series expansion shows agreement to 9 or more significant figures at all values of $r$. The loss of precision in the Struve function computation is slight, due to the separation ratio of only $r^{-1 / 2}$, but it offsets impossibly slow convergence which would be evidenced if the theoretically correct number of initial values were to be taken.


## $w_{50}(\mathrm{r})$


$.213601024 .1-059$
$.3520007851-075$
$.2657537517-087$



## $\underbrace{0}_{=-1}$

## $\underbrace{\hat{i}}_{i}$

$y_{r}(50)$
$\sqrt{3}$

This thesis is concerned with the numerical solution of a broad class of linear difference equations of arbitrary order, and of either homogeneous or inhomogeneous form. An algorithm is presented for the stable computation of any solution of such an equation. The results apply directly to scalar linear difference equations but could be adapted to similar problems posed in vector form.

Historically, the algorithm is an outgrowth of algorithms of Miller and Olver. The underlying idea of Miller's algorithm is the following: If a solution $y(r)$ has growth behavior, as $r \rightarrow \infty$, that is less than or equal to the growth behavior of all independent solutions, then in the reverse direction its growth behavior is greater than or equal to the growth behavior of all independent solutions. Consequently, because of the superposition principle, errors introduced in computing $y(r)$ by backward recurrence cannot grow faster than $y(r)$ itself, and in this sense the backward recurrence process is stable. However, this is true only in a region in which the solutions actually maintain the growth behavior indicated by their asymptotic forms as $r \rightarrow \infty$. For this reason we call this the asymptotic region; evidently it depends on the asymptotic structure of the given difference equation for large $r$.

Miller's algorithm starts the backward recurrence process at a value of $r$ that is larger than any $r$ for which a valid approximation of $y(r)$ is wanted. Arbitrary starting values are assumed. The computed
solution is essentially a scalar multiple of $y(r)$ for early values of $r$ when (i) the difference equation is homogeneous; (ii) $y(r)$ is subdominant compared to every independent solution of the equation. Under these conditions the algorithm is stable and $y(r)$ is obtained from the computed solution for early values of $r$ by a normalization procedure, such as matching the value of the computed solution at $r=0$ with $y(0)$ in order to determine the correct scale factor. Modified normalization procedures are required when the asymptotic behaviors of more than one fundamental solution are similar.

Miller's algorithry involves no forward recurrence, and is stable only for solutions whose growth behavior is less than or equal to the growth behavior of all independent solutions. Olver's algorithm was applied originally to second-order inhomogeneous difference equations, in cases where a particular solution $y(r)$ has growth behavior as $r \rightarrow \infty$ that lies between that of a pair of linearly independent solutions of the homogeneous equation. To construct a stable algorithm,Olver posed a boundary value problem having one condition at each end. The initial condition is the value of $y(r)$ at a suitable point $r=i$. The terminal condition is zero, it being anticipated that isolated values of $y(r)$ for large $r$ will not be easily obtained. The resulting boundary value problem is a tri-diagonal linear system of algebraic equations. Olver specified a method for solving this linear system that involves a forward recurrence stage and a backward recurrence stage. The method is equivalent to Gaussian elimination without pivoting, scaled in a
particular way．Analysis of the method shows that（i）the forward and backward recurrence stages are stable，at least in ranges beginning at a sufficiently large value of $r$ ；（ii）the second－order linear difference operator that corresponds to the difference equation is，in effect， factored into the product of two first－order operators．Furthermore Olver derived an infinite series expansion of the truncation error，valid at any point $r$ ，that is incurred by choosing a particular terminal point for the boundary value problem．This enabled the optimal terminal point to be calculated automatically，in contrast to Miller＇s algorithm in which the terminal point is guessed and subsequently tested．

Extensions of Olver＇s algorithm to difference equations of higher order were proposed by Zahar，Oliver and Cash．Criteria for selecting the correct number of initial conditions（and therefore the correct number of terminal conditions，since the total number of conditions must equal the order of the difference equation）were given independently by Zahar and Oliver．Zahar proved convergence of the algorithm under assumed conditions on the solutions of the adjoint equation．Oliver investigated stability by analyzing the factorization of the finite boundary value problem．Cash provided an extension of the series expansion of the truncation error．The work of Zahar，Oliver and Cash， taken together，contains the essential elements of a practicable generalization of Olver＇s algorithm．

In this thesis Olver＇s algorithm has been extended and analyzed afresh．The vieg was taken that a linear difference operator is an
infinite upper-triangular band matrix. For a specified initial point i and number of initial conditions $j$, an (i,j)-factorization of a linear difference operator $D$ is said to exist if Gaussian elimination without pivoting about the $j-t h$ super-diagonal of $D$, starting at the point $i$ on this diagonal, can be carried out indefinitely. This process produces two lower-order difference operators (infinite band matrices). Their product is, of course, the original operator, and the sum of their orders is the order of the original operator. Furthermore, the solution of any finite boundary-value problem having initial point i, number of initial points $j$ and terminal point $n$ may be found by forward recursion with one of these lower-order operators followed backward recursion with the other (Theorem 1.2.2). Procedurally, a finite boundary value problem is solved by the algebraic method of forward elimination without pivoting followed by back substitution; this is accompanied by an analysis of the stability of this process in terms of linear difference operators.

Determination of the correct number of initial conditions for stability requires a knowledge of the relative rates of asymptotic growth of solutions of the homogeneous equation as $r \rightarrow \infty$. Since the number of linearly independent homogeneous solutions is equal to the order $\ell$ of the linear difference operator, there cannot be more than $\ell$ distinct growth rates as $r \rightarrow \infty$. Cases in which there are exactly 2 distinct growth rates are the easiest to treat. In these cases a basis exists that is linearly ordered by growth rate, and we call the operator totally separable. However, there exist operators of practical
interest, including constant-coefficient operators for which one or more of the distinct characteristic roots are equal in magnitude, that are not totally separable. Accordingly, a more general class of operators, called separable operators, is introduced (Definition 2.2.1). The solutions of a homogeneous equation that has a separable, but not totally separable, operator exhibit less than $\&$ distinct rates of growth as $r \infty$. Separable operators are characterized by the existence of certain bases, called optimally ranked. An optimally ranked basis includes $\sigma \leq \ell$ disjoint subsets such that (i) neither of two distinct solutions in the same subset dominates the other as $r \rightarrow \infty$; (ii) any two solutions taken from distinct subsets are such that one dominates the other; (iii) no nonzero linear combination of solutions from one subset is dominated by any solution in the subset. These conditions ensure that separable operators are unambiguously defined in the sense that any two distinct optimally ranked bases have similar structure (Lemma 2.2.1).

The disjoint subsets of an optimally ranked basis are arranged in linear order by increasing rate of growth. All possible solutions of an inhomogeneous difference equation with arbitrary right side are classifiable by comparison with the solutions in an optimally ranked basis of the corresponding homogeneous form. Thus a particular solution $y(r)$ is said to be of type $s$ if (i) $y(r)$ is not dominated as $r \rightarrow \infty$ by any solution in the first $s$ subsets of an optimally ranked basis; (ii) $y(r)$ is dominated by every solution in the remaining $\sigma-s$ subsets. The extreme cases $s=\sigma$ and $s=0$ correspond to particular
solutions for which forward recurrence and backward recurrence of the given difference equation are stable, respectively. For the intermediate cases $0<s<\sigma$, let $j$ be the number of solutions in the first s subsets. If in addition to being separable the difference operator is ( $i, j$ )-factorizable for some initial point $i$, analysis of the boundary value problem shows that the equivalent pair of forward and backward recurrence problems (Theorem 1.2.2) are stable in the sense that rounding errors are not propagated more rapidly than the solutions, at least in the asymptotic region belonging to the given problem. Accordingly, the solution $y(r)$ of the boundary value problem is obtained in a stable manner by forward elimination without pivoting followed by back substitution ( $\$ 3.3$ and Theorem 3.3.1). Furthermore, under appropriate conditions it follows that (i) $y(r)$ is uniquely determined by $j$ initial values (Theorem 3.1.1); (ii) the algorithm converges pointwise as the terminal point proceeds to infinity (Theorem 3.2.1).

The numerical examples included in this thesis were chosen so that known asymptotic results could be used in conjunction with the new classification theory for separable operators. This enabled the correct number of initial conditions for any chosen solution to be ascertained immediately. The examples also show that it is sometimes desirable to associate a solution with solutions of the next higher theoretical type. This artificial raising of the type is manifested in the algorithm by the specification of the number of initial conditions appropriate for the higher type. This artifice preserves unique determination
of the solution and also convergence of the algorithm, but introduces instability. It is employed only when the asymptotic separation between two types is weak, consequently the loss of precision resulting from the instability is mild. The compensating advantage is that the rate of convergence is increased very substantially, enabling a much smaller terminal point to be used.

The trade-off between numerical instability and slow convergence can be regarded heuristically in the following way. First, suppose $u(r) \sim e^{-r}$ and $v(r) \sim e^{r}$ are two fundamental solutions of a second-order equation. Then one initial value of $u(r)$ determines the function uniquely and the algorithm is both convergent and stable. Furthermore, the rate of convergence is very rapid. This can be seen from the equation

$$
u_{n}(r)=u(r)-\frac{e^{-n}}{e^{n}} \cdot v(r)\{1+o(1)\}, n \rightarrow \infty \text {, }
$$

where $u_{n}(r)$ is the solution of the approximating boundary value problem having $n$ as its terminal point (compare Eq. 3.2.6). The rapid convergence of $u_{n}(r)$ to $u(r)$ as $n \rightarrow \infty$ for fixed $r$ is readily apparent. Thus the algorithm performs very well with regard to both numerical stability and rapidity of convergence when the separation of solutions is strong as in this example of exponential separation.

Next, suppose that $u(r) \sim r^{-1}$ and $v(r) \sim r^{-1 / 2}$. Here again, one initial value of $u(r)$ determines the function uniquely and the algorithm is both convergent and stable. But in this case

$$
u_{n}(r)=u(r)-\frac{n^{-1}}{n^{-1 / 2}} \cdot v(r)\{1+o(1)\}, n \rightarrow \infty
$$

and it is apparent that the rate of convergence will be governed by the very slowly decreasing function $n^{-1 / 2}$. Suppose, however, that we give an additional initial value of $u(r)$. With two initial values our algorithm is equivalent to forward recurrence of the given difference equation and all questions of convergence disappear. This forward recurrence is, of course, unstable for the desired solution $u(r)$ but the instability is very weak; any small component of the more dominant solution $v(r)$ can grow no faster than $r^{1 / 2}$ relative to $u(r)$. Although this rate of growth (or any other positive rate of growth) is ultimately sufficient to obliterate the desired solution when computed in finite precision arithmetic, subsequences of the solution of considerable length can be computed before this happens. Thus in many practical situations where the separation of solutions is weak, a minor modification ${ }^{\dagger}$ of the algorithm performs acceptably well with regard to both stability and convergence.

Finally, suppose that the relative separation of $u(r)$ and $v(r)$ is like $r^{-3 / 2}$ or $r^{-5 / 2}$ (compare Example 4.4 .1 which presents the computation of a function exhibiting both forms of behavior, $r^{-3 / 2}$ on the subsequence of odd terms and $\dot{r}^{-5 / 2}$ on the subsequence of even terms). These separation ratios are too weak to allow rapid convergence of the unmodified algorithm, and at the same time too strong for the numerical instability in the modified algorithm to be truly insignificant. Computation of cases such as this are the most difficult for the algorithm to perform well, and performance can be improved only by recourse to extended-precision computation.

[^12]Perhaps it should be stressed that a complete knowledge of the asymp－ totic behavior of all of the solutions of the homogeneous equation is essential to determine the correct number of initial conditions．This in－ formation may be developed for a broad class of linear difference equations using known analytical results（§2．2）．An alternative would be to attempt to construct the essential classification parameters－the number of dis－ tinct types of solution，and the number of linearly independent solutions of each type－by numerical experimentation．Under this approach，the algorithm presented in this thesis would be applied with chosen initial con－ ditions appropriate to different possible realizations of the classifica－ tion theory，that is，different possible forms of the optimally ranked basis． Presumably，incorrect choices would be revealed by discernible numerical instability．The effectiveness of such an approach has not be assessed， however．

In conclusion，the results presented in this thesis are distinguished from the work of earlier authors in the following ways．First，the inter－ play between linear difference operators and infinite band matrices achieves a fuller blending of analytic and algebraic ideas．This leads to a clearer understanding of stability，including the tradeoff choices that exist betrveen slow convergence and mild instability when the asymptotic separa－ tion of adjacent solutions is weak．Secondly，the classification theory for separable operators is believed to be new．It enables the proper number of initial conditions that are prescribed by the convergence theorem to be determined directly from the asymptotic behavior of fundamen－ tal solutions of the given difference equation．In contrast，Zahar employs fundamental solutions of the adjoint equation and Oliver applies a
point-by-point growth criterion between pairs of solutions. Finally, the numerical examples presented here have been chosen in such a way that the solutions exhibit a much richer variety of growth rates than in any previous investigation.

## APPENDIX

Proof of Letma 2．1．1

The prooz consists of（i）identifying the sequence defined by ecraこion（2．1．4）as an almost periodic sequence，and（ii）proving that every nonzero aimost pericdic sequence has an infinite subsequence which is bounded away Erom zero．We begin by presenting the essential elements of the theory of almost periodic functions．

Eirst we give the characterization of almost periodic functions that is Eaken as the definition by Corduneanu［7］．A function of the form

$$
I(x)=\sum_{k=1}^{n} c_{k} e^{i \lambda_{k} x},-\infty<x<\infty
$$

where the $c_{k}$ are complex numbers，the $\lambda_{k}$ are real numbers and $i=\sqrt{-1}$ ，is called a complex trigonometric Dolynomial．A function $f(x)$ चaking complex values and having all real numbers as domain is an almost periodic function provided that to each $\equiv>0$ there corresponds some trigonometric polynomial $T_{\varepsilon}(x)$ such that

$$
\left|f(x)-T_{E}(x)\right|<\varepsilon
$$

uniformly on $-\infty<x<\infty$ ．Clearly，every complex trigonometric poly－ nomial is itself an almost periodic function．

An alternatire characterization is the definition of H．Bohr［4］： A continuous complex valued function $f(x)$ defined on the real line is almost periodic if to each $\leqslant>0$ there corresponds a positive real number $?=2(\geqslant)$ such that every open interval of the real line of length ？contains at least one point s for which

$$
|f(x+\xi)-f(x)|<\varepsilon
$$

uniformly for every $x$. Any number $\check{y}$ ( which satisfies this condition is called $\equiv$ translation number of $f$ corresponding to $\varepsilon$, or more briefly, an E-cranslation number of $f$.

An ह-translation number of $\hat{f}$ is "almost" a period of $f$. Every periodic function is almost periodic as well. If $P$ is the fundamental period of a periodic function $\equiv$, then $r$ for $r=0, \pm 1, \pm 2, \ldots$ are translation numbers of $f$ for each $\varepsilon$. Bohr's definition generalizes the face that the periods of a periodic function form an arithmetic progression.

Bohr's definition and Corduneanu's definition define exactly the same class of functions. This is the "fundamental theorem" of the theory of almost periodic functions. See either [4] or [7] for a full account.

Iurning now to secuences, we have the following definition presented in $[7,31.6]:$ A function $f(r)$, taking complex values and having the set of integers as domain, is an almost period sequence provided that to each $\varepsilon>0$ there corresponds some positive integer $N=N(\varepsilon)$ such that, within any set of N consecutive integers, there exists an integer $p$ for which

$$
|f(r+p)-E(r)|<\varepsilon .
$$

uniformly over all integers $r$. Corduneanu proves "A necessary and sufficient condition for a sequence $\left\{a_{r}\right\}$ to be almost periodic is the existence of an almost periodic function $f(x),-\infty<x<\infty$, such that $a_{r}=f(r), r=0, \pm 1, \pm 2, \ldots{ }^{\prime \prime}$; see [7, Theorem 1.27].

We are now ready $=0$ prove Lema 2.1.1. If $r$ were allowed to assume all real values, instead of being restricted to $r=0,1,2, \ldots$, then equation (2.1.4) defines a trigcnometric polynomial. By Corduneanu's definition, every Erigonometric polynomial is an almost periodic function.

By the theorem quoted above, the sequence $x(r), r=0, \pm 1, \pm 2, \ldots$ defined by equation (2.1.4) is an almost periodic sequence. The only thing remaining is to prove the following assertion:

If an almost periodic sequence $\{f(r)\}$ is not identically zero, then there exists an infinite subsequence of $\{f(r)\}$ which is bounded away from zero.

Proof Assume $\{f(r)\}$ is not identically zero. Let $r_{0}$ be such that $f\left(r_{0}\right) \neq 0$ and put $A=\left|f\left(r_{0}\right)\right|$. Put $\varepsilon=A /(2+A)$. Then $\varepsilon \in(0,1)$, and by the definition of an almost periodic sequence there exists a positive integer $N_{1}$, say, such that for some integer $p_{1} \in\left\{1,2, \ldots, N_{1}\right\}$ the inequality

$$
\left|f\left(r_{0}+p_{1}\right)-f\left(r_{0}\right)\right|<\varepsilon
$$

is satisfied. Put $r_{1}=r_{0}+p_{I}$. Next, there exists a positive integer $N_{2}$ such that for some integer $P_{2} \leqslant\left\{1,2, \ldots, N_{2}\right\}$ the inequality

$$
\left|f\left(r_{1}+p_{2}\right)-f\left(r_{1}\right)\right|<\varepsilon^{2}
$$

is satisfied. Put $r_{2}=r_{1}+p_{2}$. Continuing in this manner, we see that for each $k=3,4,5, \ldots$ we can find an integer $r_{k}>r_{k-1}$ such that

$$
\left|f\left(r_{k}\right)-f\left(r_{k-1}\right)\right|<\varepsilon^{k}
$$

For each $k=1,2,3, \ldots$ we have

$$
\begin{aligned}
\left|f\left(r_{k}\right)-f\left(r_{0}\right)\right| & \leq \sum_{j=1}^{k}\left|f\left(r_{j}\right)-f\left(r_{j-1}\right)\right| \\
& <\sum_{j=1}^{k} \varepsilon^{j}<\frac{\varepsilon}{1-\varepsilon}<\frac{1}{2} A
\end{aligned}
$$

Since $A=\left|f\left(r_{0}\right)\right|$, we have

$$
\begin{aligned}
\left|f\left(r_{k}\right)\right| & =\left|f\left(r_{0}\right)+f\left(r_{k}\right)-f\left(r_{0}\right)\right| \\
& \geq A-\left|f\left(r_{k}\right)-f\left(r_{0}\right)\right|>\frac{1}{2} A
\end{aligned}
$$

which finishes the proof of the assertion.
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The algorithm is specified completely for a broad class of operators including, for example, every constant-coefficient operator. Convergence of $y(r)$ to $y(r)$ as $n \rightarrow \infty$ for fixed $r$ is proved and an expansion of the truncation error is derived. Numerical stability is demonstrated. The method is tested by numerical examples involving fourthorder equations with variable coefficients.
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[^0]:    ${ }^{\dagger}$ We shall regard the solutions of a linear difference equation, as well as the coefficients of the equation, as complex-valued functions of a discrete real variable. We shall assume that this discrete real variable proceeds in unit increments; thus the solutions, as well as the coefficients, of linear difference equations are complex sequences. We shall be interested only in those linear difference equations whose coefficient sequences are of infinite length.

[^1]:    TWe relegate the proof of Lemma 2.1 .1 to the Appendix because the theory of almost periodic functions is not germane to the rest of this thesis.

[^2]:    ${ }^{\dagger}$ The reader is referred to $\S 3.0$ for notation and underlying assumptions.

[^3]:    The other case in which the block structure disappears, which is $t=c$, was disposed of earlier.

[^4]:    The case $t=\sigma$ corresponds to a maximal solution of (3.0.1). Since the general algorithm reduces to pure forward recurrence in this case, it is stable; see $\hat{j} 1.1$.

[^5]:    Development of which is currently supported, in part. by the United States Department of Energy under Contract Number DE-AC02-79ER10357 and by the National Aeronautics and Space Administration under Contract Number NSG1321.

[^6]:    ##  <br> 

[^7]:    

[^8]:    The function $A_{r}(1)$ is defined by $A_{r}(1)=J_{r}(1)-I_{r}(1)$; compare
    $(4.1 .6)$.

[^9]:    We restrict the sequence of $H_{r}(0.1)$ to $r \leq 50$ in order to avoid underflow in the computer. As suggested at the end of $\$ 4.0$, this difficulty could be overcome by using the software described in [11].

[^10]:    ${ }^{\dagger}$ In accordance with custom, when the order of the associated Legendre functions is zero we drop the superscript in the notation.

[^11]:    

[^12]:    ${ }^{\dagger}$ In general the modified algorithm will require a back substitution as well as a forward elimination stage. Nevertheless, similar considerations govern the trade-off between numerical instability and slow convergence.

