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MEASURING FEATURES OF THE FLUENCE AT THE FAR FIELD OF A CO₂ PULSED LASER -- AN ISSUE STUDY WITH SUGGESTIONS ON HOW TO DO IT

by

Eric G. Johnson, Jr., Robert J. Phelan, Jr., and Don R. Boyle

This study examines the problems for measuring the energy density incident on targets where the energy is from a pulse of high energy at CO₂ wavelengths and where the targets are located at the far field. The analysis considers two targets—first, a ground-based target for testing and calibration of the measurement systems and second, a drone towed behind an airplane from which the energy distribution information is telemetered to the ground station. Although certain design limits are assumed, the results are general and therefore specific data about the laser sources is not supplied.

This study traces each stage of the measurement system from the reception of the incident laser pulse on the drone to the pulse-coded transmission of the sampled data to a ground-based computer.

The basic conclusion is that not all desired conditions of potential fluence can be studied. Plasma effects can prevent proper measurements. If the suggested SF₆ gas can act as a calibrated attenuator and hence avoid the plasma effects, then the range of potential fluences can be increased substantially.

Key Words: Attenuators; beam profile; calorimetry; fluence; irradiance; heat flow; measurements of temperature; plasma effects; pulsed laser beams; 10.6 µm.

INTRODUCTION

We summarize what was learned in the past three months on beam-profile measurements of pulsed laser with high fluence (J/cm²) levels. The purpose of this study is to define a measurement scheme that can determine accurately the selected beam parameters of the fluence when the laser pulse is at the far field and when the site for this far field is either a drone flying at distances of 1 or 3 kilometers from the laser or is a fixed site 600 meters from the laser. (Appendix A shows the work statement. The questions posed in this statement are answered in the conclusion of this report.)

Design of a properly operating measurement system can be very complex when the conditions have large and variable dynamic range. To establish a rational process for selection of the "best" design we subdivide the measurement system into a series of stages each of which are discussed in an individual section. Within these sections we address the purpose of the stage, what are the problems and solutions to those problems. Each solution has listed its advantages and disadvantages. Finally, each section has a specific recommendation for a solution to this stage under either the conditions of the drone or of the fixed site
environments. In some cases there is information missing which is necessary for a best
decision. We then define a procedure to learn the necessary information.

These sections are organized according to the sequence in which the information about
the fluence distribution would be processed, namely starting from reception of the incident
laser pulse through the detector unit and finally a pulsed-coded signal from the transmitter
to the ground based computer-receiver unit. In each section, the basic concepts are defined
and a solution is shown subject to key issues and their appropriate answers. Many design
details, such as machining, placement of screws, size of parts and actual experimental de-
sign, are not given in this report. Many decisions and tests are necessary to select those
details.

The selection of a solution within each stage is decided by what will preserve the
information about the fluence to the desired accuracy and by what will permit some useful
measurements if there is a failure in the assumptions. This design strategy is critical at
the surface of the target board* where the conversion of laser energy to heat takes place.
It is possible that the target board will cause plasma ignition and hence there will be no
way to measure properly the beam profile without the convolution effects of the plasma.

Each section has its self-contained references, tables, and charts. This allows the
reader to identify sources for each stage without confusion from other stages.

Finally, the conclusion contains an overview of the situation with a brief summary of
the suggested solution along with answers to the questions posed in the work statement.

1. The Free Air Breakdown Volume

1.1 Purpose of this Stage

We are concerned with a parallelepiped with a 23 cm cm by 60 cm cross-section area in
front of the target board and a height corresponding to the region of potential air breakdown
when the laser pulse comes within this volume. This stage corresponds to the region for
potential plasma ignition without the influence of the target board. There are limits in the
irradiance (W/cm²) and the fluence (J/cm²) which will pass through this volume without plasma
ignition. We identify those limits and give estimates of the size of this volume. (The
limit of 23 cm x 60 cm is determined by the area on the drone available for beam diagnostics.)

1.2 Problems

The attached Figure 1.1 shows the air breakdown conditions for laser radiation [1].
From this graph we find several limits to the irradiance (intensity) allowed for propagation
without air breakdown to the target board. The two limits to irradiance arise because the
expected laser pulse has two parts; namely, a gain-switched spike and the main pulse. The
gain-switched spike has about a 0.3 μs pulse length and an average peak irradiance that is
expected to be four to five times the average peak irradiance of the main pulse. This main
pulse has a length of about 10 μs. (We will assume in this report that the pulse shape is

* This is the label for the unit that will perform the measurements of fluence.
Figure 1.1 Measurements of Air Breakdown in the Presence of Particulate Matter (Reproduced from Ref. 1). The micrometer parameters on the right are the diameter of the dust particles. The threshold intensity is required to produce a plasma. For example, an intensity (flux) of 100 MW/cm² will ignite a plasma if the pulse lasts at least 0.1 μs.

Using the 10 J/cm² limit for the spike, the gain spike limit requires that the \( I_0 \leq 6.7 \text{ MW/cm}^2 \). The figure 1.1 for 30 μm particles implies the main pulse limit requires that \( I_0 \leq 5 \text{ MW/cm}^2 \). Because the process of plasma ignition is statistical and because the particle size is not necessarily the 30 μm particles, we assume that \( I_0 \) could reach 10 MW/cm² at the target board. Using this value we have some safety in design for the heat load and damage estimates on the target board.

This potential for air breakdown and possible heating of the dust particles in this volume means that this volume must be cleared between each pulse. For the sites using the
drone, its motion of about 150 m/s will clear the volume. For the fixed site, we will need to put fans to clear this volume. A wind of 1 m/s will allow a maximum pulse rate of 1.7 per second. A wind of 10 m/s will allow a maximum pulse rate of 17 per second, and a wind of 100 m/s will allow a maximum pulse rate of 170 per second.

The depth of this volume along the optical axis is given approximately by this formula

\[ \frac{I_m}{1+(\lambda h/mw_0^2)^2} \leq 5 \text{ MW/cm}^2 \]  

(1.1)

where \( I_m \) is the potential peak irradiance (ignoring air breakdown and beam quality) at the focal plane of the target, \( h \) is the minimum height of the volume in front of the target, \( w_0 \) is the radius of the spot size of the beam at the target, and \( \lambda \) is wavelength, namely 10.6 \( \mu \text{m} \). The table 1.1 shows examples of possible values for \( h \) given \( I_m \) and \( w_0 \).

<table>
<thead>
<tr>
<th>( I_m ) (MW/cm(^2))</th>
<th>( w_0 ) (mm)</th>
<th>( h ) (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>10</td>
<td>30</td>
<td>300</td>
</tr>
<tr>
<td>5.5</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>5.5</td>
<td>30</td>
<td>90</td>
</tr>
</tbody>
</table>

### 1.3 Potential Solutions

It is necessary to deliver the energy without air breakdown because its occurrence causes substantial attenuation of the laser radiation delivered to the target board.

To avoid free air breakdown it appears to be necessary to keep the \( I_m \) below the 5 MW/cm\(^2\). In this case, the height, \( h \), will be zero and this stage can then be ignored. Reference 2 suggests it may not be necessary to keep \( I_m \) below 5 MW/cm\(^2\). If this proves to be true, then the limits for \( I_m \) shift to the target board.

### 1.4 Suggested Solution

Ignore the implications of reference 2, it is an unlikely situation. Keep the \( I_m \) below the 5 MW/cm\(^2\) during a measurement sequence. We assume that this can be done for the desired measurements in this report. If air breakdown does occur, the delivered fluence to the target board will be substantially less than the potential 58 J/cm\(^2\) implied by this limit. This situation implies no problems to the target board and thus will be ignored except there needs to be detectors to record when air breakdown occurs. We suggest that output from the target board as well from the optics steering system at the laser can be used to verify free air breakdown. These detectors can be placed so that they see a side lobe of the laser beam.
(See Section 7.) They will also be used to provide timing information.

Keeping this \(I_m\) less than 5 MW/cm\(^2\) may require defocusing of the beam with the consequence that it is no longer a far-field pattern. This implies substantial changes in the measured pattern. A better method would be to use a lower energy laser beam from the source. A large NaCl beam splitter or a weak attenuator of SF\(_6\) in the near field may be needed to get the required level of attenuation.

1.5 References


2. A Volume Absorbing Attenuator

2.1 The Purpose of this Stage

Even if the peak irradiance is kept less than the 5 MW/cm\(^2\), it is possible for a plasma to be ignited when a laser pulse strikes the surface of a solid [1]. This section explores the possibility of attenuating the laser beam with a volume absorber of gas so that the irradiance striking the solid will not cause plasma ignition. Reference 1 concludes that prompt ignition for the pulse shape defined already can occur at \(I_0 = 0.2\) MW/cm\(^2\) from the gain spike and \(I_0 = 1\) MW/cm\(^2\) from the main pulse. To maintain the plasma, we require the latter value for \(I_0\).

2.2 The Problem

We wish to make measurements of the fluence distribution. When a plasma is ignited, it causes the fluence distribution to be changed in time and space. The net result is a distortion on the special and temporal form of the heat deposited on a solid material. The distortions are due to the fact that: (1) the time rate of decay by recombination of the plasma is near 0.1 ms and (2) the spatial spreading of the energy is near one to three centimeters. The former fact means that details of pulse shape less than 0.1 ms will be washed out if plasma ignition occurs. Since we are only interested in the fluence, this situation has no serious consequences. Because the air is flowing at 50 m/s around the drone and because of the way the plasma develops, we get shifts in position of the fluence center of about 1.5 cm and spreading of the radius of the beam of about 3 cm. At the fixed site the shift in position will be less than 1 cm. This spatial spreading will wash out the position and value of the peak fluence.

2.3 The Solutions

Given the above conditions, we want to avoid ignition of plasma. We have three methods available to avoid this ignition. First, we attenuate the laser beam with a volume attenuator or with a wedged beam splitter. Second, we fix the surface and type of solid used for
measurements so that the threshold of ignition is raised above the 0.2 MW/cm$^2$. Third, we reduce even further the allowed peak irradiance from the laser. We try to use features of the first two methods because we do not want to avoid these levels of irradiances at the target board. As a fall-back position, we accept that one solution is to allow plasma ignition with all its defects.

2.3.1 Accept plasma ignition

In this case, we decide that the real goal of this measurement program is not to measure the distribution of the incident laser beam, but is rather to measure the distribution of the absorbed heat in the target board whether or not the plasma is present. This solution avoids the need to concern ourselves with the details of the beam propagation, plasma ignition, and deposition process. Rather we accept a particular target for measurement under the field conditions and use it as a baseline reference on what to expect for other potential targets under these same field conditions. The disadvantages of this solution come because we may have peculiar features such as the nonlinearity of absorption of a given target board distorting our decisions on how the laser system acts on various targets. Also this technique limits greatly the ability to predict what will happen under new field conditions since we would have eliminated our check of the theoretical models.

Current laser effects studies have tended to settle for this method. Their measurements do not show the pulse to pulse details of the fluence pattern at the target [2,3,4]. There is current debate about what is the actual beam pattern in their tests.

2.3.2 A wedge of NaCl

Current data [5] on the peak fluence handling capabilities of a large 30 cm diameter wedge of NaCl are 4 J/cm$^2$ at the single pulse rate with 1 ns length. The opinion of persons in the pulsed laser field [6] are that NaCl, KCl, and ZnSe all should take the design level, 120 J/cm$^2$, easily for the 10 μs length pulses of the type under consideration. ZnSe appears to have higher risk for this level [7,8]. There is no information of what is the allowed pulse rate. Suggestions are that the limit [7] is due to single pulse catastrophic damage and not the pulse rate. Obviously, too high of a pulse rate must cause eventual problems. Since this design threshold is above the air breakdown limit, a wedge is a viable technique for getting information about the beam profile at the fixed site if water vapor is eliminated as a problem [9]. The first reflected beam in an NaCl wedge for an incident beam at 120 J/cm$^2$ would be at 5 J/cm$^2$ level. This beam should have no plasma breakdown problems for a stainless steel diffusing plate. (Page 27 of reference 2 suggests a design limit of 4 J/cm$^2$ for an unpolished anodized Al plate.) The second transmitted beam from the wedge will be 0.2 J/cm$^2$ level. This beam could be absorbed by a teflon sheet on a metal substrate (a cooking pot) without damage and would show a rise of tens of degrees Centigrade. (See page 26 of ref. 2.) Both beams can be scanned with a TV type system provided the scan rate can be synchronized to the pulse rate of the laser so that the measured output can look at the pattern on a pulse-to-pulse basis.
The advantages of this wedge sampling technique is that the beam sample is a linear sample of the incident laser beam after the propagation through the air and that the resulting sample can be studied by many beam profiling techniques [2,10-14] including TV scan systems [2,15,16].

The disadvantages of this technique are that there is insufficient space on the drone for such a method and that there is some chance for these wedges to be affected adversely by the environmental conditions at the fixed site. It will be necessary to do some form of environmental control around the wedge to prevent a significant lowering of the damage threshold. If an NaCl wedge can be obtained for the fixed site that can be verified to take the 120 J/cm² level, then it should be used. Measurements with large spot size beams suggest NaCl can do the job [17,18,19]. One very important disadvantage could come from an accidental plasma ignition at the wedge. This would cause damage by extreme heating of the surface of this wedge. Thus it is necessary to avoid air breakdown in the neighborhood of this wedge. This can be done by being very sure that the air breakdown point of the laser beam is after the wedge by at least 10 meters. Test shots without the wedge could identify these conditions. This implies the need for techniques to detect the air breakdown plasma. We suggest that looking at scattering of the laser beam with the ir scanning equipment will be the best technique since a low electron density plasma does not always radiate significant visible light. It is most likely that a plasma ignition will have significant visible light.

2.3.3 Use a mixture of SF₆ and SiF₄ injected into air flow

The two previous solutions have unacceptable features for use in the drone. The acceptance of plasma ignition is retreat from direct beam profile measurements and the wedge cannot fit on the drone; therefore we look at a moderate risk idea, namely we see if a gas, which is a strong absorber of 10.6 μm, can be mixed in the turbulent air within the boundary layer just in front of the target board. Here we assume this board is on the side of the drone. A flat plate [20,21] system will show a boundary layer of turbulent air with a thickness of

$$y = 0.37 x \left( \frac{ux}{v} \right)^{-0.2},$$

where x is the distance from the start of the turbulence, u is the velocity of gas flow parallel and across the plate, and v is the kinematic viscosity of the gas. For example, if x = 1 m, u = 100 m/s, and v = 1.8 x 10⁻⁵ m²/s, then y = 1.7 cm. For these flow conditions the stability of this thickness, in a statistical sense, is better than 1 percent. (See pages 24-25 of reference 21.)

Given the above situation, we could inject some known mixture of SF₆ and SiF₄ at a known rate to cause a known attenuation of the incident laser so that the peak irradiance is below conditions for plasma ignition on the surface of the target board. A practical level of attenuation is one order of magnitude. Thus, we can reduce the design level from 120 J/cm²
to 12 J/cm². This implies an \( I_o = 1 \) MW/cm². Given the results of reference 1, this gets the beam irradiance to the level where it may be possible to prevent prompt plasma ignition. This issue will be discussed in the next section.

The gas SF₆ has an absorption [22] of about 90 percent for the 2 cm boundary layer thickness when SF₆ is 1 percent of the volume of gases in this layer. This SF₆ can be injected into the boundary layer along a line before the target board. To get good mixing it is estimated to take at least 30 cm before the target board. (A test will have to be made.) References 24 to 29 cover key technical features of SF₆.

The prime question remaining is how well the absorption of the gas can be measured when the drone is in flight. What is a possible strategy? There are at least four elements in the strategy:

1. First, make a series of runs with the laser system and drone without the SF₆ and keep the irradiance below plasma ignition for the target board. Second, repeat these runs under the same conditions, namely same speed of drone, same atmospheric conditions, same optical conditions, but with SF₆ and with increased gain of the electronics for the target board. Finally, use the results of calibration for the response of the target board to the laser beams to infer the spatial absorption structure of the SF₆. (See section 7.)

2. Mount some form of pulsed laser and optics on the drone so that selected segments of the SF₆ gas can be directly illuminated for a real time absorption measurement. Have a line of detectors on the up-wind and a second line of detectors on the down-wind side to observe the absorption of the SF₆. To complete the calibration, this same setup would make measurements when no SF₆ was in the flow stream. This setup will be difficult, if not impossible.

3. Because there is a strong chance of nonlinearity or a spatial convolution due to the rapid heating of the air in the boundary layer, it is necessary to test what are the effects of this gas expansion. By varying the mixture of gases using SF₆ and SiF₄ in the injected gas, we can control the level of absorption of 10.6 μm radiation.

   The gas, SiF₄, has no significant absorption at 10.6 μm [30]. Unlike SF₆, it is considered toxic [31] and therefore will have to be handled with care. If only a small percentage of this gas is used, this problem should be minimum. This SiF₄ is selected because it has an atomic weight and viscosity comparable to the SF₆ and thus should minimize the change in flow due to injection of the SF₆-SiF₄ mixture.

   If the controls for injection of SF₆ are good enough and the process of injection does not significantly disturb the boundary layer, then it will be better and easier to just vary the percent of SF₆ in that layer by reducing or increasing the injection rate of SF₆.

4. If this attenuation process proves to be reliable, it may be possible to image the beam profile by observing the reradiated energy in the SF₆ flow with a far infrared camera operating at appropriate scanning rates or with a two-dimensional array. This approach should be tested at the fixed site. The reradiated energy should be observed from behind and in front of the SF₆ stream.
There is expected no visible radiation. If it occurs, then plasma ignition has probably occurred. From the preceding, it is complex to determine the absorption profile of the SF$_6$. It would be much nicer to forget the whole thing. Unfortunately, the alternative is to allow plasma ignition and all the problems implied by it. Therefore, some testing at the fixed site of the SF$_6$ concept seems worthwhile.

The advantage of this technique is that we can measure all of the desired beam parameters. The disadvantage is that the peak fluence may not be as accurately determined as desired if we are unable to get a good measurement of the absorption. A further disadvantage arises from the reradiated energy. It can cause some error in the measured fluence deposited on the target board. Current data suggests this is unimportant here [28].

2.3.4 Use the side lobes of the laser beam

If the above solutions fail or if there is need for a secondary check, then it could prove useful to measure the side-lobe pattern. This method has the advantage that there is little chance for the plasma effects and for the propagation process to change the pattern of these side lobes once the far-field pattern has been developed. It is possible to infer a center of the main beam neglecting its distortion by the nonlinearities in the propagation process. A disadvantage of this solution is that it will not be possible to infer what is the true peak fluence or what are the beam profile details of the main beam. Nevertheless, details about the jitter from pulse to pulse could be inferred from side-lobe measurements. This information can be used simultaneously with the measured results of deposited heat during plasma ignition of the main lobe to generate the relevant parameters for the evaluation of the laser system.

2.4 Suggested Solution

The above discussion shows that there is no certainty in the path for a proper beam profile measurement. It is necessary to keep open the options and to accept that no scheme will work. Therefore, we suggest the solution for this stage is:

1. Assume the plasma ignition will occur and design the target board so it can take the ignition with minimum cost of repair.
2. Try to avoid ignition by using the SF$_6$ and test if the absorption process can be made accurate enough for the desired beam profile measurements.
3. Get three NaCl wedges of 8 cm diameter made using the same processes as the 30 cm wedge to verify what is the level of fluence this manufacturing process can take and what is the allowed rep rate. Specify a maximum surface absorption (and scattering) level to eliminate problems with polishing materials and to specify smoothness. Use these results to control the allowed use of the 30 cm wedge at the fixed site. If it can take the full design range of 120 J/cm$^2$ and the full rep rate, then the calibration process at this site will be greatly simplified and the testing program will have minimum extrapolation. If the 30 cm wedge cannot take the desired design specifications, then the testing program will have to be modified with the addition of less direct measurement techniques such as looking at the scattered pattern off the plasma.
or off the SF$_6$ flow under the conditions that the fluence level is above the limits of the wedge. This system for scattering measurements should be calibrated with the wedge under the conditions it can be used. In this case, a diffused scatter of either anodized Al or stainless steel #304 can be used in the secondary beams. Simultaneous with the measurements of the scattered radiation will be the measurements from the target board system and from the reference system to calibrate it.

4. Calibrate all systems at the fixed site over the ranges where they can operate and use those results to reduce the uncertainties of the drone system when it is used under conditions not accessible to direct calibration.

5. Accept that there will need to be extensive calibration corrections to be stored and used in a ground-based mini-computer system at the fixed site.

6. Fans are needed to move the air at the fixed site and to cause a flow of an air-SF$_6$ mixture so absorption measurements can be done at this same site and so debris and effects of the previous pulse are removed. We expect the maximum speed of flow to be around 20 m/s. These are large fans used in movies. Thus this flow will not duplicate the conditions of flight for the drone which is expected to be near 150 m/s. These activities imply air flow measurements in the drone and at other points in the fixed site.

7. Consider all the suggested methods for absorption measurements and implement as many as possible. There should be at least three detectors in the up and down stream points on the drone so that we can get real time measurements of absorption. (See section 7.) With this number of detectors, distortions in the gas flow may be evident.

8. Borrow wherever possible equipment that has already been developed for laser pulse measurements such as that at AFWL, MIRADCOM, NRL, and various commercial firms. Equipment with a measurement history has great value in calibration procedures. The equipment of highest utility are those unique ir detection systems.

9. The suggestion of workers in the field is that it is necessary for the experimenters to do their own etching and polishing of the wedges of NaCl or KCl. If that proves necessary, then three references can be of value [32,33,34]. The techniques given in reference 34 may be a way to avoid the polishing process and yet get high damage thresholds. Unfortunately, it has not been tested on the last point.

2.5 References

[1] A. A. Boni, F. Y. Su, P. D. Thomas, and H. M. Musal, Theoretical Study of Laser-Target Interactions—Final Technical Report #SAI 77-567LJ. See pages 2-6 and 2-7 for key formulae. (a) Vapor breakdown is $F \geq 1$ J/cm$^2$ fluence, and $I \geq 0.4$ MW/cm$^2$ irradiance during the fluence deposition at one atmosphere pressure and at 10.6 µm wavelength. (b) Prompt breakdown is $F \geq 1$ J/cm$^2$ fluence with the irradiance satisfying both $I \geq 1$ MW/cm$^2$ for air breakdown and $I \geq \frac{0.25}{\alpha \cos \theta}$ MW/cm$^2$ for induced vapor or electron seeding by the surface of solid target. Here $\alpha$ is absorption and $\theta$ is angle of beam relative to the normal of surface.
[2] C. T. Walters and R. E. Beverly, III, Final Report on Diagnostic Coordination Task, Battelle Report of October 7, 1977 to the U.S. Army Scientific Services Program. This report is an important summary of current diagnostics for pulsed laser beams at 10.6 \( \mu \text{m} \) and at 10 \( \mu \text{s} \) pulse length.


[6] Private communications with J. Smith, AVCO.


--See also other papers in the publication for issues of damage threshold.


[14] B. Contreras, The Current Target Board System on a Drone at AFWL. Here we have a cw irradiance limit near 20 kW/cm\(^2\) for damage to thin film detectors, so we may need a further reduction of peak beam irradiance by 50 times to use this setup without modification.


[16] J. Thomas, D. Norrie, and J. Holtz (Lockheed) JANAF Repetitively Pulsed Vulnerability Effects, LSMC-D012989 and LSMC-D563648. Here an ir scanning system was used to look at the beam profile for repeated pulsed laser beams at 10.6 \( \mu \text{m} \).

Optical Components and Components Material Meeting (1977). This is one of a series of reports for a continuing program. Once the design details for the fixed site have been settled, we suggest a communication with J. L. Stanford to establish the manufacturer and the material to be used as a wedge which will not fail at the 120 J/cm² design level. Present indications are that NaCl will work. (Surface absorption is the issue.)

[18] A manufacturer indicates an estimated cost of $5000 for using polycrystal NaCl and $2500 for single crystal NaCl of a single 30 cm diameter wedge of 5° and with a scratch/dig of 40/20. The optical figure of /10 is more than adequate. The 5° wedge will allow separation of a 30 cm diameter beam in about 4 meters.

[19] Here we include a number of references for background:

[20] Private communication with Gene Stewart, NBS.


[27] V. S. Letokhov, Laser Selective Photophysics and Photochemistry, page 33, Progress in Optics, vol. 16, (1978), North-Holland Publishing Company, L. C. No. 61-19297. Here we find the multiple photon dissociation threshold for pure SF₆ is 20 MW/cm² for pressure of 0.2 Torr and for 90 ns pulses. Below this irradiance level dissociation is insignificant.

3. The Surface of the Target Board

3.1 The Purpose of this Stage

This stage has two purposes, namely first to absorb a known portion of the incident fluence with a known dependence on the fluence and second to deflect and defocus the unabsorbed fluence away from the target board and toward the ground or to some other energy dump. The first purpose has significant problems and is addressed in this section. The second purpose has no quantitative features, therefore, it is easily satisfied by doing the following. The plate used to intersect the laser beam will be polished and will have a diverging radius of curvature of 10 meters or less to defocus adequately the reflected laser beam, and the plate will be mounted so that the optical axis has a 5-degree change toward the ground or toward the energy dump. At the fixed site the reflected laser beam will have to be carefully considered because there can be the ir scanners, the wedge of NaCl, and other equipment in the path of this beam. Damage or measurement errors could result. The front of the energy dump could be a highly polished reflecting sheet of cold-rolled copper (that may be damaged and/or ignite plasma) set to deflect the reflected beam by 90 degrees into absorbing material such as carbon, plexiglass, anodized Al, and dirt. This absorbing material should be at least 10 meters away from the measurement systems and should produce diffuse reflections. It may prove necessary to use plexiglass to isolate the energy dump from measuring equipment. The reflection off the ignited plasma on the copper sheet will also have to be considered.

3.2 The Problems

For our discussion of this stage, we assume that the peak irradiance can range from 0.1 to 10 MW/cm² or a fluence of 1 to 120 J/cm² depending on the conditions of the incident laser beam and the site used to make measurements.
There are three possible situations for laser beam interaction at this interface. First, there is no plasma ignition. Second, there is prompt or local plasma ignition. Third, there is general plasma ignition. For accurate measurements of the laser beam profile, we want to avoid any plasma ignition. Once it occurs, there can be damage to the target board and we lose any chance for accurate measurements because of the convolution effects of the plasma and the changes in the absorption coefficient of the target board. This situation is shown by the references 1-22 in this section. The following paragraphs extract the key issues from the literature as we try to find a way to avoid plasma ignition [23-44] in our quest for meaningful beam profile measurements.

The local plasma ignition due to flakes of metal or oxide is the most difficult problem to solve and may have no solution for the design parameters. Before we attempt a solution, we must identify what can be done to avoid the bulk plasma ignition process and then work from these conditions to raise the threshold of fluence for the local plasma ignition process as high as possible.

The bulk plasma ignition is avoided by using materials for the target board that will not melt under the conditions of the applied laser pulses assuming no plasma is ignited by the local plasma ignition process. Table 3.1 summarizes thermal and absorption properties of selected materials that could satisfy the bulk ignition issue along with other materials that will result from the existence of the former materials. Table 3.2 shows the expected peak irradiance for the gain spike and the main pulse that these materials can take without bulk melting and hence avoid bulk plasma ignition. In both of these tables, we ignore the temperature dependence of the conductivity, the specific heat, the absorption, and the density. Clearly as the temperature before the applied fluence rises there will be significant decrease in the allowed level of fluences. Tables 3.2, 3.3, and 3.4 use formulas where the initial temperature is 0°C. If the initial temperature, $T_I$, is high enough, this $T_m$
should be changed to $T_m - T_I$. For convenience, the design values for peak irradiance are also listed for these pulse elements. Only Al, Cu, Mo, and Au can satisfy the design values and hence will not cause bulk plasma breakdown.

Table 3.2. Maximum allowed incident irradiance for gain spike and for main pulse with no bulk melting and no bulk plasma ignition for a 10 μs pulse.

<table>
<thead>
<tr>
<th>Material</th>
<th>Gain Spike $I_s$ (MW/cm$^2$)</th>
<th>Main Pulse $I_m$ (MW/cm$^2$)</th>
<th>Base Computation Term $\sqrt{KC_{\mu}^2 T_m/\alpha}$ [kJ/cm$^2\sqrt{s}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>128.0</td>
<td>22.2</td>
<td>70.25</td>
</tr>
<tr>
<td>Cu</td>
<td>425.8</td>
<td>73.7</td>
<td>233.20</td>
</tr>
<tr>
<td>Mo</td>
<td>424.4</td>
<td>73.5</td>
<td>232.45</td>
</tr>
<tr>
<td>Au</td>
<td>232.5</td>
<td>40.3</td>
<td>127.35</td>
</tr>
<tr>
<td>Stainless Steel</td>
<td>18.4</td>
<td>3.2</td>
<td>10.08</td>
</tr>
<tr>
<td>Aluminum Oxide</td>
<td>8.5</td>
<td>1.5</td>
<td>4.65</td>
</tr>
<tr>
<td>Cu O</td>
<td>0.9</td>
<td>0.15</td>
<td>0.49</td>
</tr>
<tr>
<td>Graphite</td>
<td>6.6</td>
<td>1.1</td>
<td>3.50</td>
</tr>
<tr>
<td>Ni</td>
<td>7.1</td>
<td>1.2</td>
<td>3.89</td>
</tr>
<tr>
<td>Be</td>
<td>9.7</td>
<td>1.7</td>
<td>5.33</td>
</tr>
</tbody>
</table>

Peak Irradiance (design purposes) 50 MW/cm$^2$ 10 MW/cm$^2$

Time of pulse 0.3 μs 10 μs

Fluence 15 J/cm$^2$ 100 J/cm$^2$
Table 3.3. Expected damage threshold of fluence from bulk melting for different times. Use data from Table 3.1. The equation is

\[ F = \left( \frac{\pi K \rho C_p}{4} \right)^{1/2} \frac{T_m}{\alpha} \sqrt{\mathcal{E}}. \]

<table>
<thead>
<tr>
<th>Copper Fluence (J/cm(^2))</th>
<th>Gold Fluence (J/cm(^2))</th>
<th>Time of Pulse</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.4</td>
<td>4.0</td>
<td>1.0 ns</td>
</tr>
<tr>
<td>23.3</td>
<td>12.7</td>
<td>10. ns</td>
</tr>
<tr>
<td>73.7</td>
<td>40.</td>
<td>100. ns</td>
</tr>
<tr>
<td>233</td>
<td>127.</td>
<td>1. \mu s</td>
</tr>
<tr>
<td>737</td>
<td>400.</td>
<td>10. \mu s</td>
</tr>
</tbody>
</table>

Table 3.4. Expected damage threshold of fluence from surface defects model for copper and gold. Use data from Table 3.1. The equation is

\[ F = T_m C_p \rho d/\alpha. \]

<table>
<thead>
<tr>
<th>Copper Fluence (J/cm(^2))</th>
<th>Gold Fluence (J/cm(^2))</th>
<th>Thickness of defect, d (\mu m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>247.</td>
<td>12.4</td>
<td>10.0</td>
</tr>
<tr>
<td>120.</td>
<td>5.0</td>
<td>4.0</td>
</tr>
<tr>
<td>59.4</td>
<td>2.48</td>
<td>2.0</td>
</tr>
<tr>
<td>24.7</td>
<td>1.24</td>
<td>1.0</td>
</tr>
<tr>
<td>2.5</td>
<td>0.12</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Both Al and Cu are subject to catastrophic oxidation and therefore cannot be used at the desired interface for the drone. Gold is very heavy and expensive, thus it is not an ideal material. Two possibilities appear to remain. Gold-plated copper and Mo each satisfy these bulk ignition constraints. References 7, 23, 26, 28, 29, 30, 31, 33, 34, 35, 38, 39, 41, and 42 provide evidence that the intrinsic behavior of bare copper, gold-plated copper, and Mo satisfies the implied results of Table 3.2. Therefore we conclude that these last two materials are the only candidates for consideration if we are to avoid bulk plasma ignition. By way of comparison, we show the expected damage threshold for bulk effects in Table 3.3. This is a table of bare copper and gold subjected to different lengths of pulses.
Reference 7 suggests that surface defects are the prime cause for local plasma ignition. Table 3.4 applies this model for this surface melting and shows what is the expected "smoothness" necessary for bare copper and gold to avoid local plasma ignition. Here we have assumed that any melting is the prime threshold for induced plasma ignition. To satisfy our design goals, we require that the surface remain "smooth" to at least 4 μm. This means that there can be no scratches, induced slips of crystals, or other surface defects that can show pieces of metal with thickness less than this number. The temperature dependences of the material will require the thickness of the defect to increase so the temperature rises. To attain this situation is not easy. In fact the literature suggests that these limits for smoothness are not satisfied for the 100 ns pulses of references 37, 38, and 39 for either Mo or Cu.

We eliminate Mo as an acceptable material by noting the results of references 37 and 39. In particular on page 512 of reference 39 we find that the damage threshold of gold-plated copper is near 20 J/cm² and that for Mo is near 7 J/cm². This is sufficient reason to eliminate Mo. Reference 37 suggests the polishing of Mo for a smooth enough surface is a serious problem. There is also a question about its oxide properties. There is no known data on the oxide.

Can we be sure that gold-plated copper can do the job over some useful range of the expected fluences? One expert [25] thinks that a hard enough copper that is properly polished will take the design range. He suggests that the requirement is a hardness of 40 on the (Rockwell ?) scale. Once a design is chosen, we suggest an exact written specification of the material used by AVCO be identified and compared with the conclusions we have drawn below based on the published literature and on our understanding of the issues for developing appropriate surfaces. Diamond-turned copper shows the highest threshold in references 31 and 33 for melting because it appears to be the smoothest and cleanest surface. Unfortunately, there appear to be voids in the material in both cases of the size 50 nm in diameter and 25 nm deep. Reference 31 shows that gold plating of copper which is oxygen-free-high-conductivity (OFHC) will fill these voids with gold and replace the surface with hills that have a height of 10 nm. This surface has an implied damage threshold near 48 J/cm². This latter fact makes it likely the plating of gold need not be too thick provided good mechanical contact is made by the plating process.

Reference 33 shows a more complex set of issues about the damage conditions on the surface of materials. They suggest that slip of the crystals in the metal shows the weakest feature of the metal and that it can be reduced somewhat by work hardening the surface (polishing) at the price that the damage threshold by melting and other features is reduced significantly.

Deciding what can be expected for our design situation is difficult since the literature is not necessarily directly comparable or exactly correct for the situations we are trying to satisfy. Before we list our suggested solutions, we list comments about various selected references to point out what they provide to help in the final decision for the appropriate fabrication of this interface:

1. Reference 3 shows that copper foil with a grating can take 4 J/cm² for 40 pulses in a second without plasma ignition and damage.
2. Reference 23 shows that we can expect some form of work hardening and annealing on the interface surface as it is used in the measurements. This means that the prepared surface will eventually fail to be ideal and the threshold for damage will drop.

3. Reference 23 informs us that plasma ignition is possible with a fluence as low as 0.5 J/cm² if there are holes in the interface plate. This implies that diagnostics using holes may not be possible for any practical fluences of interest. Even if the SF₆ works, there can be expected a chance for plasma ignition unless some very special surface preparation is performed on each hole.

4. Reference 7 allows the inference that it may be possible to avoid those low level plasma ignition problems by making appropriate holes with microscopic smoothness.

5. References 29 and 31 allow us to conclude that gold-plated copper has a high damage threshold—at least 20 J/cm².

6. References 26, 27, 30, 33, 34, 35, 38, and 39 allow us to conclude that diamond-turned surfaces have the best chance for a clean and smooth surface that will lead to a consistent damage threshold on the surface. The discussion of reference 38 suggests that high crystalline order is to be avoided on the surface. Reference 35 gives a discussion of the source of the voids in diamond-turned copper. Reference 34 contains a comment that diamond-turned surfaces degrade (oxidize) faster than polished surfaces for copper mirrors. This may be due to the turning marks on the surface.

7. Reference 32 shows how to polish the diamond-turned mirrors. Given the conclusion about the work hardening in reference 23 and the issues raised above, this may prove to be necessary for proper preparation of the gold-plated copper.

8. References 38, 39, 41, and 42 suggest that there are difficult problems in attaining the intrinsic damage thresholds for copper and other materials.

9. To add to the problems, we include the very important fact that as the temperature goes up, the absorption of the material such as gold or copper can have a significant change in value. References 1 and 44 have curves showing such details. These results imply it is necessary to calibrate the actual interface under the nominal field conditions and make sure that the temperature of the interface does not rise too much. Stainless steel does not have as severe a problem. This issue will have to be remembered during the calibration and experimental design processes.

10. A final issue affecting construction of this interface arises from the fact that we can expect water vapor under the field conditions. References 39 and 40 suggest that this is a significant source for lowering the plasma ignition threshold and for damage to the interface because water is a strong absorber of 10.6 µm radiation. Therefore, it may be necessary for the interface material to be at an elevated temperature relative to the dew point to keep it as free as possible of water vapor. In addition, there is the possible surface contamination of the interface material by particulates in air during a flight of the drone.

In conclusion, the above issues strongly suggest that it is not possible to have a target board that will work consistently over the entire design range. It is very likely that local plasma ignition can take place when the fluence level for each pulse exceeds
20 J/cm². It appears possible to construct the interface so that it can take individual fluences between 10 and 20 J/cm² for the pulse shape under discussion and not ignite. This effort is desirable because then the SF₆ has a better chance to allow full dynamic range for the desired design conditions of 120 J/cm².

3.3 Possible Solutions to this Stage

3.3.1 Accept the ignition of plasma

Given the collection of problems in development of the interface material for the target board, perhaps the best solution is to accept the plasma. In this case we can use various interface materials, including either polished or roughened Al, stainless steel, and Mo. Here we accept the range where no plasma is ignited and then consider different analyses for those conditions when the plasma is ignited. The molybdenum becomes a very attractive candidate for use because it has a very high threshold for bulk damage. Because Mo is very hard, the threshold for the plasma ignition can be expected to hold consistently over the entire sequence of the repeated pulses. Reference 6 suggests this is not true for Al. This could be an important issue in the measurements performed at the field site. The disadvantage has already been mentioned, namely the desired beam profile measurement becomes impossible when the plasma is ignited.

3.3.2 Use a gold-plated Cu plate with holes to sample beam

Here we accept the plasma ignition and just measure the beam accepted by the holes of 1 cm diameter during the initial period before the plasma blocks each hole. Here we must assume that the pulse shape is known and that these truncated measurements of fluence or of the irradiance at some time like 1 μs after the start of the pulse can be useful measurements. This approach may prove necessary if the shield of SF₆ in front of the target board fails and if it is desirable to measure beam profile under the plasma ignition conditions. The prime disadvantage is that it may imply very fast electronics and complex analysis.

In this case wedges of NaCl could now be used after the interface plate to get various beams of 1 cm diameter some of which could go directly to thin film detectors and/or to calorimeters without damaging them [49]. It would be necessary to develop the means to confirm the ignition of the plasma at each hole so that the measured irradiance or fluence could be appropriately corrected. Change in pulse shape due to cutoff would be one way to confirm plasma ignition.

It is also possible to use a set of specially polished and tested gold-plated thin (1 mm) disks of copper as the absorbing material with SF₆ to keep down the chance for plasma ignition. In this case the environment can be kept clean and conditions will not be as harsh and unpredictable as will be the conditions on the outside of the drone. Of course, the plasma could produce some form of contamination if there is insufficient over-pressure to be sure the vapor and other products are kept out of the drone's interior.

Also, a set of calorimeters with SF₆ and acoustic transducers could be used if the holes are present and a means is available for plasma detection.
3.3.3 Ablation of material as a measurement tool

Here we accept that a material such as graphite or plexiglass can be used as an ablator on a pulse by pulse basis. The advantages are that the plasma is now accepted as part of the transfer process and would be calibrated into the ablation rate. To reduce the level of convolution between the sampled elements of the beam profile, the ablated material would be a bunch of rods sticking out of the side of the gold-coated copper interface. The sides of the rods would be plated with a thin coat of copper so that the rods are not damaged and so that the chance of plasma ignition is minimized between rods. The ablation would take place on the tip of the rod. If the length of the rod could be measured on a pulse by pulse basis, this technique may be a viable measurement process. (We have done some preliminary designs for such a system and will discuss them if this technique proves necessary.) The prime disadvantage of this technique is that an extensive calibration process would be necessary because there is no data that could be used with confidence to infer what will happen during the ablation process over the desired range of fluences. Again, the uncertainty of plasma ignition affects the expected accuracy of these measurements. (R. Conrad has designed and patented an instrument that uses the fact that ablation of plastic causes visible light emission. This light is proportional to the ablation rate.)

3.3.4 A thin sheet of gold-plated copper that is super-polished

Here we try very hard to get the minimum chance of plasma ignition. We hope that the effects of the environment on the target board are small enough so the board can be used enough times to make it cost effective and that if scratches develop, they can be removed by re-polishing and possibly replating the board or even re-turning if it is a diamond-turned plate. The advantage of this approach is that we will extend the range for beam profile measurements into fluences where plasma ignition usually obscures the results. This means the measurements will be of the best quality. The disadvantage of this approach is the need to do research and development to learn how to extend the range. We are not certain that there can be developed a thin sheet of such material with the necessary hardness and stability to avoid all the problems caused by the laser pulses and the environment [45, 46]. Again, calibration of the resulting material becomes necessary. The size of the material approaches the size of large mirrors. This implies significant costs to get the desired conditions.

3.3.5 A gold-plated copper sheet that is super-polished once

Here we get the best material we can have today, namely rolled copper of OFHC quality with the hardness implied by reference 25. We make sure that there are no voids in the material. We make sure that the level of crystalline order is a minimum for both the copper and the gold. Next, we polish the material to the best possible level without regard to surface figure. We eliminate only the surface scratches. We recrystallize to a depth of 100 μm by flash heating with a laser and repolish as necessary [46]. We make very sure that the surface is very clean before the gold coat is put on. We use a moderate electric current
in the plating process to make a thick and uncloudy coating of gold [45]. The coating would be near 4 \( \mu \)m thick. This surface could be polished by the techniques suggested in reference 32 so that we have a clean and polished surface with minimum scratches. We would use a quantitative scan of the scatter to infer the status of this plate after each use of the drone. We watch carefully for effects defined by references 47 and 48 to see if the surface changes significantly with time.

We will only apply fluences less than the tested damage level to this plate, accepting the test damage level as our restriction on this interface. If the plate can be made so that it can take the entire design range of fluences and if the surface can be protected by the cover on that drone so that no scratches or surface contamination can take place during a run and that which develops can be removed by the cleaning process of reference 32, then we have a good solution to this stage. If any of these conditions fail to apply, then the applied fluence range will be reduced to allow the plate to survive and to minimize the replacement cost of this apparatus.

3.4 Suggested Solution

As you can see from our discussion in this section, the issues for developing the appropriate interface to sample the laser pulses are extremely complex and at this time subject to many unknown conditions. There are too many uncontrolled elements at this time in mirror damage studies to easily apply the results to repeated laser pulse processes. Therefore, our suggestions here are guesses using our understanding of the state of the art. We have tried to use the best available information that appears consistent. This section has indicated all known issues and has proposed what should be done in 3.3.4 and 3.3.5. To sort out the optimum choice for dealing with the copper or any other metal would require research and development. Given these qualms, we now present our best guess.

Use the sheet of gold-plated copper (OFHC) with the necessary work hardening and recrystallization so that the surface of the copper is stable to repeated laser pulses. It is very necessary to avoid the creation of defects on this surface which have thickness less than 4 \( \mu \)m. By avoiding the voids, by making sure the grains are very small to avoid the slip effects [47, 48], by recrystallization with a pulsed laser and by polishing as necessary so the surface is stable to the laser pulses and retains the required "smoothness," the plate can be now used as a target board. Once this is done, then a layer of gold can be electroplated on the copper to a depth of at least 4 \( \mu \)m to protect the copper surface from oxidation and to permit a proper polishing of the gold. This surface may also have to be recrystallized and polished to finally stabilize it to the laser pulses and to the "smoothness" conditions. Once this plate has been constructed, then we believe it will be a stable absorber of the laser radiation and hence can be calibrated to permit accurate beam-profile measurements. We also believe that the damage threshold will easily exceed the 20 J/cm\(^2\) and probably will reach the values implied by reference 31, which is about 50 J/cm\(^2\). If our understanding of the plasma breakdown process is complete, we can expect to have an interface that can take the 120 J/cm\(^2\) design limit as long as the total temperature rise of the
substrate* is less than 300°C and we can get rid of the metal flakes with less than 4 μm thickness.

In any case, our suggested solution is to build one such plate and accept the damage threshold as the design limit for measurements. We then use SF₆ as the means to extend the fluence levels beyond the measured damage threshold.

Finally, we suggest that this plate must always be maintained above the dew point or in a water-free environment and that this plate be mounted to accept the expansion from heating without any strain. A change of 400°C from 0°C implies a 0.66 percent change in length of copper. This is almost 2 mm along the 30 cm length.

3.5 References


* We have been informed that copper can have significant vapor pressure in a high vacuum system when the temperature of the material gets as high as 400°C. If the suggested cycling in section 10 from 100°C to 400°C show no reduction in damage threshold, then this issue is insignificant. It is possible gold will diffuse into the copper.
[25] Private communication with George Theophenis (AVCO).
[28] J. Hayden and I. Liberman, Measurement at 10.6 $\mu$m of Damage Threshold in Germanium, Copper, Sodium Chloride, and other optical materials at levels up to $10^{10}$ W/cm$^2$, page 173, same publication as reference 26.
[34] D. L. Decker and D. J. Grandjean, Physical and Optical Properties of Surfaces Generated by Diamond-Turning on an Advanced Machine, page 122, Laser Induced Damage in Optical Materials; 1978, NBS Special Publication 541. See comment on page 125 relative to the micro-cracks and voids. Also see reference 35.
[40] V. I. Kovalev, F. S. Faizullov, Investigation of Surface Breakdown Mechanism in IR-Optical Material, page 318, same publication as reference 34.
[45] To satisfy MIL-G-45204B, Amendment 2, Type IID, we should use a plating compound of gold with 1 percent cobalt. This is the hardest plated gold. The question here is: Can this mixture have an adequate damage threshold compared to the pure gold? A test will have to be made.
[46] Private communication with David Read (NBS). He suggests that the copper will have to be subjected to a recrystallization stage for a time period equal to ten times that period the pulses are to be applied. This implies a 100 μm depth in copper for 100 μs pulses. The gold plate will behave as a thin film on the copper, therefore, the gold's crystalline structure is primarily determined by the behavior of the copper surface and not by the character of the gold.
[48] R. C. Fullerton-Batten, A. Baymor, and W. O. Fauson, Using Beryllium Instead, Part I in Optical Spectra, July 1979, page 49; Part II in Optical Spectra, August 1979, page 50. They discuss the construction of dimensionally stable mirrors. This point may relate to this problem of prompt plasma ignition.
4. Dealing with the Absorbed Heat to Get Beam Profile Measurements

This section is organized differently from the previous two. Here we deal with a series of technical decisions on the structure of the target board, on the number of allowed pulses in a given measurement sequence, and on the spatial sampling structure of the heat distribution at the back surface of the target board. Because these decisions are somewhat arbitrary, yet are unique in the sense that some decision has to be made before the rest of the equipment can be built, we develop the specifics here and just give a reason why the values for design were taken rather than attempt to show many possible solutions.

4.1 Purpose of this Stage

Here we select the necessary thickness of the target board, the allowed number of laser pulses during a measurement sequence, the preparation of the back surface of the target board for optimum thermal emission, the spatial sampling for the detectors, the temporal sampling of each heat pulse, and finally the details of the calorimeter disks cut into the back of the interface plate. This discussion shows what are the issues in design by generating a specific example. If it proves necessary to change some of the constraints suggested, then some of the elements of this board will also change.

4.2 Selecting the Necessary Thickness of the Copper Plate

Table 4.1 shows the temperature rise per pulse in the copper plate neglecting any transverse heat flow, assuming that the gold on the front of the target board has an average absorption of 0.03 for the entire potential temperature change of 300°C (as already discussed in section 3) and using the maximum and minimum design fluences as a function of different thicknesses of the target board. We see that the dynamic range of the temperature changes per pulse can be from 20 m°K to 10°K. If we assume that a practical sampling rate for temperature measurement will be about every millisecond (see the timing issues in the electronic section), then it is desirable to choose the thickness of the plate to be thin

Table 4.1. Selecting Thickness of Copper Plate Using Formulae $\Delta T = \alpha F/(C_p d)$, and $\tau = C_p d^2/(\pi^2 K)$.

<table>
<thead>
<tr>
<th>$\Delta T$ (K)</th>
<th>Thickness d(mm)</th>
<th>Applied Fluence F(J/cm$^2$)</th>
<th>Fundamental Time Constant $\tau$ (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.5</td>
<td>1</td>
<td>120</td>
<td>0.89</td>
</tr>
<tr>
<td>0.087</td>
<td>1</td>
<td>1</td>
<td>0.89</td>
</tr>
<tr>
<td>5.2</td>
<td>2</td>
<td>120</td>
<td>3.58</td>
</tr>
<tr>
<td>0.044</td>
<td>2</td>
<td>1</td>
<td>3.58</td>
</tr>
<tr>
<td>3.5</td>
<td>3</td>
<td>120</td>
<td>8.05</td>
</tr>
<tr>
<td>0.029</td>
<td>3</td>
<td>1</td>
<td>8.05</td>
</tr>
<tr>
<td>2.6</td>
<td>4</td>
<td>120</td>
<td>14.31</td>
</tr>
<tr>
<td>2.6</td>
<td>4</td>
<td>1</td>
<td>14.31</td>
</tr>
</tbody>
</table>
enough so that the second time constant (this is 1/4 the fundamental time constant) will be no larger than 1 ms. This implies that the plate thickness where temperature measurements are made should be no thicker than 2 mm. In this way we will have single exponential time behavior. In those areas where the temperature is not being measured, the thickness should be large enough to support as many pulses as necessary under the worst conditions while minimizing the warping process. Further, the plate should be flexible for bolting down to the drone and getting a reasonable curvature for defocusing the laser beam. For a plate of 23 cm by 33 cm, 3 or 4 mm is about as thick as needed for heat loading and still have adequate flexibility for bending. We presume in this discussion that the thickness will be 3 mm. This is about 1/8 inch which should be a commercially available thickness from cold rolling of sheet copper.

We set the active dimensions of the plate to be 20 cm by 30 cm as it can fit on the drone's front payload section which has dimensions 23 cm by 60 cm.

4.3 The Allowed Number of Laser Pulses for a Run

Table 4.2 shows what is the allowed number of pulses under two extreme limits assuming that the design fluence level has been deposited on the interface. If there is no beam jitter, the number of pulses that are allowed would be 57 for the area where temperature measurement are to be made and would be 85 in remaining areas of the copper plate. The radial-heat conduction will allow some adjustment of this pulse number. For large spot-diameter-laser pulses, this adjustment can be expected to be of no consequence, therefore, a design limit for a run would be no more than 57 pulses at the 120 J/cm² fluence level if there is no beam jitter. To the extent the beam jitter implies the overlap between laser pulses is less than 20 percent or so, then the statistics model can be applied. In this case, the limit on the number of pulses is greater than 1600.

Table 4.2. Allowed number of pulses for maximum fluence using (1) no statistics and (2) gaussian statistics for each thickness.

<table>
<thead>
<tr>
<th>Number of Pulses Without Statistics</th>
<th>Number of Pulses With Statistics</th>
<th>Plate Thickness (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N_{m} = 300K/\Delta T</td>
<td>N_{g} = N_{m}^2/2</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>392</td>
<td>1</td>
</tr>
<tr>
<td>57</td>
<td>&gt; 1600</td>
<td>2</td>
</tr>
<tr>
<td>85</td>
<td>&gt; 3600</td>
<td>3</td>
</tr>
<tr>
<td>115</td>
<td>&gt; 6600</td>
<td>4</td>
</tr>
</tbody>
</table>
4.4 Preparation of the Back Surface for Optimum Thermal Emission

Those areas, where the temperature is to be measured by a detector that is not in contact with the plate, should have as high an emissivity as possible. To get the high emissivity, either a black paint, gold black (best), or emulsified carbon will do the job. We must keep in mind that this layer will reduce the actual temperature radiating to the detector, therefore, this layer should be very thin.

Those areas, where no temperature measurements are to be made, should have minimum emissivity so that the electronics inside the drone do not get unnecessarily heated. This can be done by using a shield between the interface plate and the electronics. In this case, the shield would have holes to allow the detectors to see the appropriate areas.

4.5 The Spatial Sampling for the Detectors

Selecting the proper spatial sampling procedure on the back of the plate is difficult. If scanning type techniques can be applied, then the limiting criteria for sampling density is the scan rate of the technique. Most commercial scanning techniques have a scanning rate around 1/60 second or slower for each frame. This is too slow if we are to examine details of a heat pulse at the expected millisecond rate. A second disadvantage of the scanning technique is the skew in time of the beam profile induced by the scanning process. If the sample and hold technique works properly within the vidicon then this may be minimized. Further issues about the scanning system will be discussed in the detector part of this report. Here we presume that scanning will not be used because the dynamic range of temperatures is too much for such devices (20 m°K is not seen by these devices), the skew is not desired, the optics for fitting the image of the back of the plate takes up too much of the drone's interior, and there is needed a development of an appropriate array of pyroelectric detectors in the vidicon for efficient use of the TV scan technique at higher scan speeds.

Given the above discussion, we now assume that the technique for sampling the back of the plate will be an array of detectors. Commercial detectors have cans which will allow a density of about one every centimeter. This would imply for a 20 cm by 30 cm active area, about 600 detectors. This is a very large number of electronic channels and therefore is expensive. We need to identify how few detectors we can use and yet get sufficient accuracy for our beam profile measurements.

We now list the issues that can set the number of such detectors.

1. The expected deconvolution effects due to plasma ignition will have dimensions around 3 cm radius. The velocity of sound is near $3 \times 10^5$ cm/s.

2. The heating of the SF$_6$ can imply deconvolution effects around one centimeter radius. The velocity of sound may reach $10^5$ cm/s.

3. The details of interest about the beam profile are primarily an average and variance of the beam parameters within a run or between runs and not of the actual details in a single pulse. Thus we need only as much detail as is necessary to get convergence in estimating the averages.
4. Choosing a mathematical model that can represent the shape of the fluence distribution will affect the apparent accuracy for the beam parameters. There are three practical models. One model assumes a simple linear interpolation between the measured data and assumes that there is no error in the individual measurements. The error estimates are determined by using comparisons between different pulses within and between runs. A second model assumes that there is smoothness in the fluence distribution because it is at the far field of the optics. In this case we use cubic spline techniques to fit the measured data. (See section 8 on modeling.) Again the errors are presumed to be estimated comparing the results between pulses. A third model assumes that the shape of the fluence is approximately described by sinc functions for each of two transverse dimensions. Thus we have

\[ F(x,y) = F_0[sinc[a(x-x_0)]sinc[b(y-y_0)]]^2 \]

as the fluence shape. The x and y are referenced relative to the center \((x_0', y_0')\) of each pulse and the a and b are adjusted to get an estimate of the spot size of the fluence distribution. The \(F_0\) is adjusted to the energy in the pulse. (Skew in the fluence distribution is ignored here.)

5. The choice of measurement technique should be insensitive to the models because the measurement situation will not necessarily be as expected once the actual laser system is operational. Therefore the key issue for selection of the number of detectors is to choose enough for data details and to expect the computer with appropriately modified software to use models such as the ones indicated in (4). No preprocessing of data is proposed within the drone because we need complex computer algorithms.

Given the above issues, we set the number of detectors to be as large as the budget will allow and to decide somewhat arbitrarily that this number should be at least a ten by ten array or one every 3 cm in the horizontal direction (x coordinate) and one every 2 cm in the vertical direction (y coordinate). This level of sampling would imply a worst case determination of the center of the peak fluence to an accuracy of ±1 and ±1.5 cm respectively. The position of the centroid of the fluence will be at least this same accuracy or better. The actual accuracy estimates for both positions depend on the model used.

4.6 Temporal Sampling of each Heat Pulse

The sampling rate for the time dependent details of a detector is determined by the time constants of the analog electronics, the detector, the interface plate, and the digital electronics. We have already set the key time constants of a heat pulse to be in the 1 to 10 ms range, therefore, it is reasonable to set the time scale of all electronics to be at the 1 µs to 1.0 ms level. There is not much point to making them have speeds significantly faster than the details of the heat pulse. Because we want to allow a high rep rate for the laser pulses, so the design will work as the laser system changes, we choose a millisecond for data sampling with the provision that some millisecond periods of sampling will have no actual data storage. In this way we can conserve the data memory, simplify the
structure of the electronics and have maximum flexibility in the sampling of each heat pulse. For example:

1. One strategy would be to start the process with a measurement of the heat pulse as seen by a detector at the time (within 20 μs) of the incident laser pulse. Wait for 3 or 4 ms to allow the high order exponential features of the heat pulse to decay and then measure at the next 3 or 4 ms intervals.

2. A second strategy would be to use the earlier 3 or 4 ms and therefore measure the signal around the peak of the signal.

4.7 The Calorimeter Disks Cut into the Interface Plate

Here we discuss the issues for construction of the disks into the back of the interface plate. There are two competing issues:

1. By just accepting a flat plate of 2 mm thickness everywhere, the cost of construction will be a minimum. This configuration is easier to use since there is no unique location for the selected heat pulse structure. Unfortunately, the polishing and surface preparation on the front surface of the plate may require a thicker plate than the 2 mm. It may have to be 3 or 4 mm thick. In this case, it becomes very desirable to have the calorimeter disks cut into the plate.

2. In the calibration process, there is advantage to knowing the expected temporal shape of the heat pulse from first principles. By cutting rings into the back of the interface plate to create discrete heat modes, we get single-exponential temporal behavior in our pulse shape provided the electronics do not significantly distort the measured values. This known mode behavior can be used in computer program to estimate errors in measurement of a given heat pulse. For example, the change in the computed time constant of the exponential could provide a consistency check of the absolute temperature in the individual disk.

Figure 4.1 shows how the disk cut could be made so that the single pulse heating will not damage the plate at the cut and so we can get a signal with the exponential time dependence. Table 4.3 shows that a radius of 2 or 3 mm gives a time constant in the tens of milliseconds range. This size of disk is consistent with an interval between pulses near 10 ms. For rep rates near 10 per second, we could use 5 mm radius disks.

For a first design effort we suggest that two rolled commercial grade plates of copper be obtained. One plate would be about 1.5 mm (1/16") thick with no disk cuts and the second plate would be about 3 mm (1/8") thick with disk cuts as suggested in figure 4.1. Each plate would then be subjected to multiple polishing and recrystallization cycles to see how well the front surface can be stabilized. In addition, these plates will have to be bent slightly to simulate the resulting strains. In order to minimize costs, neither plate will not be gold plated until it is clear by these tests* which plate will show no local plasma

* Note that oxidization must be avoided by keeping the plates in an oxygen-free environment.
Figure 4.1 The cross section of the disk cut into the target board.
Table 4.3. Radius of copper disk versus time constant for lowest order radial mode. \( \tau = \frac{c_0 \rho R_0^2}{(\xi^2 K)} \). Here \( \xi = 2.4 \) is the first zero of Bessel function \( J_0 \).

<table>
<thead>
<tr>
<th>Disk Radius ( R_0 ) (mm)</th>
<th>Fundamental Time Constant ( \tau ) (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.53</td>
</tr>
<tr>
<td>2</td>
<td>6.13</td>
</tr>
<tr>
<td>3</td>
<td>13.8</td>
</tr>
<tr>
<td>4</td>
<td>24.5</td>
</tr>
<tr>
<td>5</td>
<td>38.3</td>
</tr>
</tbody>
</table>

ignition at the required design level. To decide how large these test plates should be, we will depend on the advice of the persons who do the polishing. Our suggestion is that these plates should be at least 8 cm by 12 cm so the issues of large area polishing can be tested, and so we can confirm if the copper (OFHC) can be obtained that is homogeneous over this area in crystalline structure, in the absence of voids, etc.

5. Detector System

5.1 Purpose

This system is to read the temperature profile of the back side of the target board.

5.2 Problem

The system is to read the temperatures of the backside of a plate 20 cm x 30 cm. The resolution will be such as to divide the area into 100 pixels. The range of temperatures of the plate will be from 100°C to 400°C. The individual pulses to be read will cause temperature rises from 0.04°C to 5°C determined from the incident energies and an assumed target board thickness of 2 mm. All 100 elements are to be read at rates up to 1000 per second.

5.3 Solutions

There are two approaches to reading the temperature profile of the backside of the target board. Individual thermal sensors in intimate contact with the surface could be used, or the temperature can be sensed from power emitted to detectors separated from the surface. The first approach avoids signal losses due to projection optics and avoids the complications of the temperature to the fourth power nonlinearity of thermally emitted
power. The second approach avoids difficulties, that may occur in changing target boards, due to inconsistent thermal contacts with the sensors.

Considering the intimate contact sensors, many devices are commercially available. There are number of thermocouples that cover the 100°C to 400°C range. However, an absolute calibration to 0.004°C (10% of 0.04°C) is very unlikely. Commercially available thermistors give much greater voltages at levels of impedances more compatible with inexpensive amplifiers. The contacting thermistors may also avoid the reference junction requirements of the thermocouples; however, both systems will require considerations to avoid thermally caused drifts in the electronics. The range of readily available thermistors may be limited to temperatures far below 400°C. With either thermocouples or thermistors it must be demonstrated that a design including the amplifying electronics could be created that would have the bandwidth, temperature ranges, and resolutions required. To avoid having the expense of another sensor array for each target board, it would be preferable to be able to remove and attach this array to many boards.

For the radiation detection sensors we can go into more detail [1].

There are a number of ways to read the radiation patterns: (1) a single detector using optics and mirrors to scan over the two dimensions of the target, (2) a linear array that is electronically multiplexed for one axis scan and a moving mirror for the second axis scan, (3) an infrared vidicon camera with two dimensional electron beam scanning, (4) an array of individual detectors, one for each pixel, that electronically is multiplexed for the readings of each detector. There are commercially available systems using each approach. However, we know of no infrared system that is designed to read 1000 images a second. In addition, the best systems, operating at relatively low frame rates, claim temperature resolution of 0.1°C. In the case of interest, it is desirable to read an increment of 0.04°C with some precision. Since we have not found the data for a commercial system that will satisfy the conditions of the posed problem, we will attempt to determine if such a system is feasible.

The conditions of the problem must be converted into parameters typically used in evaluating infrared detectors.

Since the radiated power is a nonlinear function of the temperature, i.e., increases with the fourth power of the absolute temperature, we need to know both the changes in emitted power and the absolute temperature of the target.

First, we express the temperature changes as emitted power per unit area. From a 100°C target temperature and a 0.04°C rise, assuming an emissivity of one, we calculate an increase in power of 4.7 x 10^{-5} W/cm^2. At the other extreme of 400°C and a 5°C rise per pulse we have an increase in thermal emission of 0.035 W/cm^2. This gives a range of 745:1 for the increments in temperature to be measured. For a 10 percent measurement at the lower end we will need a total dynamic range of about 7,450:1 for the increments in power. If the full range of 100°C to 400°C is divided into 0.004°C increments (0.04°C to 10% accuracy), there are 75,000 temperature intervals. Taking into account the fact that the emitted power goes as the fourth power of the temperature, and assuming a linear electronic system, dividing the whole power range by the smallest increment in power gives us approximately another
factor of 10, making a total of 750,000 intervals. It is unlikely that there exists a single linear detector-electronics system that would cover this full range without changing some components within the range. The preceding points may lead us to a compromise for the final practical system.

Now consider a single detector, mirror scanning system. If 1000 readings per second of 100 elements are to be taken the single detector must give readings at a rate of $10^5$ per second. Assuming a 10-90 percent response time of $10^{-5}$ seconds, to allow each reading to come within about 10 percent of its true value, the system will need a bandwidth of at least $3.5 \times 10^4$ Hz. At the low power increments where $4.7 \times 10^{-5} \text{ W/cm}^2$ is emitted, a 10 percent measurement will require a signal to noise of about one at a level of $4.7 \times 10^{-6} \text{ W/cm}^2$. If fast f/1 optics is used, allowing for some reflection losses, the power density at the detector may be reduced by a factor of 20 to a level of $2.4 \times 10^{-7} \text{ W/cm}^2$. Now the power collected by the detector will be proportional to its area, but there will be limitations on the detector size dictated by the limits in size of the optics, the costs, and the device physics. Letting $A$ be the detector area in $\text{cm}^2$, for the above bandwidth, the noise equivalent power (NEP) of the detector will have to be lower than $1.3 \times 10^{-9} \times A \text{ W Hz}^{-1/2}$. This implies a detectivity, $D^*$, greater than $7.8 \times 10^8 \times A^{-1/2} \text{ cm Hz}^{1/2} \text{ W}^{-1/2}$. For a practical $1 \text{ mm}^2$ area detector this gives a $D^*$ greater than $7.8 \times 10^9 \text{ cm Hz}^{1/2} \text{ W}^{-1}$. An ideal, background limited detector for $300 \degree C$ will have a $D^*$ of $2 \times 10^{10} \text{ cm Hz}^{1/2} \text{ W}^{-1}$. Practical devices will have lower $D^*$'s. In fact, it is very unlikely that there exists a room temperature broadband thermal detector that has a $D^*$ above $10^9 \text{ cm Hz}^{1/2} \text{ W}^{-1}$ for modulation frequencies of 100 Hz. For a system to operate with a bandwidth of over $10^4$ Hz there is no room temperature detector that will have the required $D^*$. If we accept cryogenic cooling of a semiconductor detector, it is possible to obtain detectors that, when viewing a $300 \degree C$ background, will exhibit $D^*$'s of a few times $10^9$. (Published data for $D^*$ is usually given for specific wavelengths or $500 \degree C$ sources and one must estimate the $D^*$ for looking at a $100 \degree C$ source.) From the above considerations the single detector mirror scanning system to read the changes in temperature is marginally possible if cryogenically-cooled detectors are acceptable.

In addition to the noise equivalent power considerations, for the above single detector system to work we have to create a mirror scanning system that will generate 1000 frames per second. This may be a formidable task not only because we have to synchronize on the laser pulses because of the speeds of moving parts that would be required, but also because of the space limitations in the drone for the instrumentation. In addition, there will probably be other reflection losses and sources of noise generated by the scanning system. Unless we compromise on the temperature ranges to be measured, it is unlikely that this approach using a single detector will work.

The second approach using a 10 element linear array for one axis and a mirror for the other axis could gain us a factor of 3 for the required NEP because we could get by with 10 times less bandwidth. However, we still have most of the problems stated above.

The vidicon approach, in principle, appears ideal because the scanning mechanism is simple, very high scan rates are possible and synchronization is easy. One also gains in
that each pixel of the image can accumulate incident energy for a large fraction of the frame interval. This contrasts with the single detector approach where the energy for each pixel would be collected for 1/100 of the frame interval. However, there are other factors that limit the minimum resolvable temperature and spatial resolution stated. Pyroelectric vidicons have achieved 0.1°C minimum resolvable temperatures at low frame rates, but we need a 0.004°C minimum resolvable temperature at a high frame rate. There are other factors such as susceptibility to electromagnetic interference (EMI) and acoustic noise for which we do not have sufficient data for any evaluation.

We will now look at the fourth approach, a two-dimensional array of individual detectors. With this system each pixel can achieve the noise equivalent temperature, or noise equivalent power, of an individual detector. The period to collect energy should be at least as good as the ideal vidicon. Although the multiplexing readout electronics is more complicated than that for the vidicon, it is reasonably straightforward. Synchronization should be easy. It just has to be shown that one can measure the temperature profile with sufficient accuracy.

For this approach we will take readings at an interval of 10^-3 seconds. This implies a required bandwidth of about 350 Hz. Following the same arguments given for the single detector mirror scanning system our NEP or D* requirements are relaxed by a factor of 10. Continuing to assume f/1 optics, this leads us to require an NEP/A ratio less than 1.3 x 10^-8 W cm^-2 Hz^-1/2 or D* A^1/2 product greater than 7.8 x 10^7 cm^2 Hz^-1/2 W^-1. For a 1 mm^2 detector this implies a D* greater than 7.8 x 10^8 cm Hz^-1/2 W^-1. At these levels cryogenically-cooled detectors clearly have sufficiently low noise equivalent powers. We would prefer to use an ambient temperature detector. A "space qualified, independently verified" room temperature pyroelectric that is of sufficient size and operates at 350 Hz has been reported [2] with a D* A^1/2 of approximately 9 x 10^7. This D* A^1/2 would still be a marginally acceptable value.

We can possibly gain over a factor of ten in signal by modifying the collecting optics and increasing the detector areas. Instead of the f/1 optics we may use a simple, proximity coupling of the radiation from the target board to the detector. We can also add reflective surfaces, as part of the radiation shielding mentioned earlier, to couple more radiation onto the detector. The maximum possible radiation density at the detector would be equal to the power density emitted from the target board. This "optics" is possible with the 100 element array where the detectors are spaced such that they are spread out to cover the same area as the target board. The detector area can also be increased. If technically possible without reducing the D*, 2 x 3 cm^2 detectors could be used to collect the maximum possible signal. At best we would gain a factor of 20 from the optics and 24 from the increased area to reduce the D* requirement to 1.6 x 10^6 cm Hz^-1/2 W^-1. This lower D* value opens up a number of possible detectors [3].

Now that it appears that we are approaching possible solutions to the low-level measurements we will consider other factors for some specific detectors.

We can estimate an NEP/A ratio for fast bolometers. What is actually needed is an NEP/A for the complete dc to 350 Hz system including detector and amplifying electronics.
The NEP/A ratio must be less than $4.7 \times 10^{-6}$ W cm$^{-2}$. Normalizing to a one Hz bandwidth the NEP/A ratio must be less than $2.5 \times 10^{-7}$ W cm$^{-2}$ Hz$^{-1/2}$. Nanosecond response time bolometers have been made with an NEP/A of $10^{-5}$ W cm$^{-2}$ Hz$^{-1/2}$ [4]. The speed of these devices was very good but the NEP/A was too high. Taking optimum inferences from reported data [2], thermistors with time constants of 1.9 milliseconds have been made with an NEP/A of $4.8 \times 10^{-8}$ W cm$^{-2}$ Hz$^{1/2}$. This time constant corresponds to a 10 to 90 percent rise time of about 4.2 msec. The NEP/A looks reasonable but the response time was too slow, the actual NEP were taken at 15 Hz, and noise spectra were not given. One could infer that by reconstructing these devices for a faster response, with some sacrifice in NEP one may be able to meet the NEP/A ratio. It would have to be demonstrated that the system would meet the required NEP/A for the complete required bandwidth and would give sufficient accuracies over the full dynamic range.

An estimate for an NEP/A for pyroelectric detectors can be made. From a manufacturer's data [3] a $2 \times 2$ mm$^2$ pyroelectric will exhibit at 350 Hz an NEP less than $2 \times 10^{-9}$ W Hz$^{-1/2}$. This gives an NEP/A of $5 \times 10^{-8}$ W cm$^{-2}$ Hz$^{1/2}$. This is essentially the same NEP/A derived for the bolometer, but the noise data for the pyroelectric is clearly for the required operating frequencies, and the data incorporates a first stage of the detector electronics. As often supplied, the detector electronic package exhibits a 20 db per decade roll off in the responsivity with frequency. A compensating amplifier or a current feedback amplifier can be used to make the frequency response flat to well beyond 350 Hz. At the low frequency end these pyroelectrics will roll off because of a thermal time constant and a dc response is not possible.

From estimates of the current responsibility for pyroelectrics and noise factors for available amplifiers, it is possible to show that the range of increments in temperature of 7450:1 could be covered by a pyroelectric detector and a single current mode amplifier, but a full dynamic range of $7.5 \times 10^5$ is very unlikely.

The preceding arguments have brought out a number of the difficulties of creating the detector arrays and they have not left us with any clear solution. Where the numbers come close there is little room for error in the assumptions and little room to allow for other potential problems that have not been mentioned. One cannot say that a thermocouple, thermistor or pyroelectric is best on theoretical grounds. One can compare specific devices with the data available. There still remain unknown factors such as the susceptibility to acoustic noise and EMI.

5.4 Suggested Solution

Because there do not exist commercially available systems to perform the tasks required, and because estimates based on available data do not leave much room for error, some prototype designs will have to be developed. Because a two-dimensional array has the potential for the widest dynamic range, it can fit into the required space and it can easily be synchronized with the laser pulses, this array of sensors which matches an area on the target board is suggested. Before developing the complete two-dimensional array, a single channel that can be duplicated later to 100 or more elements should be proven useful. The
proof should involve sensing the backside of a target plate upon which is incident laser pulses of the energy densities and repetition rate to be expected. A complete proof would involve operation within the drone environment with the drone in flight.

Three prototype designs can be pursued in parallel. One design assumes intimate contact with the target board and two designs read the radiated power from the surface. For the intimate contact design one could use thermocouples or themistors. For reading the radiated power, the designs could use thermocouples, thermistors, or pyroelectrics. In order to cover the complete dynamic range, the final system will probably require two of these designs, one for reading the absolute temperature to an accuracy of about 10 K and a second to read the differences in temperatures from pulse to pulse with a noise equivalent temperature of 0.004 K. The dual system would offer some crosscheck on the system operation and some redundancy in case of system failure. By using a dual system the dynamic range of each can be considerably smaller. The electronic bandwidths of the two systems can match the measurements better. The contacting system with a bandwidth of dc to 35 Hz could track up to 100 readings a second. A radiation monitoring system, responding to the transients in the temperature, with a bandwidth of 35 Hz to 350 Hz, will give a millisecond response.

With the development of the prototypes the design must account for the fact that they must be assembled in approximately a 100 element array. Compatibility of a dual system could also be in the design. It is possible that an array of off-the-shelf, one-inch diameter packaged pyroelectric-amplifier modules could operate as the transient temperature reading systems. There would then be room to feed contacting thermocouple wires between these modules to measure the absolute temperatures.

Again, it should be emphasized that the unknown factors of vibration and acoustic noises and EMI problems will have to be evaluated. It is recognized that pyroelectrics are also piezoelectric, but it is also true that sensitive thermocouples or bolometers with their associated electronics are "microphonic." There are schemes for mounting each of the devices to reduce the noise, and to what extent these will overcome the noise sources for this application will have to be determined experimentally.

5.5 References

[3] Lists of commercially available detectors are given in Laser Focus 1979 Buyers Guide, however, the data must be read with caution because the optimum value for one parameter may not occur at the same time as the optimum for another parameter.
6. Electronics Stage

6.1 Purpose

The purpose of this stage is to gather data from the detector array, store it, and subsequently transmit it to the ground station. The following constraints are assumed in the design of this stage. The electronics will be mounted inside a towed drone aircraft and, as a consequence, there will be strict limitations on size, weight, and power. Furthermore, the electronics must be airworthy if not flight certified. The drone will be towed at a speed of 130 to 150 m/s at a height of approximately 1 km (Above Ground Level). There will be no more than one experiment performed per pass over the ground station. Each experiment will consist of no more than 100 pulses. There will be no more than five (5) data points per detector per pulse spaced on integer multiples of 1 ms which are synchronized with the leading edge of the pulse. The detectors will be placed in a regular 10-by-10 array behind the target board. In addition to the detector, there will be additional channels of data designed to give information on the quality of the measurement.

6.2 Problems

It is clearly mandatory that the electronics must be constructed and mounted in a manner that prevents its operation from being degraded by the environment of the drone. Procedures and techniques for protecting the electronics against the detrimental effects of vibration, shock, and temperature, should be employed. Vibration seems to be a minor problem but shock may be much more serious. The equipment does not need to operate within specs during the shocks of launch and recovery but it must survive this trauma without losing its calibration. Temperature will have an effect on the calibration of the analog electronics and the A-to-D converters and it would be ideal if the temperature could be maintained at a fixed value, but if this cannot be done, the electronics' temperature should be measured as part of the experimental data.

There is ample power provided in the drone to run the electronics but converters will have to be incorporated to provide the specific voltages required by the electronics. Measurements of the power supply voltages and a calibrated, battery driven, source should be included in the data of each experiment.

Electromagnetic interference generated by the pulses with plasma ignition could be a problem but it should be possible to adequately shield the electronics from this influence. To avoid the possibility of EMI causing errors in the data transmission, the data for an entire experiment will be stored on board and transmitted down after the conclusion of the experiment.

The design of the signal conditioning and A-to-D conversion electronics must ameliorate the effects of a variety of error sources. The ones considered here are: quantization error, skew error, and aperture error. Quantization error comes from the fact that the A-to-D converter is attempting to represent a continuous quantity with a limited number of discrete values. For a variety of reasons which will be explained later, we have chosen to
use an 8-bit converter. This implies that the full scale range is divided into 256 parts, and if the converter is working perfectly, gives an average worst-case error of ±0.2 percent of full scale. It is desired to achieve an accuracy of at least 10 percent of reading, and with the 8-bit converter, we will get a useful range of 25 to 1. As pointed out in the previous stage, this is insufficient to cover all situations and further discussion on how to accommodate this will be presented later. Skew error can occur when all of the elements of the detector matrix are not sampled at the same instant in time. If the time difference is significant, it will cause a distortion of the profile which is difficult to remove with subsequent data processing. For this reason as well as the ones mentioned in previous stages, a video type scan was eliminated from consideration as a viable technique. Aperture error is caused by the fact that uncertainty in the time that a sample was actually taken is reflected in a voltage uncertainty in the reading of an A-to-D converter. Designers generally try to keep the worst case aperture error about the same as the total quantization error. In this case, if the detector time constant is 1 ms and we use an 8-bit converter, the maximum allowable aperture is 3.9 μs. This implies that either the conversion time is less than 3.9 μs, or a sample-and-hold is used ahead of the converter.

It was pointed out earlier the range required to cover just the increments in emitted power from the target is estimated to be 745 to 1. To cover this range with one gain setting and with an accuracy of at least 10 percent of reading, we would require a 13-bit A-to-D converter. Using a converter of this size is not desirable because at the current state-of-the-art, it would be too slow, too expensive, and would necessitate increasing the memory size by 60 percent. The 8-bit converter will probably handle the dynamic range encountered in any given experiment. The difference between experiments can be handled by using sets of plug-in attenuators. To further enhance the available dynamic range, a delta coding scheme will be used, i.e., for any given detector, the current data point is the difference between the current output voltage and the output voltage which existed at the time the previous data point was taken.

The 8-bit converter was chosen because it seemed to be a good engineering compromise covering the following considerations: 8-bits will probably provide sufficient dynamic range for any given experiment; there is a good selection of single chip integrated circuits available which can perform the 8-bit converter function, inexpensively and with good speed; and it limits the memory to a reasonable size. In order to digitize the outputs of 100 detectors in 1 ms, a single analog multiplexer and A-to-D converter would have to be able to select and digitize any channel in 10 μs or less. This kind of performance requires rather sophisticated and expensive technology.

The memory is intended to store all of the data from one experiment so that it can be telemetered to the ground immediately following the experiment. The memory required can be calculated as follows: memory = 100 pulses x 5 samples/pulse/detector x 100 detectors x 1 byte/sample = 50,000 bytes. To this figure, additional memory would be added to store data designed to give information on the quality of the measurement. However, this does not represent an unreasonable amount of memory. It could be easily accomplished with either solid state memory chips or bubble memory. Bubble memory would be more compact but either could fit in the confines of the drone.
Data reduction aboard the drone was considered and rejected. The main motivation for doing data reduction on board would be to compact the data to reduce the bandwidth required for transmission to the ground. There does not seem to be an unreasonable amount of data in this case and furthermore, some methods of compaction destroy some aspect of the information contained in the data. Since this is an experimental endeavor, it would be best not to destroy any potential information.

The bit rate required to telemeter all of the data in 1 sec is about 0.5 Mbits/sec including some allowance for data framing and error checking. This rate is well within the capabilities of available technology, therefore, should not represent any problem in the design.

6.3 Suggested Solution

The above analysis points rather clearly to the design that should be used, with only a few choices to be resolved, consequently, the design should be straightforward and well within the available technology.

The design and construction of a scientific data logger should be done in a manner that future expansion can be easily accommodated. This suggests the use of standard circuit cards which are supplied by a variety of vendors. An example would be cards which support the "multibus" or the "std bus." Some of the cards could be standard products while the others would require special design.

While it is certainly possible to use a single A-to-D converter with a 100 channel multiplexer to scan the detectors, it appears that a more "solid" engineering choice would be to use one A-to-D converter per channel. It is possible to buy 8-bit, A-to-D converters for less than $10 each, making this approach cost only slightly more than a single converter but requiring much less performance. Each of the 100 detector channels would require two sample and hold circuits, one difference amplifier, and one 8-bit A-to-D converter. One sample and hold would be connected to the output of the detector amplifier, the other sample and hold would be connected to the output of the first, the inputs of the difference amplifier connected to the sample and hold outputs, and the A-to-D converter connected to the output of the difference amplifier.* The first sample and hold is triggered at the instant the detector output is to be sampled. After a small delay, the A-to-D converter is triggered. When the conversion is complete, the second sample and hold is triggered so that it saves the current detector voltage until the next sample. In this way, the A-to-D converter output will represent the voltage difference between the current detector output and the previous sample. All 100 detector channels would be doing the same thing at the same time.

* This design assumes each voltage measurement is proportional to the temperature measurement rather than to the time derivative of the temperature. The design will have to be modified if the time derivative proves to be the better method.
so there would be no skew error. Each pulse would have five samples, the first would be triggered by an infrared detector placed to view a side lobe of the laser beam, the subsequent samples would be equally spaced from the first one by intervals which would be integer multiples of 1 ms. A ROM which plugs into the control portion of the electronics would determine the spacing for a particular experiment.

The output of the A-to-D converters are connected to a digital multiplexer which sequentially stores the converter output values into the memory. This multiplexer functions like a direct memory access channel (DMA) in that it supplies to the memory not only the data, but also the address where it is to be stored. This DMA is started when the conversion cycle is complete and ends when all of the data has been stored; there should be no problem completing this function before the next conversion cycle begins. The control electronics loads the starting address of the next detector scan in the DMA before the next scan begins.

The memory will be organized in standard computer fashion and will employ solid-state technology. Solid state is chosen over bubble memory because at this time it is a more mature technology and it is possible to get standard products which have 64 kbytes on a single board.

The control electronics would be implemented by a standard microprocessor board. This approach allows considerable flexibility in the details of how the data logging system should operate and does not require a special hardware design. The microprocessor could also format the data and add error checks in preparation for telemetering.

Since the data rates are in the vicinity of 0.5 MHz, it will be possible to use standard transmitters and receivers in the VHF band. If the data transmission requires one second, the drone will subtend an arc of about 8.5 degrees at the ground. This should pose no problem with the line-of-sight requirements for telemetry.

7. Special Measurements and Controls at the Drone

Special information is necessary when the drone flys past the laser system. This section discusses briefly the determination of this information. This section deviates from the basic format. Here we define a purpose and then discuss in sequence each of the special measurements and controls.

7.1 Purpose of this Stage

There are at least 16 special groups of measurements and controls that need to be made along with the beam-profile measurements. Others may occur as the target board is constructed. The known 16 are given below:

1. A pair of detectors get a timing pulse which shows when the laser pulse arrives at the drone. It also helps to detect air breakdown.
2. The absorption level measurements of the SF₆ and SiF₄ show the level of attenuation at various positions in the boundary layer.
3. The checks on the surface of the interface plate show where and when plasma ignition occurs.
4. The temperature limit check on the interface plate shows whether or not it stayed within the accepted range.
5. The position detectors show the angular orientation of the drone relative to the laser beam on a pulse-by-pulse basis.
6. The air flow rate shows a critical detail of the turbulence layer.
7. The rate of gas flow for the SF$_6$ and SiF$_4$ shows the expected attenuation level given (6).
8. The command signal #1 shows when to transmit the memory data.
9. The command signal #2 shows when to retransmit the memory data.
10. The command signal #3 shows the memory on the drone is full.
11. The command signal #4 causes a reset of the drone to the beginning of the data-taking sequence.
12. The command signals #5 to #20 are reserved for other communications, such as dc power level tests.
13. The green ready light on top of the drone shows that the drone is operating properly according to the measurement plan stored in the internal controller (microprocessor).
14. The flashing strobe light shows that something is wrong and that no further laser pulses should be sent.
15. A shock gauge for launch and crash conditions.
16. A control for opening and closing the sliding door.

We now discuss each of the above elements. Many require little discussion at this time since their purpose is obvious.

7.2 The Time Pulse

To allow maximum flexibility in the design of this target board, we assume that the laser pulse sequence is unknown. This assumption means we make our measurements of beam profile on a pulse by pulse basis. Because the interface plate causes a delay of about 10-100 μs before significant heat is seen, we use a start of the laser pulse with a signal from a pair of very fast detectors within a few microseconds to the array of detectors to make a measurement of the required baselines of each signal seen by each detector. We use two detectors placed so that they will see a side lobe of the laser beam at an irradiance level well below damage. These detectors are spaced so the interference minimum in the side lobes cannot be simultaneously seen by both detectors. The signal from these detectors are added together to produce the necessary signal for timing information. These detectors will have to be located where there is no SF$_6$. There are at least two possibilities: (a) put the detectors before ejected SF$_6$, or (b) put an aerodynamic pipe pointing toward the HEL laser system after the target board with a length that exceeds the turbulent boundary layer. Mount the detectors on a cross piece on this pipe so that they can see the reflected and diffused HEL beam. Air breakdown will be detected by measuring the fluence in the detectors and comparing that fluence with the peak fluence in the target board.
7.3 The Absorption Measurements

Here we use a small pulsed \( \text{CO}_2 \) laser (TEA range finder?) working at 10.6 \( \mu \)m or filtered to 10.6 \( \mu \)m and mounted within the drone. This calibrated beam is directed in a pipe with the necessary aerodynamics to a beam diverging mirror that causes the pulse to irradiate the active region around the interface plate at an angle of about 45 degrees for the center of that active region. To make the absorption measurements, two lines of detectors are placed so that they see the diverging mirror and do not see the HEL beam. Holes before and after the interface plate allow these detectors to see the prisms behind the holes which allow the calibrated beam to reach the detectors and which deflect the HEL beam away from these detectors to energy dumps. We suggest that there be at least three detectors in each line, one detector in the center and two at the edges of the active surface for the interface plate. In this way we can infer the surface of absorption.

The absorption measurements would be done by ratioing the measured energy per calibrated pulse out of the range finder with the measured energy per received pulse in each of the six detectors. This data would be adjusted with various geometry corrections, by assumptions about the distribution of the \( \text{SF}_6 \) and \( \text{SiF}_4 \) by measurements of the air flow, and by the measurements of the \( \text{SF}_6 \) and \( \text{SiF}_4 \) flow. The calibration pulses will be interleaved as necessary with the HEL pulses. The electronics of this absorption measurement system would select the evaluation of the energy in a pulse to the time windows of these received calibration pulses. A beam splitter at the range finder with a calibrated detector would be used to measure the energy per pulse before it goes through the pipe and the diverging mirror. To calibrate the geometry, the same system of detectors are used with a pure \( \text{SiF}_4 \) gas flow or without any \( \text{SF}_6 \) gas flow under the various air flow conditions. Since the angle effects can produce an increase of absorption length relative to that expected for the HEL beam by approximately a factor of two, we can expect the attenuation level to be around two orders of magnitude rather than the desired single order of magnitude.

7.4 Plasma Ignition Check

Because plasma ignition causes such catastrophic changes in measurement of beam profile, it is necessary to confirm that it has not occurred. The method of confirmation has to measure infrared radiation. To use detectors sensitive to visible radiation only will miss plasmas radiating only in the infrared. One possible configuration would be to use the same kind of 10.6 \( \mu \)m laser beam used to measure the \( \text{SF}_6 \) attenuation and cause this beam to pass over the active surface of the interface plate. By active measurement of the change in signal strength at any time during the application of an HEL beam and for several milliseconds afterward, there can be a positive monitor of the existence of plasma in front of the interface plate. A second configuration would be to have detectors that can see a change in the background radiation around 9.6 \( \mu \)m or some other selected band of wavelengths. This latter technique has the advantage that no active sources are necessary. The air acts as the frequency converter of the 10.6 \( \mu \)m radiation to the 9.6 \( \mu \)m radiation. The number of detectors needed for this process is determined by the field of view of each detector and
the places where these detectors can be located. A suggested placement is three-in-a-row parallel to the air stream above the active area of the interface plate and three-in-a-row also parallel with the air stream below the active area. All six detectors will have to be shielded from the HEL pulses and will have to be placed so that the air stream is not disturbed.

This discussion assumes that this measurement is used only to confirm that no plasma was ignited on the surface. It is not used to correct the beam profile if a plasma is ignited. In this case, a different configuration will be necessary and may not even be possible.

7.5 The Heat Limit Check

The purpose of this measurement is to confirm that the interface plate has no location that gets above the 400°C. The suggested approach for such a test is to use a fusible wire strung* between the detector array in appropriate contact with the back of the interface plate and set for a temperature of about 300°C. If a local hot spot develops, the wire will melt and a signal will result from the open circuit. The wire would be part of a bridge circuit.

7.6 Orientation of the Drone in Space

Four position detector arrays are placed at locations where the side-band pattern of the HEL beam will strike and where the SF₆ will not attenuate the beam. In front of each array are four pinholes that cause the laser beam to be defracted into interfering Airy disks. The cross defined by this pattern provides means to measure the orientation angles of the drone relative to the HEL beam. This information is necessary for accurate attenuation measurements and for correcting beam parameters. A single pinhole in conjunction with heliopots may prove to be the easier system to fabricate and use in this setup.

7.7 Air Flow Measurement

This measurement is necessary to deduce what is happening in the boundary layer. It is presumed that this measurement will be done between the laser pulses.

7.8 Gas Flow Rates of SF₆ and SiF₄ Mixture

This measurement is needed to correlate the attenuation to the actual rate of injection of this gas mixture. Associated with this measurement will be valves that control the rate of gas flow. There will be signals from the position of these valves. The simplest signal would be an on-and-off signal showing if a valve is entirely open. We suggest that this technique be used and that the gas flow out of the pressurized bottle have different sized orifices to control the gas flow.

* The local temperature of the plate will be higher than the local temperature of the wire because the contact point will have a temperature drop.
7.9 Command Signals for Control from #1 to #20

These signals are obvious and need only to be considered in the design.

7.10 The Signal Lights

It is very desirable to have on the drone two simple signals that everyone can see regardless of where they are. These signals could be radio or acoustic pulses if it turns out that people cannot look at the drone.

7.11 Shock Gauge

Here we need measurements of the shock and vibration (acoustic) level of the drone, at launch, during the flight, and finally at crash. In this way we can be sure the design limits have not been exceeded. If they are, then measures can be taken to modify the mounts so the shock, etc., is not critical.

7.12 Sliding Door

Because the drone will drop by parachute after each run, it is necessary to cover the target board so that (1) dust does not reach it and (2) there is a minimum chance of scratching it.

8. Software and Check List Issues

This section just lists possible necessary software, check lists, and numerical analysis that has to be developed once the actual target board is defined. It is premature to anticipate the detailed form of these efforts. We have chosen to delay these decisions by using a modular construction of the target board so that the final system is as flexible as possible to the variable conditions of the HEL tests.

8.1 The List of Needed Numerical Analysis

1. A model showing the time response of the heat pulse.*
2. A model showing the analog signal through the electronics with noise.
3. A model showing the digital conversion process of the signal to storage into the memory with noise.
4. A model showing the coding for two levels of error detection with noise.
5. A model showing the transmission and reception process.
6. A model showing the conversion of the received digital data stream.
7. A model showing the attenuation process with accuracies.
8. A model showing the expected beam profile structure.
9. A model showing the procedures for computing desired beam parameters from the expected structure. (Suggest using the cubic spline approach.)

* Repeating pulses imply a complex coupling of heat between laser pulses. This has to be analyzed using something like the cubic spline approach.
10. A model showing the influence of the plasma on the beam profile structure.
11. A model showing the influence of the SF$_6$ on the beam profile.
12. A model showing how the propagation process changes the beam profile.
13. A model showing how the pointing and tracking process changes the beam profile.

8.2 The List of Computer Programs

1. The microprocessor programs used for controlling the sequence of data acquisition in the drone during a measurement run. Expect different programs for each site.
2. The minicomputer programs used at the fixed site for calibration work and for reducing the received data from the drone into the desired beam parameters on a pulse-by-pulse basis.
3. Various graphics programs to present the data of the beam parameters for the data within a measurement run and between measurement runs of the drone.
4. Various statistics programs to compute the statistics for the beam parameters from all runs, selected runs, and selected pulses.
5. Contour plots of the raw data on a pulse-by-pulse basis.
6. Programs for residual contour plots of the beam profile showing the errors between the inferred beam profile and the raw measurements.
7. Data storage programs of raw data so that appropriate mathematical models can be developed to allow minimum storage of information and to select the proper features in the evaluation of the interaction process between the target board and the HEL pulse train.
8. Check lists stored in the computer which will be used to make sure measurement runs are being done properly and consistently.

8.3 The Check Lists

During a run of measurements, it will prove useful to develop check lists so that necessary equipment is turned on in the proper sequence and so that data is developed as needed and is reliable. Examples are:

1. Develop data handling logs and notebooks that would be systematically updated as work progresses,
2. Calibration check lists at the fixed site,
3. Drone handling check lists before flight,
4. Drone handling check lists after flight,
5. Drone handling check lists during flight,
6. Receiver check lists for data storage and use,
7. Computer handling check lists, and
8. Check-out procedures for the individual equipment during the development stages of the target board so they can be duplicated if necessary. Include the manufacturers, other sources, and the purchasing forms.
9. Calibration Issues

This section just lists the various critical elements in calibration strategy that will be needed as the target board is used in measurements.

1. Because the target board system is complex, it will be necessary to check the entire system including the interface board and the received data at the computer on the ground. One technique may be to use a calibrated heat lamp assembly that would be mounted on the drone when it is not flying and to cause an entire heating sequence up to the 400°C to be applied to the target board before a measurement run. Then transmit the measured and stored data both before and after the drone is in the air to the ground receiver and computer system for recording and computing the implied results.

2. It is very desirable to develop key checks and control charts of these key checks so that history of various parts of the target board system is easily seen. In this way we have a visual and consistent history of the various parts of this measurement system.

3. Finally, whatever technique is used to test and to calibrate parts of this system, they should be used consistently throughout the entire history of the target board system. This is the only way to be sure the data is consistent over this time period. We can expect numerous parts of this target board system to change because it will be subject to a harsh environment.

10. Conclusions

10.1 Summary of Suggested Solutions

1. Make sure the peak irradiance is always less than 5 MW/cm² to avoid dirty air breakdown. A test without drone or other equipment could provide the beam propagation conditions at each site. If safety precludes open air propagation, then use a simple target board for such tests such as an aluminum sheet that has been polished and is curved for diverging the reflected beam into the ground.

2. Test if the SF₆ can be made a calibrated attenuator for the absorption range of 0 to 90 percent. (See 9.)

3. Construct the two microscopically smooth copper sheets that are treated to avoid prompt ignition.

4. Test the number of temperature cycles from 100°C to 400°C the above plates can take and still maintain the desired smoothness. (See 11.)

5. Test the plasma ignition threshold for the above units with and without the SF₆ at selected times in the above test (4). For example, every tenth cycle would give sufficient data assuming the plate is stable for at least a hundred cycles.

6. Test if the NaCl wedge can be the beam splitter for the calibration of the target board and its electronics.

7. Construct three units using a detector, the A/D unit, and memory. These units would test acoustic noise, shock, and other environmental hazards in the drone. Use one unit
with a pyroelectric detector, a second with a thin film detector, and a third using contacting thermocouples. After these tests, decide which is the appropriate system under the conditions for the drone flight.

8. Go ahead with the design of the electronics assembly including the sample-and-hold circuits, the A/D conversion, the memory, and the telemetry unit. This system is insensitive to the problems associated with the detector-preamplifier unit and with the target board. There could be some problems due to shock in the landing of the drone. This step implies a decision to have no mini-calorimeters as the detectors.

9. Make test setups with the drone to see if the SF\textsubscript{6} scheme can be used. Do this effort without the laser system and the expensive target board.

10. Get constructed a number of polished and unpolished plates for the target board which are made of Al and stainless steel. These will be used as test plates during various shakedown runs.

11. Develop a means for confirming the change in the integrated scatter from the surface of the target plate using a scanning 10.6 \( \mu \)m laser beam. This setup will probably have to be in a laboratory.

12. Decide whether plasma ignition will have to be accepted in the measurement process, given the above test results.

13. Decide if the target board can or needs to be machined to show thermal mode behavior.

14. Decide on the proper detector and preamplifier for the drone system. Note the issues in sections 4, 5, and 6 relative to appropriate data sampling during a heat pulse. Of particular importance in this issue is an answer to the question: What type of radiation measurement should be performed given the previous test results and the nonlinearity of the heat flow around and in the target board.

15. Select and construct the mathematical models and computer programs so that they are ready as the equipment becomes ready.

16. Assemble the equipment for the fixed site.

17. Develop the calibration strategies at the fixed site given the results from above tests and the new data about the actual laser system that will be available at this time.

18. Avoid water vapor on all optical surfaces such as the copper-gold plate, the anodized aluminum plates, and the NaCl wedge.

10.2 Direct Answers to the Questions Posed in Appendix A

1. The fluence in excess of 1 J/cm\textsuperscript{2} and irradiance in excess of 1 MW/cm\textsuperscript{2} may cause plasma ignition. As a consequence, special effort is necessary to avoid plasma ignition. Current state-of-the-art measurement techniques used with cw lasers fail to account for this potentiality. Therefore, use of these techniques without modification would require a restriction of either the applied fluence to be below 1 J/cm\textsuperscript{2} or the applied irradiance to be below 1 MW/cm\textsuperscript{2} to avoid plasma ignition. This severe restriction is inconsistent with the desired fluences and irradiances. (See the discussion in question (3) for a potential use of the current target board.)
A metal plate with an array of holes may work if the microscopic smoothness on the edges of the holes can be constructed so that there is little chance for creating metal or oxide flakes. Since normal drilling and surface working techniques do not deal with these demands for microscopic smoothness, it is necessary to perform special efforts to get such a plate that will raise the threshold for plasma ignition. Our conclusion is to avoid this approach for either the fixed site or the drone. Instead we suggest a polished copper plate with gold plating and no holes be used as the target board. We expect a fluence of 10 to 20 J/cm$^2$ without plasma ignition.

The dielectric slab of NaCl or KCl apparently can take the design fluence of 120 J/cm$^2$. However, they are hygroscopic and require a very clean environment to keep their surface clean of water and dirt. This need for cleanliness is possible for the fixed site and is questionable for the drone. A single landing of the drone will probably cause significant dust and shock problems.

Because the target board is subject to damage and change, it is desirable to use radiometry type techniques to observe the radiative temperature from the back of the target board. This means the detectors have a minimum level of sensitivity. The pyroelectric detector has the greatest sensitivity relative to signal-to-noise and therefore is best compared to the thin film and the thermocouple detectors. Unfortunately, the pyroelectric is sensitive to acoustic noise and will require special mounting to minimize those effects. If these conditions can be satisfied, then the pyroelectric is a good choice. If there is a failure, then the necessary strategy is to accept a smaller dynamic range for the temperature rises. For example, we could set the radiative temperature rise from 1$^\circ$K to 50$^\circ$K instead of the 0.04$^\circ$K to 5$^\circ$K range so that the thin film detectors can work accurately with the necessary time response and signal to noise. If we need to measure a lower temperature level, we change the target board from copper to either stainless steel or anodized aluminum so that the temperature rise of the heat pulses are within the optimum range of the thin film detectors. We have a factor of 3 increase in temperature rise using stainless steel and 47 times increase in temperature rise using anodized Al.

It may prove possible to use the current electronics, thin film detector, and telemetry set up currently under development for cw laser sources. The hole plate of this unit would be changed to the gold-plated copper sheet with no holes. We need to test the range within which the current drone system can act as a radiometer with the desired accuracy of 10 percent. The sampling strategies of the current target board will have to be validated as relevant to radiometry measurements.

There is a key issue on the form of the voltage measurements. The pyroelectric is sensitive to the derivative of the temperature, while the thin film is sensitive to the temperature. Given the nonlinearity in the temperature response, the thin film may prove to be the better method because it directly relates to the temperature.

In conclusion, the selection of the proper detector is open at this time. This situation is why we suggest the construction of the three-detector A/D converter, etc., channels.
4. Section 6 discusses the data handling techniques. In brief, there is minimum preprocessing of the measured data because there are significant calibration corrections and uncertainties in the actual choice of models for reducing the measured data. The needed speed for transmission after a series of laser pulses is such that radio frequencies are sufficient. Unlike the laser transmitter, the beam width of the radio signal is broad, therefore, the receiver need not have complex tracking capabilities. We have rejected optical processing as not feasible for the drone or the fixed site. Optical fibers are also not useful at this time in either the drone or the fixed site. It may prove useful to have optical fibers for the communication between the front payload and the back payload of the drone. At present, that question cannot be answered. The transmission of data anywhere should be via pulse-coded-error-checking signals. Bulk data transmission will be from the drone to the receiver at the fixed site. A minicomputer there will convert the bulk data into desired forms for presentation to the operator of the laser. Command signals will be sent to and received from the fixed site from the laser unit. The transmitter at the fixed site will relay the command signals from either the drone to the laser or vice versa via a radio signal. The visual signal on the drone will provide the fail safe test for a valid measurement run. A microprocessor will define a command sequence during a measurement run. This computer will be preprogrammed and on board the drone.

The present plan is to send data only before and after a measurement run. The transmission and measurement system would have to be reconsidered if it becomes desirable for direct communications on a pulse-by-pulse basis. That system would be very expensive.
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1. Current target board technology employs thin-film bolometers to sample the far-field pattern produced by continuous-wave infrared lasers. We have a requirement to build and operate a target board capable of sampling IR laser pulses of approximately 10 μs duration.

2. Far-field parameters of interest are the peak fluence (J/cm²), the coordinates of this peak, the area of the fluence contour at e⁻² of the peak fluence, and the coordinates of the centroid of the fluence in this area. To obtain reliable and reproducible measurements of these parameters, several important questions must be answered.
   (1) What methods within the current state-of-the-art allow proper attenuation and sampling of the pulsed beam?
   (2) Will a metal plate with an array of holes or a dielectric slab work?
   (3) What type of detectors currently available will function properly under the environmental conditions prevailing at outdoor target sites (pyro-electrics, thin-film bolometers, other)?
   (4) What data handling techniques are appropriate to relay information from outdoor target sites to the operator of the pulsed laser? For example, microprocessing, optical processing, optical fibers, radio or laser telemetry.

3. We request that NBS gather information to answer the questions proposed above. The performance period of this project will run from June 1979 to September 1979. The project will culminate in a single comprehensive report within one month after the performance period. This report will summarize all information gathered and suggest a course of action resulting in the production of a pulsed laser target board. Constraints, compromises, and viable alternatives to the suggested approach will also be noted in the report.
This study examines the problems for measuring the energy density incident on targets where the energy is from a pulse of high energy at CO₂ wavelengths and where the targets are located at the far field. The analysis considers two targets--first, a ground-based target for testing and calibration of the measurement systems and second, a drone towed behind an airplane from which the energy distribution information is telemetered to the ground station. Although certain design limits are assumed, the results are general and therefore specific data about the laser sources is not supplied.

This study traces each stage of the measurement system from the reception of the incident laser pulse on the drone to the pulse-coded transmission of the sampled data to a ground-based computer.

The basic conclusion is that not all desired conditions of potential fluence can be studied. Plasma effects can prevent proper measurements. If the suggested SF₆ gas can act as a calibrated attenuator and hence avoid the plasma effects, then the range of potential fluences can be increased substantially.
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