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PREFACE

The need for intense sources of high energy neutrons for cancer therapy and materials radiation damage studies for CTR programs has led to renewed interest in the measurements of differential and total neutron thick target yields from charged particle induced reactions over a wide range of neutron energies. Knowledge of both the absolute neutron source strength and the neutron spectral distributions is important for these programs.

The accuracy of the measured differential and total neutron yields depends on the neutron standards and other data used for calibration of the neutron spectrometers. Because this is a relatively new field there is a lack of adequate neutron standards and relevant data in the energy range of interest. Consequently in some instances there are discrepancies between the data reported by different groups on the same source reaction.

A session, primarily a workshop, was organized in conjunction with the International Specialists Symposium on Neutron Standards and Applications held at the National Bureau of Standards, Gaithersburg, Maryland site from March 28-31, 1977. The session was scheduled on the third evening of the Symposium, March 30, 1977, from 8:00 to 10:30 p.m. and was chaired by Professor H. H. Barschall of the University of Wisconsin. Approximately sixty delegates attended the special session.

When commercial equipment, instruments and materials are mentioned or identified in this report it is intended only to adequately specify experimental procedure. In no case does such identification imply recommendation or endorsement by the National Bureau of Standards, nor does it imply that the material or equipment identified is necessarily the best available for the purpose.
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Canada
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Los Alamos Scientific Laboratory
Los Alamos, New Mexico

A. D. Carlson and
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ABSTRACT

Eight papers were presented at a workshop on thick-target yields from high-energy neutron source reactions on March 30th, 1977 in Bethesda, MD. Presentations were made on several source reactions including D(d,n), Li(p,n), Li(d,n), Be(p,n), Be(d,n), and C(d,n) including energy and angular distributions. Special emphasis was placed on these sources due to the needs in medical applications and for studies of radiation damage expected in an operating fusion reactor.
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Neutron energy spectra and yields produced by the bombardment of thick lithium targets by deuterons and protons have been measured using the time-of-flight method. Measurements were made at angles up to 45° for deuteron energies of 8, 12 and 15 MeV and a proton energy of 15 MeV. The average neutron energy of the (d,n) reactions is shown to vary approximately at .44 Eq. The (p,n) reaction has E_n≈4.7 MeV.

(energy spectra, yields; neutrons; thick target; \(^7\)Li(d,n)\(^8\)Be, \(^7\)Li(p,n)\(^7\)Be; Eq=8, 12, 15 MeV, E_p=15 MeV; time-of-flight)

**INTRODUCTION**

Present efforts to develop a hospital based fast neutron source for cancer therapy are concentrated on the D-T generator\(^{11}\). This machine uses the \(^3\)He(d,n)\(^4\)He reaction with several hundred keV deuterons to obtain an intense monenergetic source of 14 MeV neutrons.

A possible alternative to the D-T generator for a hospital based neutron source is a compact medical cyclotron. Table 1 lists the specifications of some of the cyclotrons presently installed in hospitals in the United States.

<table>
<thead>
<tr>
<th>Cyclotron Model No.</th>
<th>Particle</th>
<th>Energy (MeV)</th>
<th>Extracted Beam (µA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS 15</td>
<td>p</td>
<td>15</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>d</td>
<td>8</td>
<td>100</td>
</tr>
<tr>
<td>CS 22</td>
<td>p</td>
<td>22</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>d</td>
<td>12</td>
<td>50</td>
</tr>
<tr>
<td>CS 30</td>
<td>p</td>
<td>26</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>d</td>
<td>15</td>
<td>100</td>
</tr>
</tbody>
</table>

*Cyclotron Corporation

It is known that at the deuteron energies available to these cyclotrons, a thick beryllium target produces an intense neutron flux, which has an average energy of approximately .4 Eq\(^{11}\). The resultant neutron beam, however, is of limited usefulness for radiation therapy because of its poor penetration into tissue. The \(^9\)Be(d,n) reaction at Eq=16 MeV, for example, has a central axis depth dose curve which falls to 50% of the surface dose at 9.2 cm for a 10 x 10 cm field at 125 cm TSD\(^{12}\), whereas Brennan has suggested 10 cm as an acceptable depth for 50% of the surface dose for a 5 x 5 cm field\(^{13}\).

The large positive Q-value (+15.03 MeV) of the \(^7\)Li(d,n)\(^8\)Be reaction suggests that bombarding a thick lithium target with deuterons could result in a substantial increase in the average neutron energy of the resultant neutron yield. Previous measurements of this average neutron energy for these lower energy deuterons are in disagreement, indicating an average neutron energy of .4 Eq to .55 Eq for Eq=15 MeV\(^2,5,6\).

The \(^7\)Li(p,n)\(^7\)Be reaction is known to be a prolific source of high energy neutrons for thin targets, with over 60% of the neutrons from this reaction going to the ground or first excited state of \(^8\)Be\(^7\)). Thick target spectra have not been measured for proton energies above Eq=4.0 MeV.

The Triangle Universities Nuclear Laboratory neutron time-of-flight facility has been used to determine the average neutron energy and yield of thick lithium (d,n) and (p,n) reactions at deuteron energies of 8, 12 and 15 MeV and a proton energy of 15 MeV to determine whether these reactions are suitable for fast neutron therapy.

**EXPERIMENTAL**

Neutron energy spectra were measured using time-of-flight techniques. A pulsed beam of protons or deuterons from the Triangle Universities Nuclear Laboratory Model FN Tandem Van de Graaff accelerator was used in conjunction with the TUNL neutron time-of-flight facility. Beam currents of 2-5 nA with a time resolution of 1.5 to 2.0 nsec were used.

The lithium target was enriched to 99.99% \(^7\)Li and was encapsulated in an aluminum container under a helium atmosphere. The upstream face of the lithium was covered with a 3.5 µm molybdenum foil and the target length was 1.9 cm, sufficient to stop 15 MeV deuterons.

The charged particle beam passed through a 3.2 mm tantalum collimator 15 cm upstream of the lithium target. Collimator currents were kept to less than 0.1 nA. Beam spot sizes on target were kept to less than 5 mm diameter. Target beam currents, with appropriate electron suppression, were integrated to determine the incident charged particle flux.

The lithium target was mounted at the pivot of the main neutron detector shield at the end of the all metal, wide aperture neutron time-of-flight beam line. The very small collimator currents, combined with the extremely well shielded detector made beam and room associated background measurements unnecessary.

The neutron detector consisted of a 8.89 cm diameter by 5.04 cm thick NE 218 liquid scintillator coupled to a 56 DVP photomultiplier. Pulse shape discrimination was used to discriminate against gamma ray events. This detector was housed in a massive (7300 kg) shield to reduce time uncorrelated background events to a negligible amount\(^2\). A smaller detector, located at a fixed angle to the charged particle beam, monitored the neutron flux.

Standard time-of-flight electronics, including
pulse shape discrimination, were used for all data-taking which was done with the TUNL DDP 224 computer. Main detector ADC dead times were kept to less than 20%. Spectra were measured at 0°, 10°, 20°, 30° and 45°.

The efficiency of the detector as a function of energy must be known to convert the time-of-flight spectra to energy spectra. The previous measurements of neutron yield have used a detector bias level corresponding to 1.6 to 2.5 MeV neutron energy and have been required to extrapolate the neutron yields to zero energy. The low energy cut-off of the main detector for this work was set at 1/10 the 137Cs comp ton edge, corresponding to a neutron energy of 200-300 keV, in order to minimize errors introduced by such arbitrary extrapolations. Calculations of detector efficiencies are very unreliable with such low energy thresholds. Thus the relative efficiency of the main detector was measured over the range of .7 MeV to 24 MeV, using two different techniques.

For neutrons between .7 MeV and 5 MeV, the angular distribution of neutrons of 7.5 MeV scattered from hydrogen was measured. A 6 mm diameter by 2.55 cm high polyethylene scattering sample was used and spectra were taken from 35° to 72° in the laboratory system. The data, when corrected for finite geometry effects and normalized to the known H(n,n)H differential cross section, yield a relative efficiency curve. The efficiency from 4.0 MeV to 24 MeV neutron energy was measured by using the well-known T(p,n)3He and T(d,n)4He reactions at several charged particle energies. The measured yields, normalized to the differential cross sections, give a family of curves spanning different, overlapping neutron energy regions. These curves were overlapped and normalized to the H(n,n)H measurement to yield the relative efficiency data shown in fig. 1. The absolute efficiency of the detector was obtained by normalizing this relative efficiency at E_n=6.0 MeV to a Monte Carlo calculation of the efficiency of our detector done at Oak Ridge National Laboratory. A least squares fit was then made to this combined data. This fit was used to obtain the calculated efficiency as a function of neutron energy and is shown as the smooth curve in fig. 1.

The time-of-flight spectra, after correction for computer dead time and relativistic effects, were converted to neutron energy spectra using this calculated efficiency curve. The steep slope of the efficiency curve below E_n=1.0 MeV precludes an accurate determination of the neutron yield in this region. All subsequent calculations of neutron yields and average energy, therefore, use E_n=1.0 MeV as the low energy cut-off point.

NEUTRON SPECTRA AND YIELDS

The zero degree energy spectra of neutrons obtained with 8, 12 and 15 MeV deuteron bombardment of a thick lithium target are shown in figs. 2, 3, and 4.

![Fig. 2 Neutron energy spectra at zero degrees for 8 MeV deuterons on lithium.](image)

![Fig. 3 Neutron energy spectra at zero degrees for 12 MeV deuterons on lithium.](image)
Neutron energy spectra at zero degrees for 15 MeV deuterons on lithium. These spectra are characterized by 1) a broad peak in the energy distribution at approximately 0.4 $E_d$, 2) a very small high energy tail and 3) a low energy tail which appears to be increasing rapidly below $E_n=1.0$ MeV, the low energy cut off point for these measurements.

Fig. 5 shows the zero degree energy spectrum for 15 MeV proton bombardment of a thick lithium target.

The $^7$Li(d,n) data indicate a peak in the yield at zero degrees, which becomes more pronounced with increasing deuteron energy, while the $^7$Li(p,n) data are essentially isotropic.

Table 2 gives the average neutron energies calculated from these neutron yield data and numerical values of the yields.

<table>
<thead>
<tr>
<th>$\Theta_{LAB}$ (deg)</th>
<th>$E_d$=8 MeV</th>
<th>$E_d$=12 MeV</th>
<th>$E_d$=15 MeV</th>
<th>$E_d$=15 MeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>4.4</td>
<td>3.8</td>
<td>5.5</td>
<td>4.7</td>
</tr>
<tr>
<td>10</td>
<td>4.5</td>
<td>4.5</td>
<td>5.7</td>
<td>4.6</td>
</tr>
<tr>
<td>20</td>
<td>4.8</td>
<td>2.7</td>
<td>5.9</td>
<td>4.5</td>
</tr>
<tr>
<td>30</td>
<td>5.7</td>
<td>2.0</td>
<td>5.7</td>
<td>4.5</td>
</tr>
<tr>
<td>45</td>
<td>6.0</td>
<td>0.85</td>
<td>5.3</td>
<td>4.5</td>
</tr>
</tbody>
</table>
DISCUSSION

There are several earlier measurements of neutron spectra from thick lithium targets. Comparisons of the present data with these measurements are shown in Fig. 7, where both the yield and average neutron energy are plotted as a function of deuteron energy.

![Graph showing neutron energy and yield versus deuteron energy.](image)

Fig. 7 Average neutron energy and yield versus deuteron energy.

The present data are in substantial agreement with the previous measurements of Weaver et al. The discrepancy between the present work and Weaver for the average neutron energy (approximately 10%) is consistent with the different low energy cut off and extrapolation to zero neutron energy used.

The large discrepancies between the present work and that of Jones et al. and Goland are likely the result of similar extrapolation differences. The present work, because it extends to a neutron energy of 1.0 MeV, is less dependent on extrapolations to zero neutron energy than the previous measurements, some of which extrapolated from $E_n^0$=4.0 MeV to zero neutron energy.

The present data show that at the deuteron energies available to the smaller cyclotrons, the $^7$Li(d,n) reaction is not a practical source of neutrons for fast neutron therapy. The neutron yield compares favorably with the neutron yield from thick beryllium targets. However, the average neutron energy is substantially lower than 10 MeV for all deuteron energies, varying with deuteron energy approximately as $E_n^0$=-44 MeV. This is similar to the relationship found for beryllium targets by Weaver, $E_n^0$=-42 MeV. Both the average neutron energy and yield of the $^7$Li(p,n) reaction indicate that it is not suitable for fast neutron therapy at $E_d$=15 MeV. The average neutron energy is only 4.7 MeV while the yield is only $4 \times 10^{10}$ n/µC·sr.

To conclude, the present work indicates that neither the deuteron induced or the 15 MeV proton induced reactions on thick lithium produce a suitable fast neutron beam for therapy. The average neutron energy is such as to provide only marginal penetration in tissue.
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This report compares the spectral distributions of neutrons of energies greater than 300 keV produced by bombarding thick $^7\text{Li}$ and $^9\text{Be}$ targets with protons and deuterons of energies 14.8, 18, and 23 MeV. The experimental technique used to measure the scattered neutron background is described and the data are compared with previously reported spectral distributions.

\begin{itemize}
  \item Nuclear reactions: $^7\text{Li}(d,pn)$, $^9\text{Be}(d,n)$; measured neutron spectral distributions for $E_n > 0.3$ MeV; $\theta = 0^\circ$, $10^\circ$, $20^\circ$, $30^\circ$, $40^\circ$; $E = 14.8$, 18, 23 MeV
\end{itemize}

\section*{Introduction}

The usefulness of neutron sources for cancer therapy and materials radiation damage studies for TRR Programs critically depends on the absolute neutron source strength and the neutron spectral distributions. The intense neutron fluxes for such studies can be obtained from the $(d,n)$ and $(p,n)$ reactions on Li and Be targets at moderate projectile energies. From these reactions the energy distributions of the neutrons are quite broad and depend on the target thickness, the incident projectile energy and the reaction channels open.

Low energy neutrons are to be expected in these reactions even with thin targets because of two processes: first, the compound nucleus formation and the subsequent statistical neutron decay to the highly excited states in the residual nucleus, and second, multibody break-up reactions which give rise to a general continuum of low energy neutrons. Thresholds for several such reactions are given in Table 1.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
Target & Reaction & Q(keV) & Reaction & Q(keV) \\
\hline
$^9\text{Be}$ & $(d,n)^{10}\text{B}$ & -4.4 & $(p,n)^{10}\text{B}$ & -1.8 \\
& $(d,2n)^{11}\text{B}$ & -4.1 & $(p,He)^{10}\text{B}$ & -4.4 \\
& $(d,pn)^{11}\text{Be}$ & -2.2 & $(p,\alpha)^{10}\text{B}$ & -3.5 \\
& $(d,2n)^{11}\text{Be}$ & -3.8 & $(p,\alpha)^{11}\text{Be}$ & -1.1 \\
& $(d,p)^{12}\text{He}$ & -5.7 & $(p,\alpha)^{12}\text{He}$ & -2.5 \\
& $(d,2n)^{12}\text{He}$ & -1.0 & $(p,\alpha)^{12}\text{He}$ & -1.6 \\
$^7\text{Li}$ & $(d,n)^{11}\text{B}$ & -15.0 & $(p,n)^{11}\text{B}$ & -1.7 \\
& $(d,2n)^{12}\text{B}$ & -3.9 & $(p,2n)^{11}\text{B}$ & -12.3 \\
& $(d,3n)^{12}\text{B}$ & -14.5 & $(p,2p)^{11}\text{B}$ & -7.3 \\
& $(d,2n)^{12}\text{Li}$ & -2.2 & $(p,pn)^{11}\text{Li}$ & -5.8 \\
& $(d,pn)^{12}\text{He}$ & -14.2 & $(p,\alpha)^{12}\text{He}$ & -4.4 \\
& & & $(p,\alpha)^{12}\text{He}$ & -3.2 \\
\hline
\end{tabular}
\caption{Values of neutron producing channels}
\end{table}

Several measurements$^1$-$^8$ of the neutron spectral distributions from Li and Be targets from proton and deuteron projectiles have been reported. Most of these measurements have been made with detector thresholds set above 2 MeV. None of these data extend to neutron energies below 1 MeV. In particular, the previous compilations$^9$-$^11$ of the neutron spectral distributions from Be$^9$ reaction with thick targets tend to imply almost negligible neutron yields below 1 MeV neutron energy. For cancer therapy applications a quantitative knowledge of the low energy neutron yields is important in order to estimate the dose to the skin of a patient.

This report, which is based on a measurement$^{22}$ at the CRNL MP Tandem accelerator, compares the yields and spectral distributions of neutrons above 0.3 MeV from the bombardment of thick $^7\text{Li}$ and $^9\text{Be}$ targets with deuterons and protons.
time-of-flight (T.O.F.) technique. For each energy and angle a set of four spectra were recorded (ungated T.O.F., neutron T.O.F., γ-ray T.O.F., linear pulse-height or PSD time-to-amplitude converter (TAC) output). The lower threshold of the single channel analyser (SCA) which provided start signals to the PSD TAC, was set slightly higher than that of the discriminator (DSC) providing start signals to the T.O.F. TAC. This procedure ensured that the detector bias was determined by the SCA threshold alone. This threshold was set at 0.04 MeV electron energy and was monitored at intervals with a $^{22}\text{Na}$ γ-ray source to safeguard against drifts that would have affected the detector efficiency.

A number of scalers (SCL) were used to monitor the dead times of the T.O.F. TAC, the PSD circuit, the analogue-to-digital converter (ADC) and the computer individually. The overall system dead time was of the order of 20%.

**Background Checks**

As mentioned earlier the background events due to scattered neutrons and γ-rays were measured by blocking the direct path between the source and the detector with a 60 cm long iron-masonite block placed midway in the flight path. This location of the block minimized its effect on the background events reaching the detector from the room walls, the floor and the beam tubes. The block was sufficiently long that the secondary radiation from it was almost isotropic and consequently, because the two solid angles involved were small, its effect on the detector was negligible. For the direct measurements the block was moved well away from the flight path in order to eliminate small angle scattered events reaching the detector.

The T.O.F. spectra shown in figure 3 demonstrate the effectiveness of this blocking technique in eliminating the background events from the neutron T.O.F. spectrum. Figure 3(a) shows the difference of the T.O.F. spectra of γ-ray events (gated with the γ-ray peak in the PSD TAC pulse height spectrum, inset figure 3) recorded with block out and block in. The γ-ray events above channel 700 are from the inelastic scattering of fast neutrons in the vicinity of the detector.

The spectrum (d) in figure 3 is the difference between the dead time corrected spectra (b) taken without the block and spectrum (c) taken with the block. As expected the difference spectrum (d) contains no events beyond the prompt γ-ray peak, nor at channels below the T.O.F. corresponding to the neutron detection threshold which was set at 0.3 MeV neutron energy.

The detector efficiency was calculated with the aid of the program Deteff which is based on an earlier version by Kurz$^2$. The program includes contributions to the scintillation light output from the (n,nγ) reaction in Na as well as the (n,p), (n,γ), (n,nγ) and (n,n'γ) reactions in C. Thornton and Smith$^4$ have carried out extensive tests of this program and have found the calculated efficiencies to be accurate to within ±10%.

![Figure 4. Neutron detection efficiency of the 13.2 cm$^3$ stilbene crystal calculated with the program Deteff$^2$.](image)

The calculated efficiency of the 13.2 cm$^3$ stilbene crystal is shown in figure 4 for an electron energy threshold of 0.04 MeV. The dotted lines in the figure represent the calculated efficiency with the threshold varied by ±25%. The uncertainty, due to energy calibration and resolution, in setting the threshold relative to the Compton edge of the 0.511 MeV γ-rays from the $^{22}\text{Na}$ source was less than 25%.

**Results: Spectral Distributions**

The spectral distributions were measured at flight paths of 3m for the (p,n) reactions and 3.76 m for the (d,n) reactions. The overall time resolution in the T.O.F. spectra was 2.8 ns. The resultant energy resolution was 5.8% at 5 MeV and 11.4% at 20 MeV for the (p,n) measurements and 4.6% at 5 MeV and 9.1% at 20 MeV for the (d,n) measurements.

The experimental uncertainties in the spectral distributions come primarily from three sources. First, there are the statistical uncertainties which are indicated by error bars in figures 5-8. Second, there is the beam current (at the Faraday cup) integrator uncertainty which was less than 3%. Third, there are uncertainties due to the detector efficiency. These are difficult to assess but based on previous tests$^{24}$ these are expected to be ±10% for $E_n > 2$ MeV. For $E_n < 2$ MeV the uncertainty is shown by the dotted curves in the inset in figure 4. The resultant overall systematic uncertainty is estimated to be less than ±15% for $E_n > 2$ MeV.

**Li + d**

The thick target neutron spectral shapes from $^7\text{Li}$ and natural Li (93% $^7\text{Li}$) targets for deuteron energies 13 to 23 MeV are shown in figure 5. Curves 1, 3 and 5 show our results from 23, 18 and 14.8 MeV deuteron bombardment. The error bars represent the uncertainty due to counting statistics alone. The small bumps
between 8 and 10 MeV are probably an artifact of the calculated detector response function. Curve 2 shows the neutron spectrum at 3.5° from 19 MeV deuteron bombardment reported by Weaver et al.

The spectral shapes, curves 4 and 6, reported by Golani et al. for 18.95 MeV and 13.4 MeV show considerably less yield at neutron energies below 5 MeV than is shown by our measurements.

\section*{Be+d}

The neutron spectral distributions from thick $^9$Be targets bombarded with deuterons in the energy range 14 to 23 MeV are shown in figure 6. Curves 1, 3 and 5 give our measurements at $0^\circ$ from 23, 18 and 14.8 MeV deuteron bombardment respectively. Curve 2 shows the measurements of Daruga and Matusevich. They used a stilbene neutron detector but the neutron yields were extracted by converting the amplitude distributions into neutron energy spectra. Curve 4 shows the neutron yields at 3.5° from 18 MeV deuteron bombardment measured by Weaver et al. with a NaI detector with the detector threshold set at 2.3 MeV. Curve 6 shows the spectral distributions from 15 MeV deuteron bombardment reported by Cohen and Falk. The neutron spectral distributions from 15 MeV deuteron capture reported by Meulders et al. are also in good agreement with the shapes shown in figure 4. However, several other compilations of the neutron spectral distributions from the Be+d reactions show a rapid decrease of neutron yields at $F_n \leq 0.3$ $E_d$ in disagreement with our observations.

\section*{Li+p}

The neutron spectral distributions are shown in figure 7. The uncertainty due to the counting statistics is shown by vertical bars. Unlike those from the (d,n) reactions the neutron yields from the (p,n) reactions show an essentially monotonic decrease with increasing neutron energy. Our results are in disagreement with the thick target spectral distributions calculated by Chaudhri et al.
Neutron spectral distributions from the $^9$Be+p reactions.

Low Energy Neutrons and the Average Neutron Energies

In several previous measurements\(^1\)\(^-\)\(^8\) the spectral distributions have been measured with neutron detector thresholds set above \(\sim 2\) MeV. Figure 9 shows the relative magnitude of the low energy neutrons \(E_n < 2.3\) MeV observed in different reactions at 0°. The target thicknesses were 1.5 cm for $^7$Li and 0.45 cm for $^9$Be. The dotted curves are simply to guide the eye.

The relative magnitude of the low energy component decreases at higher projectile energies. However, it should be pointed out that our targets were thicker than needed to stop the protons and deuterons of energies less than 25 MeV and we have not as yet investigated the effects of this extra thickness on the spectrum shapes.

The average neutron energy decreases with increasing angle. The dependence of the average neutron energies on the angle is shown in figures 10 and 11.

Fig. 8. Neutron spectral distributions from the $^9$Be+p reactions.

Fig. 9. Relative magnitude of the low energy \(E_n < 2.3\) neutron component as a function of the projectile energy.

Fig. 10. Variation of the average neutron energy \(E_n\) with the neutron emission angle for the $^7$Li+d and $^7$Li+p reactions with thick targets.

Fig. 11. Variation of the average neutron energy \(E_n\) with the neutron emission angle from the $^9$Be+d and $^9$Be+p reactions with thick targets.

Angular Distributions

The angular distributions are shown in figures 12 and 13. As observed previously\(^1\)\(^,\)\(^2\)\(^,\)\(^5\) the angular distributions from the (d,n) reactions are much more strongly forward peaked than those from the (p,n) reactions.
Fig. 12. Angular distributions of the neutron intensity from the $^9$Be(p, n)$^7$Li and $^7$Li(d, n)$^8$B reactions with thick targets.

Fig. 13. Angular distributions of the neutron intensity from the $^9$Be(p, n)$^7$Li and $^7$Li(d, n)$^8$B reactions with thick targets.
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Protons of 35 and 65 MeV and deuterons of 35 MeV were used to bombard beryllium and lithium targets of various thicknesses. Energy spectra were measured by time-of-flight.

(Li, Be, neutron sources, thick-target yields)

**Introduction**

This work is part of a much broader survey made for the characterization of various neutron beams by collaborators from four laboratories. The full report, Physical Characterization of Neutron Beams Produced by Protons and Deuterons of Various Energies Bombarding Beryllium and Lithium Targets of Several Thicknesses by H. I. Amols, M. Awschalom, L. Coulson, J. F. Dicello, S. W. Johnsen and R. B. Theus is available as a Fermilab pre-print.

While planning a neutron beam irradiation facility for cancer therapy research at the Fermi National Accelerator Laboratory, it was deemed necessary to characterize physically a number of potentially useful neutron beams. The available proton beam could have any energy between 37.54 and 66.18 MeV. Hence, the characteristics of the forward scattered neutron beams created during the bombardment of the lithium and beryllium targets of various thicknesses were studied as well as those of neutron beams due to 35 MeV deuterons incident on beryllium. These measurements were done in conjunction with personnel from a medical accelerator development project at LASL. The part reported here is that concerned only with neutron energy spectra.

Although the measurements have produced a large amount of data, they were designed only as a preliminary study. Hence, the uncertainties associated with the present data may be unacceptable for some applications.

**Experimental Set-Up**

These measurements were performed using the 76-inch isochronous cyclotron at the University of California, Davis. The charged particle beams were directed successively onto eight targets mounted in a target wheel. The neutrons emanating at 0° from the incident beam were collimated by a 1.5 m long steel collimator with a rectangular opening 5.7 cm by 7.0 cm. The collimator exit was 2.85 m from the upstream face of the targets.

Charged particles exiting the target were swept out of the neutron beam by a magnet placed between the target wheel and the collimator. The incident beam current was measured by placing a 0.012 mm thick aluminum foil upstream of the target wheel in the charged particle beam and measuring the secondary electron emission current produced by the particles traversing the foil. This system was calibrated by comparison of the secondary electron emission current against a Faraday cup current. This calibration was repeated periodically throughout the course of the experiment.

Operated by Universities Research Assn., Inc. under contract with USERDA.

**Targets**

Natural lithium and beryllium were used as targets.

The Li targets were sealed under vacuum inside stainless steel cases. These cases had one inch inside diameters and 0.025 cm stainless steel entrance windows. They were machined from commercially available Li extrusions.

The windows caused an energy degradation of the incident beam. Hence, to equalize incident energies on the lithium and the beryllium targets, 0.025 cm stainless steel absorbers were also placed on the upstream side of the beryllium targets.

The thicknesses of the targets were chosen such that protons traversing them and having incident energies of 65 MeV would lose either all their energy, 50, 40, 30 or 20 MeV by ionization. These thicknesses were calculated using Janni’s tables. The thickness tolerance was such that the actual target would cause the stated energy loss plus or minus 0.5 MeV.

The various target configurations are summarized in Table 1.

### Table 1

<table>
<thead>
<tr>
<th>Energy Loss by</th>
<th>65</th>
<th>50</th>
<th>40</th>
<th>30</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ionization (MeV)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thickness (cm)</td>
<td>Be</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>± Tolerance (cm)</td>
<td>0.033</td>
<td>0.010</td>
<td>0.015</td>
<td>0.020</td>
<td>0.025</td>
</tr>
<tr>
<td>Thickness (cm)</td>
<td>Li</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>± Tolerance (cm)</td>
<td>0.110</td>
<td>0.033</td>
<td>0.051</td>
<td>0.067</td>
<td>0.082</td>
</tr>
</tbody>
</table>

**Neutron Energy Spectra**

**Experimental Technique**

Neutron yield and energy spectra were measured for 65.4 MeV protons, 35 MeV protons and 35 MeV deuterons incident upon selected targets. The actual accelerated beam energies were 65.6 MeV and 37.5 MeV for the protons and 39.2 MeV for the deuterons to allow for energy degradation in the windows.

The detector used for these measurements was a cylindrical NE213* liquid scintillator, 5.08 cm long by 5.08 cm diameter mounted coaxially in the neutron beam. The efficiency of the detector as a function of incident neutron energy had been calculated using a

*Nuclear Enterprises, Ltd.
modified version of the Monte Carlo code by Stanton.\textsuperscript{5} In a previous experiment, the efficiency of the detector had been measured at several energies to investigate the accuracy of the calculated values.\textsuperscript{6} Pulse shape discrimination techniques were used to distinguish events initiated by gamma rays from those attributed to neutrons.

The detector was placed 2.90 m downstream from the target wheel and was fully illuminated by the neutron beam. The neutron time-of-flight was measured relative to a stop signal from the cyclotron r.f.

The measured target-to-detector distance, and the position of the gamma ray peak relative to the rest of the time-of-flight spectra were used to calibrate the neutron flight times. The longest flight times observed were limited by the overlapping of successive beam bursts, giving a threshold of five to nine MeV.

Results

The measured neutron spectra are displayed in Figs. 1 through 3. Figures 1 and 2 show spectra obtained from 65.4 MeV protons incident upon beryllium and lithium targets, respectively. The energy resolution corresponding to 65 MeV neutron energy is \( \pm 5 \) MeV. The overlapping of beam bursts is a finite time resolution of the detection system, together with phase shifts of the beam bursts relative to the cyclotron r.f., lead to some uncertainties in the shape of the spectra. For example, the curves do not pass through zero at the kinematic limit. The Q-values of the \(^9\text{Be}(p, n)\text{^7B}\) and \(^7\text{Li}(p, n)\text{^7Be}\) reactions are -1.85 and -1.64 MeV respectively, hence, we would not expect neutrons above 63.8 MeV.

These plots show that the thinner targets produce harder spectra as expected. The increase in yield shown in changing from a target which stops the beam to a slightly thinner one is attributed to the absorption of neutrons by the thick target. The additional target material used to stop the beam produces few neutrons in the energy range measurable, yet attenuates neutrons produced in the upstream portions of the target.

Figure 3 shows spectra measured for 35 MeV protons and deuterons incident upon the 1.16 cm beryllium and 3.84 cm lithium targets. The \( p-Li \) and \( p-Be \) spectra indicate a large low energy component of evaporation neutrons, as also evidenced in other work.\textsuperscript{7} The lithium spectrum has a larger high energy component reflecting a larger neutron production cross section for the inclusive \( p-Li \) reaction than for \( p-Be \) near the kinematic limit.\textsuperscript{8} The d-Li and d-Be spectra display the characteristic shape associated with stripping reactions. The beryllium data agree with other work\textsuperscript{9} within the accuracy of the measurements.

The neutron yield for these spectra is tabulated in Table II. The overall uncertainty in the yield, including beam current integration and detector efficiency, is \( \pm 25\% \).

Greater detail in the analysis of the uncertainties is presented by S. Johnsen in an accompanying report at this conference.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
\textbf{Incident Particle} & \textbf{Energy (MeV)} & \textbf{Target Thickness (cm)} & \textbf{Material} & \textbf{Neutrons/\( \mu \)C/sr} & \textbf{Cut Off Energy (MeV)} \\
\hline
\textit{prot} & 65.4 & 2.41 & Be & \text{8.8x10}^{10} & 9.1 \\
\textit{"} & 2.21 & Be & \text{9.4x10}^{10} & " \\
\textit{"} & 1.96 & Be & \text{8.8x10}^{10} & " \\
\textit{"} & 1.60 & Be & \text{7.0x10}^{10} & " \\
\textit{"} & 7.99 & Li & \text{10.6x10}^{10} & " \\
\textit{"} & 7.34 & Li & \text{10.9x10}^{10} & " \\
\textit{"} & 6.50 & Li & \text{10.7x10}^{10} & " \\
\textit{"} & 5.33 & Li & \text{9.4x10}^{10} & " \\
\textit{"} & 35 & 1.16 & Be & \text{1.6x10}^{10} & 5.1 \\
\textit{"} & 3.84 & Li & \text{1.7x10}^{10} & 5.1 \\
\textit{deut} & 1.16 & Be & \text{19.1x10}^{10} & 5.0 \\
\textit{"} & 3.84 & Li & \text{21.3x10}^{10} & 5.0 \\
\hline
\end{tabular}
\caption{Integral yield of neutrons produced by bombarding lithium and beryllium targets with protons and deuterons.}
\end{table}
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Fig. 1 Spectra of neutrons produced by bombarding beryllium targets with 65.4 MeV protons. The target thicknesses used to produce each spectrum are: curve A, 2.41 cm; curve B, 2.21 cm; curve C, 1.96 cm; curve D, 1.60 cm. The ordinate is in units of $10^9 \text{n sr}^{-1} \text{µC}^{-1} \text{MeV}^{-1}$. 
Fig. 2 Spectra of neutrons produced by bombarding lithium targets with 65.4 MeV protons. The target thicknesses used to produce each spectrum are: curve A, 7.99 cm; curve B, 7.34 cm; curve C, 6.50 cm; curve D, 5.33 cm. The ordinate is in units of $10^9 \text{n sr}^{-1} \mu \text{C}^{-1} \text{MeV}^{-1}$. 
Fig. 3 Spectra of neutrons produced by stopping
35 MeV protons and deuterons in lithium and
beryllium. Curves A and B: 35 MeV protons
stopping in beryllium and lithium respectively;
full scale = $1.5 \times 10^9$ n sr$^{-1}$ μC$^{-1}$ MeV$^{-1}$.
Curves C and D: 35 MeV deuterons stopping in
beryllium and lithium respectively; full
scale = $1.5 \times 10^{10}$ n sr$^{-1}$ μC$^{-1}$ MeV$^{-1}$. 
SPECTRAL MEASUREMENTS OF 25 TO 55 MeV NEUTRON BEAMS

S. W. Johnsen
Crocker Nuclear Laboratory
University of California
Davis, California 95616

Energy spectra of neutron beams produced by 25, 35, 45 and 55 MeV protons stopping in beryllium have been measured. The spectra exhibit a large low energy component which has small angular dependence and a high energy component which is peaked in the forward direction. The dominant uncertainties in these time-of-flight measurements are the uncertainties in detector efficiency and the energy resolution for neutrons with short flight times.

(Distributions; neutrons; resolution; spectra; uncertainties; yield)

Introduction

Interest in the development of accelerators for use in neutron radiotherapy has prompted the investigation of neutron production using beams of protons bombarding various targets. We have measured the energy spectra and yield of neutrons produced by bombarding thick beryllium targets with protons at energies from 25 to 55 MeV. Such data are needed both for accurate dosimetry of these neutron beams and to aid in the design of accelerators dedicated to such use.

Since the results of these measurements are reported in detail elsewhere, they will be only briefly outlined herein. The bulk of this paper will discuss the techniques and tools employed to acquire these data, and the limitations inherent in these methods.

Experimental Methods

The measurements were performed at the 76-inch isochronous cyclotron of the Crocker Nuclear Laboratory at the University of California, Davis. Proton beams from the cyclotron were transported to a beryllium target placed in a target holder fashioned after that employed at the Naval Research Laboratory, Washington, D.C., radiotherapy facility. The target assembly included beam current readout capability and electron suppression to assure accurate beam current measurements.

For each proton energy used, the beryllium target was at least thick enough to stop the beam. For the 25 MeV incident proton beam the target was 0.46 cm thick while for the other energies the thickness was 3.00 cm. The beryllium was backed on the downstream side by 3 mm of aluminum.

The detector used for these measurements was a cylindrical NE-213 liquid scintillator, 5.08 cm long by 5.08 cm diameter, mounted coaxially with respect to the incident neutrons. The detector was placed 2.0 m downstream from the target and was fully illuminated by the neutrons. There was no collimation used between the target and the detector.

Standard fast electronics were used to process each event and the time-of-flight (TOF) spectra were recorded and analyzed on an on-line PDP-15/40 computer. The neutron TOF was measured relative to a signal derived from the cyclotron r.f. Pulse shape discrimination (PSD) techniques were used to distinguish events initiated by gamma rays from those attributed to neutrons.

The longest flight times, and therefore the lowest measurable neutron energies, were limited by the overlapping of successive beam bursts.

The overall performance of the system has been tested in another experiment using 35 MeV deuterons on beryllium and the agreement with work by others was within the accuracy of the measurements.

Experimental Results

Figure 1 shows the neutron spectra measured at 0° produced by bombarding a thick beryllium target with 25, 35, 45 and 55 MeV protons. The spectra for all energies are characterized by a large low energy evaporation component together with a broad peak near 20 MeV which drops to zero at the kinematic limit. Although this peak becomes more prominent as the proton energy is increased, the position of the peak does not change. The low energy tail also increases substantially in magnitude as the proton energy increases.

*This work was supported in part by grant PHS CA 17419 and in part by NSF grant 71-03400.

FIG. 1. Neutron spectra at 0° produced by stopping 25, 35, 45 and 55 MeV protons in beryllium.
As the angle of detection is moved away from zero degrees the peak near 20 MeV decreases in magnitude whereas the low energy tail exhibits very little angular dependence. This is illustrated for the 35 MeV case in figure 2.

For all measurements other than those at 25 MeV, the beryllium target was thicker than that required to stop the protons. Using neutron-beryllium cross section data, the attenuation of neutrons in this excess target length was calculated to be 25%, 20% and 15% for the 35, 45 and 55 MeV yields respectively. The measured yields together with those corrected for excess target lengths are tabulated in table 1.

Figure 3 shows the corrected yields plotted versus the angle of detection. As discussed below, the overall uncertainty in these values is estimated at 20%.

Compared with d-Be spectral measurements in the same energy range, these p-Be measurements show approximately one-twelfth the neutron flux and much less angular dependence of that flux. The increased yield as a function of incident proton energy varies approximately as the cube of the energy, similar to the d-Be case.

Experimental Uncertainties

The uncertainties in these TOF measurements can be considered as three uncorrelated problems: 1) uncertainties in proton production and measurement, 2) neutron detector efficiency uncertainties, and 3) the finite time resolution of the systems involved.

Table 1. P-Be Neutron Yields, \( E_n > 5 \text{ MeV} \).

<table>
<thead>
<tr>
<th>Proton Energy (MeV)</th>
<th>Angle (deg)</th>
<th>Measured Yield ((\text{n/Coul/Sr}))</th>
<th>Yield Corrected for Excess Target ((\text{n/Coul/Sr.}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0</td>
<td>0.80 ( \cdot 10^{16} )</td>
<td>0.80 ( \cdot 10^{16} )</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.74</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.59</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.49</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>0.43</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.36</td>
<td>0.36</td>
</tr>
<tr>
<td>35</td>
<td>0</td>
<td>1.7 ( \cdot 10^{16} )</td>
<td>2.3 ( \cdot 10^{16} )</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.6</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>1.5</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>1.4</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.9</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.6</td>
<td>0.8</td>
</tr>
<tr>
<td>45</td>
<td>0</td>
<td>3.3 ( \cdot 10^{16} )</td>
<td>4.1 ( \cdot 10^{16} )</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>3.0</td>
<td>3.3</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>2.6</td>
<td>3.3</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>2.3</td>
<td>2.9</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>1.6</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.9</td>
<td>1.2</td>
</tr>
<tr>
<td>55</td>
<td>0</td>
<td>5.5 ( \cdot 10^{16} )</td>
<td>6.4 ( \cdot 10^{16} )</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5.3</td>
<td>6.2</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>4.9</td>
<td>5.8</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>4.4</td>
<td>5.1</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>2.9</td>
<td>3.4</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>1.6</td>
<td>1.9</td>
</tr>
</tbody>
</table>

FIG.2. Spectra from 35 MeV protons stopping in a 3.00 cm thick beryllium target at angles from 0° to 50° with respect to the incident proton beam.

FIG.3. Angular distributions of p-Be yields of neutrons above 5 MeV. The data have been corrected for attenuation of neutrons in excess target length.
Proton Beam Uncertainties

For protons in the energy range considered here, the beam of the Crocker Nuclear Laboratory cyclotron appears as a succession of bursts, each burst 1 to 1.5 nsec wide with a period of 45 to 85 nsec between bursts depending on the beam selected. For the 55 MeV measurements the overlapping of neutrons from successive beam bursts resulted in an effective neutron threshold of 4.5 MeV. The short flight path required to achieve a suitably low overlap energy together with the finite time resolution of the system, as discussed below, compromises the energy resolution for the higher energy neutrons with short flight times.

The beam current was measured using a well calibrated current integrator. The target assembly has been tested to verify that the electron suppression is adequate. Uncertainties in beam current measurement are less than 3%.

The beam current required to give adequate but not excessive count rate was from .5 to 2 nanoamperes. Stability of the beam and instrumentation was more than satisfactory during the approximately 30-minute run times required to achieve adequate counting statistics.

Due to the approximately $E^3$ energy dependence of the neutron flux, the 1% uncertainty of the accelerated proton energy adds a 3% uncertainty in the neutron flux determination.

Detection System Uncertainties

The absolute efficiency of the detector was calculated using a code originally written by Stanton. The code as used has been modified by the inclusion of recent cross section data. The accuracy of the modified code has been tested at Davis in measurements of the efficiencies of several organic scintillators. Figure 4 compares the measured and computed efficiencies of a 5.1 cm x 7.6 cm x 10.2 cm rectangular NE-213 liquid scintillator at several energies between 11 and 50 MeV. Data are included for three different detector thresholds corresponding to 1, 2, and 4 MeV electrons. Over the range 11 to 50 MeV the root-mean-square deviation of the code's prediction from the measured values is 2% for the 1 MeV threshold data. Over the limited energy range of 11 to 30 MeV the r.m.s. deviation improves to 1%. Limited efficiency measurements of the detector used for the above spectral measurements indicated a comparably accurate efficiency calculation by the code.

For all thresholds tested the code predicts systematically low values for the efficiency at neutron energies above 30 MeV. In this energy range the neutron-carbon inelastic processes become significant. The cross sections for these interactions are not well known, particularly the $^{12}$C(n,n'3a) reaction. Additionally, the light output functions used in the code for low energy alphas are suspect. Since the alphas produced in these reactions have low energies, their detection efficiency is highly dependent upon the threshold.

In general, the use of PSD techniques, when incorporated in the prediction code, improves the accuracy of the code's predictions.

By weighing the uncertainties in the efficiency by the energy distributions of the measured p-Be spectra, we estimate the overall uncertainty in the yield measurements due to the efficiency uncertainties to be 20%.

The efficiency in the yield determinations.

Time Resolution

Figure 5 shows the TOF spectra of gammas and neutrons for the 35 MeV data at 0°. The stop pulses for the time-to-amplitude converter (TAC) which measures the TOF are derived from every second r.f. cycle so that the time spectra acquired show nearly two full beam bursts. This allows time calibration of the system using the well determined cyclotron r.f. frequency and additionally eliminates any gaps in the spectra from TAC dead time. The width of the prompt gamma burst from the target is a good measure of the overall time resolution of the system, which is better than 3.5 nsec. There are three major contributions to this timing uncertainty.

First, as mentioned above, the intrinsic width of the cyclotron beam bursts is 1 to 1.5 nsec. This is a function of the energy and particular tune used.

Secondly, the phase of these bursts relative to the cyclotron r.f. varies slightly. This time jitter can be as great as ± 1 nsec, again depending on the tune and the stability of the cyclotron. The low beam currents employed in these TOF measurements necessitate the use of the cyclotron r.f. for timing rather than a beam pick-off unit, which would give a timing signal that was independent of such phase variations.
Thirdly, there is the intrinsic time resolution of the detection system. For monoenergetic gamma rays this resolution is better than 1.5 nsec; with a poly-energetic spectrum of mixed particles it is much worse. The use of PSD techniques implies that the timing will be dependent upon the ionization density of the recoiling particle in the NE-213 scintillator. Using a constant fraction discriminator which triggers when 20% of the light is collected from an event, the events due to alpha recoils appear late relative to the proton recoil events. This problem is most troublesome at neutron energies above 30 MeV where a relatively large proportion of the events are due to reactions which produce alphas.

The uncertainties in the energies of detected neutrons caused by timing uncertainties are worsened by the use of relatively short flight paths as necessitated by the overlapping of beam bursts. For the 35 MeV p-Be data shown, the energy resolution at 35 MeV is ± 3.5 MeV. For this reason some of the neutrons may appear to exceed the kinematic limits. The resolution improves at lower energies as the flight times increase; at 10 MeV neutron energy, the energy resolution is better than ± 1 MeV.

Conclusions

The determination of neutron spectra produced by proton beams from a cyclotron striking a beryllium target has been made using TOF techniques. There are two dominant uncertainties in these measurements as described above.

The uncertainties in neutron detector efficiencies lead to significant uncertainties in the neutron fluxes and spectral distributions produced. Additional careful measurements of absolute detector efficiencies are in order. This would not only provide absolute calibration of the particular detectors measured but would also provide benchmarks for testing the predictions of codes such as that used for these experiments. These codes could then be made more accurate in their predictions for other detector assemblies.

For beams where the flux varies slowly with neutron energy, as these p-Be spectra appear to, the time resolution of the experiment is not crucial. If the spectra exhibit sharp peaks or abrupt changes with energy, this may be an important consideration. With out changes in the intrinsic time resolution of the tools used, better energy resolution could be achieved at the expense of a higher neutron threshold by performing the measurements with a longer flight path.

In spite of their limitations, time-of-flight techniques provide a relatively easy and straightforward means of measuring medium energy neutron spectra from pulsed sources. The means are available to improve the techniques illustrated here and improvements in these spectral determinations should be forthcoming.
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PROTONS AND DEUTERONS ON Be AT $E_p=100$ MeV AND $E_{\alpha}=80$ MeV*
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The dose rate of neutrons produced by 80 MeV deuterons on a thick Be target was measured to be 56.0 rad $\mu$amp$^{-1}$ min$^{-1}$ at a target-to-surface distance (TSD) 125 cm and field size 10 cm x 12 cm. The maximum of the neutron energy spectrum occurred at 32 MeV. The LET spectrum (L•D(L)) indicates that 33 percent of the absorbed neutron dose is due to events with $L<100$ KeV/cm, and emphasizes the need for measurements of high energy neutron reaction cross sections of $^3$He, $^7$Li, and $^{18}$O. 100 MeV protons on a Be target 62 MeV thick backed with aluminum yielded neutrons at 14.4 rad $\mu$amp$^{-1}$ min$^{-1}$ at TSD 100 cm and field size 8 cm x 10 cm. The maximum of the neutron energy spectrum occurred at 50 MeV.
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Introduction

Over the past several years we have performed a variety of experiments using high energy neutrons at the University of Maryland cyclotron. These experiments were designed to yield biological and physical data relevant to the evaluation of these neutron beams for use in cancer therapy.\textsuperscript{1-4} Using 80 MeV deuterons and 100 MeV protons on Be targets, we have demonstrated high neutron dose rates, depth-dose profiles superior to $^{60}$Co radiation, and a higher proportion of dose due to high LET events, compared to lower energy neutron beams. Although our physical data were obtained in geometries convenient for radiobiological studies and are expressed in rads instead of neutron fluence, some of our data are relevant to the purposes of this Symposium. We will present:

1. LET spectra of neutrons produced by 80 MeV deuterons on beryllium measured with a Rossi-type spherical proportional counter;
2. Dose rates and estimated yields with a Spokas tissue equivalent (TE) ion chamber for neutrons produced by Be bombarded by 80 MeV deuterons, 100 MeV protons and also 61 MeV protons for comparison with results of other investigators;
3. Neutron energy spectra produced by 80 MeV deuterons and 100 MeV protons on Be;

Experimental Set-Up

Charged particle beams from the Maryland cyclotron pass through a series of focusing magnets to the neutron production target. The beams are centered and focused on a beryllium oxide scintillator mounted on the front of the target and viewed by a television camera. The beam spot diameter is approximately 15 mm for deuterons and 3 mm for protons.

A cross section of the water-cooled target for targets 2 cm thick is shown in Fig. 1. To provide the 4.25 cm thick Be target used in 100 MeV proton irradiations, the threaded aluminum plug shown in Fig. 1 is replaced with a threaded aluminum cup containing additional Be.

The possibility of electron emission from the front surface of the neutron-producing element, causing errors in beam current integration,\textsuperscript{5} is minimized by the geometry of the surrounding aluminum and the fact that most of the ionization from high energy charged particles occurs deep within the target. While high energies may obviate the problem of significant electron emission, a new factor is introduced: the range straggling occurring with full energy loss could lead to unintegrated beam current if the target thickness is only a few mm greater than the mean particle range. An additional consequence of using high-energy deeply penetrating charged particles to produce neutrons is that the neutron source is a line source coincident with the central axis, and may lead to diffi-
culties in neutron beam collimation and inverse square corrections of dose.

All neutron beams are filtered by the 1.11 cm thick aluminum plug (Fig. 1) and a 0.32 cm thick aluminum plate (not shown). Lower-energy data show that such filtration should have little effect on the neutron energy spectrum; however, the overall attenuation can be included in calculations of the intrinsic dose rate of each neutron source configuration.

The geometry of neutron beam collimation was changed several times during the course of the measurements to be reported in this paper. The collimation geometry is important in absolute dosimetry, and will be tabulated along with corresponding dosimetric results.

**LET Spectra**

We have measured the linear energy transfer (LET) characteristics of the neutron beam produced by 80 MeV deuterons using an EGG® Rossi-type gas-filled proportional chamber. This consists of a 12.8 mm diameter spherical chamber which is filled with a tissue-equivalent gas (55% C,H,O, 39.6% CO₂, and 5.4% N) and surrounded by a 1.3 mm thick wall of tissue-equivalent plastic. The chamber was filled to a pressure of 34.5 mm of mercury corresponding to a 1.4 sphere of unit density tissue.

Measurements were made in a 40 cm cubic tissue-equivalent liquid (Prigero's three-component formula with density = 1.1) with the center of the detector at depths of 1 and 5 cm. The phantom was positioned at a TSD of 125 cm and the neutron field was 10 cm x 12 cm. The data were assembled in a pulse height analyzer and a paper tape record was made for input to a computer program. This program unfolds the effect of the variable path length of the detector's spherical geometry and computes the LET distribution. The data were collected in three segments because of the widely varying event rate in different portions of the spectrum. The analysis method is similar to that outlined by Grant et al.

Figure 2 shows L·D(L) plotted against L, where L is LET and D(L) is the dose delivered at a given value of L. With this choice of variables, equal areas under the curve represent equal doses. The results show several peaks over a continuum up to about 800 keV/μ. The peaks are interpreted as being due to Bragg peaks of protons, alphas and heavier fragments. 33 percent of the dose is delivered at LET values above 100 keV/μ.

**Neutron Dose Rates**

Neutron dose was measured with a 0.5 cc Spokas ion chamber constructed of Shonka type A-150 TE plastic. It is customary to observe
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Figure 2. L·D(L) vs. L for 80 MeV deuterons on Be at the depths 1 and 5 cm in a TE liquid phantom TSD = 125 cm. There is no discernible difference in the spectra beyond 100 keV/μ.

that this plastic is not really tissue equivalent for neutrons because of the replacement of oxygen by carbon. This problem is amplified at the high neutron energies reported here; our LET spectra demonstrate that a large proportion of high-energy neutron dose in tissue is caused by n-12C and n-14O reactions.

**Dosimetric Methods**

Neutron dose at 5 cm depth in TE liquid phantoms was determined from the charge collected from the air filled ion chamber according to the Bragg-Gray principle as outlined in neutron dosimetry intercomparisons at lower energies. First the mass of air in the chamber was determined by measuring the chamber response to a known dose of 60Co gamma rays. The mass was 6,458 x 10⁻⁷ kg at STP, so that the actual chamber volume is measured to be 0.5 cc to within one percent.

The ion chamber was then exposed to the Naval Research Laboratory (NRL) neutron beam. This beam, generated by 35 MeV deuterons on Be has been carefully calibrated and intercompared with other lower energy neutron facilities. Using the air mass and the measured charge collected in our ion chamber, along with NRL values for neutron stopping power ratios (Sn) and energy to create an ion pair (Wh) in air, our calculated neutron dose agreed with the stated NRL dose to within one percent.

The next step was to select appropriate parameters for the calculation of higher-energy neutron doses according to the Bragg-Gray relation.

\[ D = \frac{100 Q Wn_{Sn}}{M C_k} \]  

(1)
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where 

\[ D = \text{dose to tissue (rads)} \]
\[ Q = \text{collected charge (coulombs)} \]
\[ W_n = \text{average energy from secondary charged particles (ev/ion pair)} \]
\[ S_n = \text{ratio of average stopping power of secondary charged particles (TE plastic/air)} \]
\[ M = \text{mass of air in ion chamber (kg)} \]
\[ C_k = \text{Kerma correction factor (TE plastic/tissue)} \]

For the most part we have followed the procedure used at the highest energy neutron facility for which there exists careful dosimetry with intercomparisons: the Texas A&M cyclotron (50 MeV deuterons on Be). There are two alterations. First, in the computation of \( W_n \), the alpha contribution is taken to increase from 19 to 33 percent based on our LET spectrum. Second, \( C_k \) is taken to be 1.00. Usually \( C_k \) is greater than 1 because of the oxygen deficiency in TE plastic compared to tissue; but according to ICRU-13 the ratio of neutron kerma in oxygen to kerma in carbon appears to approach unity as the neutron energy increases to 20 MeV, above which energy there is no data.

Our resulting dosimetric constants are shown in Table I. Resulting in the final relationship for high energy neutron rads in tissue measured with our ion chamber: 

\[ D_{n+} = 6.46Q + W_n \]

after temperature and pressure correction. Our measurements were performed in liquid phantoms using Priglio's three-component TE formula with density=1.10. All collimation was provided by unattenuated apertures in steel shielding.

**Dose Rate Results**

Most of the measured dose rates were obtained in geometries inconvenient for comparison with other yield results. Table II describes the geometries and measured dose rates, along with estimated dose rates and under standard conditions of 125 cm TSD, 1 cm depth in TE phantom (\( \rho = 1.10 \)), using unattenuated neutron beams. The measured dose rates under the stated conditions have estimated uncertainties of 12 percent. These results are more reliable than the calculated expected dose rates under standard conditions. These expected dose rates require additional corrections for neutron attenuation in the 1.45 cm of aluminum immediately downstream from the site of neutron production, changes in TSD, changes in depth within the phantom, and changes in phantom dimension. The combined error for these corrections is estimated to be nine percent, with the total uncertainty 15 percent.

The dose rate for 80 MeV deuterons on Be under standard conditions (56 rad min\(^{-1}\) ureu) conforms to the NRL yield predictions\(^{11}\); at 

\[ E_d = 80 \text{ MeV, } 1.24 \times 10^{-4} \text{ Em} \]

(\( \text{MeV} \)) = 60.7 rad min\(^{-1}\) ureu, while 1.53 \times 10^{-4} E\(^{-0.2}\) (\( \text{MeV} \)) = 55.2 rad min\(^{-1}\) ureu.

---

**TABLE I. Dosimetry constants**

<table>
<thead>
<tr>
<th>Constant</th>
<th>Maryland (^{60})Co</th>
<th>Maryland (\rho)</th>
<th>TAMVCL</th>
<th>Maryland (\rho)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( W_{air} ) (ev/ion pair)</td>
<td>33.73</td>
<td>35.55</td>
<td>35.79</td>
<td></td>
</tr>
<tr>
<td>( S ) TE plastic ( air )</td>
<td>1.137</td>
<td>1.157</td>
<td>1.157</td>
<td></td>
</tr>
<tr>
<td>( C_k ) TE plastic</td>
<td>-</td>
<td>1.00</td>
<td>1.05</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE II. Neutron dose rates.**

<table>
<thead>
<tr>
<th>Primary beam</th>
<th>TSD (cm)</th>
<th>Depth in TE phantom (cm)</th>
<th>Field size</th>
<th>Phantom width</th>
<th>Measured dose rate ( \text{(rad } \mu A^{-1}\text{min}^{-1}) )</th>
<th>Expected standard dose rate ( \text{(rad } \mu A^{-1}\text{min}^{-1}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>61 MeV p</td>
<td>262</td>
<td>5</td>
<td>circular</td>
<td>7x16x16</td>
<td>0.64</td>
<td>3.2</td>
</tr>
<tr>
<td>80 MeV d</td>
<td>125</td>
<td>5</td>
<td>10x12</td>
<td>40x40x40</td>
<td>44</td>
<td>56</td>
</tr>
<tr>
<td>100 MeV p(^a)</td>
<td>100</td>
<td>5</td>
<td>8x10</td>
<td>7x16x16</td>
<td>13</td>
<td>9.7</td>
</tr>
</tbody>
</table>

\( ^a \)Be target 62 MeV thick backed with aluminum.

\( ^b \)All neutron beams attenuated by 1.45 cm aluminum as explained in text.

\( ^c \)Standard conditions are TSD=125 cm, dose measured at 1 cm depth, and subtraction of attenuation in aluminum. These corrections include experimental data on depth-dose curves and deviations from inverse square law.
The dose rate for 6 MeV protons on Be under standard conditions (3.2 rad min\(^{-1}\) \(\mu\)amp\(^{-1}\)) compares well with the value measured by Amols et al.\(^2\) for 65.4 MeV protons (3.4 rad min\(^{-1}\) \(\mu\)amp\(^{-1}\)).

Neutron yields have been estimated for the standard conditions by use of fluence-to-rad data in NBS Handbook 107. For neutrons produced by 6\(\alpha\) MeV \(\alpha\), 80 MeV \(\alpha\) and 100 MeV \(\alpha\), the calculated yields at 125 cm are 1.1, 20, and 2.6 \(\times\) \(10^{11}\) neutrons \(\mu\)C\(^{-1}\) sr\(^{-1}\), respectively. The result 1.1 \(\times\) \(10^{11}\) n \(\mu\)C\(^{-1}\) sr\(^{-1}\) for 6\(\alpha\) MeV protons on Be compares with Awschalom's experimentally observed value 0.88 \(\times\) \(10^{11}\) n \(\mu\)C\(^{-1}\) sr\(^{-1}\) for 6\(\alpha\) MeV neutrons on Be.\(^3\) These numbers may be consistent in view of the 9 MeV neutron cutoff in Awschalom's yield. Our result 2 \(\times\) \(10^{11}\) n \(\mu\)C\(^{-1}\) sr\(^{-1}\) for 80 MeV deuterons on Be can be compared to the yield of 50 MeV deuterons on Be measured by Meuldens et al.\(^3\) by applying the NRL power law (50/80)^0.92 as suggested above. Our yield estimate at 80 MeV, scaled by the NRL power law predicts a yield 5.0 \(\times\) \(10^{10}\) n \(\mu\)C\(^{-1}\) sr\(^{-1}\), compared with 5.8 \(\times\) \(10^{10}\) n \(\mu\)C\(^{-1}\) sr\(^{-1}\) measured by Meuldens.

Neutron Energy Spectra

Neutron energy spectra were obtained by a time-of-flight technique similar to that of Theus et al.\(^4\) In the present work, the flight path lengths were between 3 m and 5 m. Use of the 3 m flight path allowed a check on the d-Be energy spectrum down to a lower limit of 5 MeV. Neutrons were detected in a NE102 plastic scintillator. The detector efficiency as a function of neutron energy was calculated using a modified version of the Kurs program. The neutron energy spectrum for 80 MeV d-Be ions, 61 MeV protons, and 100 MeV protons on beryllium is shown in Fig. 3. For comparison the NRL spectrum from 35 MeV deuteron-induced neutrons\(^8\) is shown. The 80 MeV deuteron-induced neutron spectrum is the expected extrapolation from lower energies, or about 32 MeV. The spectrum of neutrons from 100 MeV protons shows a mean energy near 50 MeV. In this latter case, the target was designed to maximize the neutron energies at the expense of dose rate: the 4.25 cm of beryllium does not stop the protons, but slows them to about 38 MeV, after which they stopped with reduced neutron production in the aluminum backing.

Needed Nuclear Cross Section Measurements

Most of the material presented in this paper suffers in some way from the lack of basic high energy nuclear data standards. A list of basic data needed for the work reported here includes:

1. Charged particle production cross sections for \(^1\)C, and \(^1\)NO above 20 MeV to evaluate the effect of substituting \(^{12}\)C for \(^{16}\)O in the wall of the LET counter and the ion chamber, and to determine the spectra of secondary charged particles in the ion chamber.

2. Stopping powers of protons, alphas, and heavier fragments above 20 MeV in \(^1\)H, \(^{12}\)C, \(^{14}\)N, and \(^{16}\)O to permit the calculation of Sn.

3. W values of protons, alphas, and heavier fragments above 20 MeV in air.

4. Kerma in \(^{12}\)C, \(^{14}\)N, and \(^{16}\)O between 20 and 100 MeV.

5. Data of the type specified in item 1 for \(n\)-\(^{12}\)C reactions in hydrocarbon scintillation detection efficiency calculations. (The work of McNaughton et al.\(^3\) represents some progress in this direction).

Unfortunately, nuclear data other than \(n\)-\(p\) cross sections become both increasingly important and increasingly scanty as neutron energy increases. In the case of neutron reactions in tissue, these ideas are demonstrated by the LET spectrum of neutrons from 80 MeV deuterons on Be (Fig. 2). At this energy at least 33 percent of the dose is due to the events other than \(n\)-\(p\), while similar data from 50 MeV deuterons show that 19 percent of the dose is due to other than \(n\)-\(p\), and at 35 MeV the figure is only 11 percent.

Two factors should be helpful in obtaining the needed high energy nuclear data. First, all of the needed data listed above should vary slowly with energy from about 40 up to 100 MeV; only a small number of incident particle energies need to be studied.

Second, as we have shown previously,\(^3\) proton-induced reactions should give similar results to neutron-induced reactions above 20 MeV provided that Coulomb effects can be subtracted. This approximation should be especially valid for even-even target nuclei \(^{12}\)C, \(^{14}\)N, and \(^{16}\)O. This means that much easier proton experiments can be performed to obtain needed neutron cross sections.

---
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Time-of-flight measurements are reported for the thick-target neutron yields from the Be(d,n) and Li(d,n) reactions over an angular range of 0-90° at a deuteron energy of 40 MeV. foil activation measurements are also described for the Be(d,n) reaction. A dosimetry technique based on these measurements is discussed.

[Dosimetry: measured thick-target neutron yields, Be(d,n), Li(d,n); $E_d = 40$ MeV; $E_n > 2$ MeV; $\theta = 0-90^\circ$]

**Introduction**

In recent years there has been growing interest in the use of neutron sources based on the Be(d,n) and Li(d,n) reactions for fusion-related materials studies. In this paper we report on measurements of the thick-target neutron yields from these two reactions, measurements which were made using a 40-MeV deuteron beam from the Oak Ridge Isochronous Cyclotron (ORIC). Time-of-flight (TOF) data were obtained for both reactions over the angular range 0 to 90°, and foil activation measurements were made for the Be(d,n) reaction in the range 0 to 80°. The results were used to develop a dosimetry technique suitable for the existing ORIC Be(d,n) neutron source, and to evaluate the performance expected from the recently proposed Li(d,n) intense neutron sources.

**Time-of-Flight Measurements**

The TOF measurements were made using a 40-MeV deuteron beam from the ORIC. This beam is pulsed at the cyclotron orbital frequency of 12.97 MHz, providing 2-nS-wide pulses every 77.10 ns. With the maximum available flight path of 3 m the resultant energy resolution varied from ~4% at a neutron energy of 5 MeV to ~15% at 40 MeV. However, neutron energies below 5 MeV could not be reliably measured with this flight path because of overlapping events from successive beam bursts. Accordingly most of the measurements were repeated using a flight path of 0.75 m, which allowed the data to be extended down to $E_n \sim 2$ MeV.

The experimental arrangement is shown in Fig. 1. The deuteron beam passed through a thin (7.5 mg/cm²) gold scattering foil, used in monitoring the beam, and onto the thick beryllium (or lithium) target. Neutrons and gamma rays emitted at an angle $\theta$ were detected in a cylindrical cell of NE213 liquid scintillator + 37.3 mm in diameter by 34.1 mm long viewed by a 56AVP photomultiplier tube. The fast timing signal from the photomultiplier tube was used to start a time-to-amplitude converter, the stop signal being derived from every second cycle of the cyclotron RF. A neutron-gamma discrimination circuit was used to route an event into one of two 400-channel TOF spectra. Background events, for example neutrons scattered from the experimental room floor or walls, were measured by placing a 20-cm-thick lead shadow shield midway between the target and the detector. When the lead shield was removed, it was displaced by the smallest possible distance (6 cm), so that the effect of in-scattering from the lead was similar for both foreground and background runs.

---
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The beam current required for these measurements was small, \( \leq 0.1 \) nA. The beam was monitored by counting deuterons scattered at \( 445^\circ \) from the thin gold foil. Two detectors were used to eliminate errors due to movements of the beam spot on the gold foil. This secondary monitor was calibrated at intervals during the experiment by increasing the beam current and using the second scattering chamber as a Faraday Cup.

The neutron detector threshold was set relative to the half-height of the Compton edge from a \( ^{22} \)Na source. Following the definitions of Verbinski et al., this corresponds to 0.89 light units (LU). For the 3-m runs the threshold was set to be 1.00 LU \( (E_n \approx 3.5 \) MeV), while for the 0.75-m data a setting of 0.266 LU \( (E_n \approx 1.3 \) MeV) was used. The detector efficiency at each threshold was calculated for a number of neutron energies in the range 1–50 MeV, using the Monte Carlo code OSSA.

For data analysis the positions of the two gamma peaks in the appropriate spectrum were obtained by fitting a gaussian peak to the data. The time calibration was obtained from these peak locations by assuming a linear dependence of TOF versus channel number. The neutron spectrum was then converted to an energy spectrum, defining the flight path to be the distance from the geometrical center of the target to the geometrical center of the liquid scintillator. Allowance was made for neutron absorption in the aluminum walls of the scattering chamber (\( \sim 3 \) mm thick) and the scintillator cell (\( \sim 1.5 \) mm thick) as well as the air along the flight path. The measured energy spectra from d + Be at 0° and 90° are shown in Fig. 2, with the error bars showing statistical uncertainties only. The data from d + Be and d + Li at all angles studied are shown as smooth curves in Figs. 3 and 4, respectively. The curves for 7° and 45° do not extend below 5 MeV as no runs were made at these angles with a 0.75-m flight path. Monitor uncertainties for the 0.75-m data were typically 8–15% as against 3–4% for the 3-m data. Accordingly, the relative normalization for the two data sets was derived from the total neutron yields for 7.5 MeV \( < E_n < 12.5 \) MeV, and the overall normalization defined by the monitor counts for the 3-m data.

The experimental uncertainties for these data come from three sources. First, there are the statistical uncertainties indicated by the error bars...
in Fig. 2. These are generally small. Second, there is a beam monitor uncertainty at each angle, which amounts to ~1% at all angles, except for 45° where it is 6%. Finally, and most important, there are uncertainties due to the errors in the efficiency calculations. The resultant overall normalization uncertainty is estimated to be ±15%. Errors in the measured shape of the energy spectrum due to errors in the shape of the efficiency curve are difficult to assess, but are probably less than 10%.

Foil Activation Measurements

The activation measurements of the Be(d,n) neutron yields required much higher deuteron beam intensities than did the TOF measurements. Therefore, the existing ORIC neutron source, which comprises a water-cooled beryllium target, was used; permitting deuteron beam intensities ≈ 20 µA. In order to make these measurements in a well-defined geometry, the activation foils were placed at a distance from the target which was large compared to the dimensions of the interaction region within the beryllium target. The arrangement adopted is shown schematically in Fig. 5. Rectangular foils, 50 x 120 mm, were mounted on a support in the shape of a circular arc 76.2 mm in radius, and the whole assembly located with the center of the arc at the center of the d + Be interaction region. After exposure for 4 hr at a deuteron beam level of 20 µA, the foils were removed, allowed to cool for several days, and 6.3-mm-diam discs were punched from them in the pattern indicated in Fig. 5. The discs were weighed and the gamma activities listed in Table 1 were measured using a Ge(Li) detector whose efficiency was calibrated using a standard source.

To convert the measured activities to neutron yields the spectrum-averaged cross sections for the three reactions were computed as a function of scattering angle by folding the spectrum shapes as measured in the TOF runs with the excitation functions shown in Fig. 6. For energies <20 MeV the available data5,6 for the 59Co(n,2n) and 93Nb(n,2n) reactions appear to be in reasonably good agreement, but considerable scatter of the experimental results is apparent for the 58Ni(n,p) case.7 Above 20 MeV there are no data, so the excitation functions were extrapolated using the shapes calculated with the code THRESH.8 The overall uncertainties in the calculated spectrum-averaged cross sections were estimated to be ±10% for the 59Co(n,2n) and 93Nb(n,2n) reactions, and ±15% for the 58Ni(n,p) reaction. In Fig. 7 we show the experimental values of neutron yield (E_n > 2 MeV) versus

---

**Table 1. Reactions Used for Activation Measurements**

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Q-Value (MeV)</th>
<th>Eγ (keV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>58Ni(n,p)58Co</td>
<td>0.39</td>
<td>810.5</td>
</tr>
<tr>
<td>59Co(n,2n)58Co</td>
<td>-10.47</td>
<td>810.5</td>
</tr>
<tr>
<td>93Nb(n,2n)92mNb</td>
<td>-8.95</td>
<td>934</td>
</tr>
</tbody>
</table>

---

**Fig. 6.** Excitation functions used to calculate spectrum-averaged cross sections. The solid lines represent the energy regions for which data5,6,7 were available; the dotted portions were extrapolated from Ref. 8.

**Fig. 7.** Experimental values of neutron yield obtained in the present work for 40-MeV deuterons on thick beryllium targets.
angle obtained from the three activation foils, corrected for absorption in the tantalum end plate. The TOF data are also shown. The error bars indicate statistical uncertainties only. The solid line represents the mean of the TOF and activation results. The four sets of data are displaced from this curve by an average of \(-10\%\) (TOF), \(+10\%\), \([\text{Co}(n,2n)]\), \(+1\%\), \([\text{Ni}(n,p)]\), and \(-15\%\), \([\text{Be}(n,p)]\), in reasonable agreement with the estimated uncertainties.

In Table 2 the results of four separate measurements of d + Be neutron yields \((E_n > 2 \text{ MeV})\) are listed, together with the average values represented by the solid line in Fig. 7.

The total d + Li neutron yields for \(E_n > 2 \text{ MeV}\) are given in Table 3. From the beryllium data we see that the TOF results are 10\% lower than the average values for the total yields, accordingly the lithium data should be renormalized upwards by this amount, as shown in the final column of Table 3. The errors quoted in this column reflect not only statistical errors, but also those due to uncertainties in the shape of the detector efficiency curves.

Thick-target neutron yields from the d + Be reaction have previously been measured by Schweimer at \(E_d = 40\) and 55.8 MeV, and by Meudlers et al. at \(E_d = 16, 33, \) and 50 MeV. Schweimer's measurement of

<table>
<thead>
<tr>
<th>Scattering Angle (deg)</th>
<th>TOF Data</th>
<th>(a(\text{Co}(n,2n)))</th>
<th>(a(\text{Ni}(n,p)))</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>33.61%</td>
<td>35.70%</td>
<td>35.70%</td>
<td>36.01%</td>
</tr>
<tr>
<td>5</td>
<td>33.70%</td>
<td>24.80%</td>
<td>29.90%</td>
<td>30.01%</td>
</tr>
<tr>
<td>7</td>
<td>25.11%</td>
<td>26.00%</td>
<td>23.00%</td>
<td>26.61%</td>
</tr>
<tr>
<td>10</td>
<td>13.20%</td>
<td>18.20%</td>
<td>15.40%</td>
<td>15.40%</td>
</tr>
<tr>
<td>20</td>
<td>13.40%</td>
<td>9.50%</td>
<td>11.60%</td>
<td>11.70%</td>
</tr>
<tr>
<td>30</td>
<td>6.80%</td>
<td>5.20%</td>
<td>6.19%</td>
<td>6.19%</td>
</tr>
<tr>
<td>40</td>
<td>2.20%</td>
<td>2.20%</td>
<td>2.30%</td>
<td>2.30%</td>
</tr>
<tr>
<td>50</td>
<td>1.20%</td>
<td>1.20%</td>
<td>1.20%</td>
<td>1.20%</td>
</tr>
<tr>
<td>Scale</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>uncertainty (\pm10% )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Corresponds to solid line in Fig. 7.

<table>
<thead>
<tr>
<th>Scattering Angle (deg)</th>
<th>TOF Data</th>
<th>Neutron Yield</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>36.7 ± 1.1</td>
<td>40.9 ± 2.9</td>
</tr>
<tr>
<td>5</td>
<td>25.5 ± 1.3</td>
<td>38.2 ± 2.0</td>
</tr>
<tr>
<td>10</td>
<td>11.6 ± 0.4</td>
<td>13.0 ± 0.9</td>
</tr>
<tr>
<td>20</td>
<td>6.28 ± 0.25</td>
<td>6.99 ± 0.50</td>
</tr>
<tr>
<td>30</td>
<td>3.75 ± 0.17</td>
<td>4.15 ± 0.30</td>
</tr>
<tr>
<td>45</td>
<td>2.48 ± 0.09</td>
<td>2.76 ± 0.19</td>
</tr>
<tr>
<td>60</td>
<td>1.43 ± 0.05</td>
<td>1.59 ± 0.11</td>
</tr>
<tr>
<td>90</td>
<td>±15%</td>
<td>±7%</td>
</tr>
</tbody>
</table>

Statistical errors only.

The neutron energy spectrum at 0° extends down to a neutron energy of 11.5 MeV, and the shape is in good agreement with our results, however, his estimate of the overall yield is approximately 35% lower.

Weidler's data include energy spectra at a number of angles for neutron energies \(E_n > 3 \text{ MeV}\). No direct comparison with these data is possible due to the differing deuteron energies, but our data follow the same trends as regards spectral shapes, angular distributions and overall yields.

**Dosimetry for the d + Be Neutron Source**

All the yield measurements described in the previous section were made in well-defined geometries. However, irradiations performed with the ORIC source generally require samples to be placed within a few millimeters of the beryllium target so that a given position on the sample corresponds to a range of scattering angles from the target. Furthermore both the neutron flux and the energy spectrum vary strongly with distance from the beam axis. Thus the dosimetry must provide a measure of both quantities with a spatial resolution \(\sim 1 \text{ mm}\). The basis of the method is to assume that the neutron energy spectrum at any point on the sample is adequately represented by the neutron spectrum seen far from the target at some effective scattering angle \((\theta_\text{eff})\). Then the neutron dose at a given point on the sample can be completely described by two numbers, the total neutron yield for \(E_n > 2 \text{ MeV}\) and the spectrum shape parameter \(\theta_\text{eff}\).

The response of the nickel and cobalt foils in terms of these two parameters is obtained from the yield measurements described in the preceding section. From the activation measurements done in a well-defined geometry, the ratio of the cobalt and nickel activities at each scattering angle are obtained, and used to calculate the ratio of the spectrum-averaged cross sections, \(\sigma(\text{Co})/\sigma(\text{Ni})\), as a function of angle. The results are shown in Fig. 8. The solid line in Fig. 7, which is our best estimate of the total neutron yield, is used in conjunction with the same activation measurements to calculate the value of \(\sigma(\text{Co})/\sigma(\text{Ni})\) as a function of angle.
and \( \Sigma(Ni) \) as function of scattering angle. These results (a) are given in Table 4, together with the values (b) previously estimated from the TOF data and the published cross sections. [Strictly speaking the nickel values include a contribution from competing reactions such as \( ^{60}Ni(n,t)^{58}Co \), however, the correction is probably \(<5\%\) and does not affect the present discussion.] The dosimetry procedure which we use is to measure the activity induced in cobalt and nickel foils at a given location, compute the ratio \( \frac{\Sigma(Co)}{\Sigma(Ni)} \) and then obtain \( \theta_{\text{eff}} \) from Fig. 8. Knowing \( \theta_{\text{eff}} \) the value of \( \Sigma(Co) \) [or \( \Sigma(Ni) \)] can be obtained from Table 4 and the total neutron fluence calculated.

An example of the method is illustrated in Fig. 9. The cobalt and nickel foils were in the form of 25-mm-diam discs, approximately 0.05 mm thick, placed perpendicular to the beam axis at a distance of 10 mm from the center of the beryllium target. After an irradiation lasting ~26 hr, the pair of foils was removed and allowed to cool for several weeks. Discs 1.5 mm in diameter were then punched from the foils in the radial pattern shown on the insert of the upper part of Fig. 9. Each small disc was weighed, and the 810-keV \( \gamma \)-activity measured with a Ge(Li) detector. From these data the location of the center of the neutron spot (i.e., the maximum activity) was estimated, and the activity of each disc plotted against its distance \( r \) from this center, as shown in Fig. 9. There is an implicit assumption in this procedure that the neutron intensity contours are circular, which appears to be well justified by the small scatter of the data points in these plots. From the data in the upper part of Fig. 9 the two dose parameters, \( \theta_{\text{eff}} \) and neutron yield were calculated and plotted as a function of \( r \) as shown in the lower part of the figure. The neutron spot is seen to have a roughly gaussian profile, with a full width at half maximum of 8.5 mm, and a maximum of ~2 \( \times 10^{17} \) n/cm\(^2\), corresponding to an average flux ~2.1 \( \times 10^{12} \) n/cm\(^2\)/sec during the irradiation.

The overall uncertainty in the neutron fluence is estimated to be ±10\% due largely to the 7\% uncertainty of the yield measurements used to calibrate the activation foils. The uncertainty in the definition of spectral shape is difficult to quantify, but in terms of the effective scattering angle it amounts to ±2°, as indicated in Fig. 9.

Table 4. Estimates of the Spectrum-Averaged Cross Sections (in mb) for Various Reactions as a Function of Scattering Angle. Values labeled (a) are used for dosimetry (see text). Values labeled (b) were calculated from TOF data and available cross-section data.

<table>
<thead>
<tr>
<th>Scattering Angle (deg)</th>
<th>( ^{58}Ni(n,p)^{58}Co )</th>
<th>( ^{59}Co(n,\gamma)^{58}Co )</th>
<th>( ^{93}Nb(n,\gamma)^{92m}Nb )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \Sigma(Ni) ) (a)</td>
<td>( \Sigma(Co) ) (a)</td>
<td>( \Sigma(Ni) ) (a)</td>
</tr>
<tr>
<td></td>
<td>( \Sigma(Co) ) (b)</td>
<td>( \Sigma(Co) ) (b)</td>
<td>( \Sigma(Ni) ) (b)</td>
</tr>
<tr>
<td>0</td>
<td>270</td>
<td>316 ± 47</td>
<td>349 ± 49</td>
</tr>
<tr>
<td>5</td>
<td>270</td>
<td>460</td>
<td>195</td>
</tr>
<tr>
<td>7</td>
<td>270</td>
<td>330 ± 50</td>
<td>383 ± 33</td>
</tr>
<tr>
<td>10</td>
<td>272</td>
<td>548</td>
<td>174</td>
</tr>
<tr>
<td>15</td>
<td>278</td>
<td>341 ± 51</td>
<td>300 ± 25 ± 26</td>
</tr>
<tr>
<td>20</td>
<td>283</td>
<td>260</td>
<td>131</td>
</tr>
<tr>
<td>30</td>
<td>298</td>
<td>369 ± 55</td>
<td>212 ± 16 ± 19</td>
</tr>
<tr>
<td>40</td>
<td>313</td>
<td>175</td>
<td>103</td>
</tr>
<tr>
<td>45</td>
<td>320</td>
<td>386 ± 58</td>
<td>161 ± 16 ± 17</td>
</tr>
<tr>
<td>50</td>
<td>329</td>
<td>148</td>
<td>98</td>
</tr>
<tr>
<td>60</td>
<td>345</td>
<td>375 ± 56</td>
<td>124 ± 11 ± 12</td>
</tr>
<tr>
<td>*50</td>
<td>361</td>
<td>101</td>
<td>74</td>
</tr>
<tr>
<td>80</td>
<td>380</td>
<td>87</td>
<td>67</td>
</tr>
<tr>
<td>90</td>
<td>400</td>
<td>368 ± 55</td>
<td>72 ± 8 ± 8</td>
</tr>
</tbody>
</table>

*Includes contributions from competing reactions such as \( ^{60}Ni(n,t)^{58}Co \).
Conclusions

The neutron yield data described above provide an adequate basis for assessing the performance of Be(d,n) and Li(d,n) neutron sources which use a 40-MeV deuteron beam. It would be useful to extend these measurements to lower neutron energies \( E_n < 2 \text{ MeV} \), although the contribution of such neutrons to the total radiation damage is not large \((\lesssim 5\%)\), at least in the high-flux regions of the neutron sources.

Because of the similarity of the spectral shapes from the Be(d,n) and Li(d,n) reactions, the dosimetry technique developed for the ORIC Be(d,n) source should be also applicable to Li(d,n) sources. However, more accurately known neutron activation cross sections are needed, particularly in the energy region \( E_n > 15 \text{ MeV} \). There will also be a need for measurements of transmutation product cross sections, particularly those for hydrogen and helium. Integral measurements for helium production could be made with existing Be(d,n) sources and would provide a useful check on the theoretical predictions.
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The thick-target, neutron energy spectra and yields produced at 0° with respect to the incident ion beam for the reaction \( ^9\text{Be}(d,n)^{10}\text{Be} \) at \( E_d = 35 \) MeV and the reaction \( ^9\text{Be}(^3\text{He},n)^{11}\text{C} \) at \( E_n = 81.4 \) MeV have been measured by time-of-flight techniques. The same data are analyzed dosimetrically in order to extract kerma-to-fluence factors for the NE 213 scintillator. The \( ^9\text{Be}(d,n)^{10}\text{Be} \) results are compared with predictions of the Serber theory as applied to a thick target. Rossi counter measurements in the phantom have shown that the fast neutron spectral quality does not change significantly along the beam axis from at least 2 cm to 20 cm depth in tissue-equivalent fluid.

(Neutrons; energy spectra; yields; thick target; time-of-flight; \( ^9\text{Be}(d,n)^{10}\text{Be}; ^9\text{Be}(^3\text{He},n)^{11}\text{C}; \) Serber theory; Rossi-counter measurements)

Introduction

The Naval Research Laboratory, in collaboration with a consortium of east coast therapeutic radiologists, is presently engaged in a clinical trial comparing neutrons with gamma rays in the local control of cancerous tumors. The neutron beam is produced by bombarding a thick beryllium target with 35-MeV deuterons. Many measurements have been performed to study the physical characteristics of this neutron beam. These studies include the spectral distribution of the neutron beam by time-of-flight techniques, and investigations of the change in spectral characteristics as the beam penetrates tissue-equivalent material. Additionally, the time-of-flight data can be analyzed to yield kerma-to-fluence information as a function of neutron energy as well as the dose dependency of the neutron beam in penetrating tissue-equivalent slabs.

Time of Flight Measurements

In these measurements a 50-ohm capacitive coupler was used to sense the timing of the deuteron beam burst itself, rather than the radiofrequency (rf) dee voltage. This method has the advantage of not depending on a constant phase relation between the rf signal and the extracted beam burst. This beam burst signal determined the time at which the neutrons left the beryllium target. The neutron-beam attenuators were 20-cm-square boxes of various thicknesses, constructed of 3-mm Lucite and filled with TE liquid. Geometrical considerations are shown schematically in Fig. 1. A 5-cm diameter NE-213 liquid scintillator coupled to a RCA 8575 photo-multiplier tube was used to detect the neutrons at the end of the 3-m flight path. The fast timing signal from the photomultiplier assembly determined the arrival time of the neutrons. These neutron-flight, start and stop signals provided the input timing signals for a time-to-amplitude converter (TAC). The TAC output was fed into an analogue-to-digital converter (ADC) connected to an EMR-6050 computer. The scintillation amplitude or linear signal from the photomultiplier tube base was entered into a second ADC unit, and neutron gamma pulse-shape discrimination signals were routed into a third ADC. The flight time and pulse-height signals from the first two ADC's were recorded in a two-parameter mode, subject to a neutron software gate on the output of the third ADC. This software gate assured that only those scintillation events due to neutrons were processed by the computer. A schematic representation of this system is also shown in Fig. 1. The two-parameter accumulation of data records the number of events, \( N(E_{ni}, E_p) \), in the \( i \)th \( j \)th bin. This bin has neutron energy width \( E_n \). The \( x \)-axis is in equal increments of time but not energy; hence the \( x \)-width dependency on the channel index "\( i \)." The neutron energy spectrum \( f(E_n) \) for a specific number of incident deuterons is defined such that \( f(E_n) \cdot E_n \) is the number of neutrons per coulomb-steradian having energy in the bin between \( E_n \) and \( E_n + dE_n \). This spectral distribution is then related to the accumulated data by the expression:

\[
f(E_n) = \frac{1}{Q \Omega_{ni} \Delta E_n} \sum N(E_{ni}, E_p)
\]

in which \( Q \) is the integrated target current in coulombs, \( \Omega \) is the detector solid angle, and \( ni \) is the detector efficiency which is calculated by the use of the Kurz code. This spectral expression is evaluated in the computer and is presented on a line printer and digital plotter together with the average neutron energy given by:

\[
E = \frac{\int_0^{E_{n,\text{max}}} E_n f(E_n) dE_n}{\int_0^{E_{n,\text{max}}} f(E_n) dE_n}
\]

FIG. 1. Time-of-flight spectrometer.
In evaluating this average energy the neutron spectral amplitude is extrapolated to zero for vanishing neutron energy. A spectrum as determined by these techniques is shown in Fig. 2 with good agreement with those of Heuders et al.

This spectrum changes very little with TE fluid thickness, the average energy of the primary and forward-scattered neutron component being increased by only 8% in penetrating 24 cm of TE fluid (Fig. 3).

This result implies that the relative biological effectiveness (RBE) of the beam should be essentially independent of tissue depth (assuming constant dose levels), which is desirable from the standpoint of treatment planning. Radiobiological experiments have verified the constancy of the RBE values with depth in a tissue equivalent phantom.

Time-of-Flight Dosimetry

If the y-axis of the two-parameter data matrix is calibrated such that \( E \) is the energy per unit mass deposited in the NE-213 detector to produce the recorded scintillation amplitude, then \( E_p \), \( N(E_p, E_{\text{q}}) \) is the energy in the \( i \)th \( j \)th bin. Summing all energy in these bins, and including a sum over charged particle type (alpha or proton) yields:

\[
E = \frac{1}{\text{Qm}} \sum_{p} \sum_{i} \sum_{j} E_{pj} N(E_{ni}, E_{pj})
\]  

which is the dose (erg g\(^{-1}\)) deposited in the scintillator per coulomb of deuteron charge on the target. In this expression, \( \text{Qm} \) is the mass of the NE-213 detector, and \( E_{pj} \) is selected as the proton recoil energy, since the majority of recorded events is due to elastic proton recoils. The integrated quantity \( E \) in Equation (3), which is related to the total energy per gram deposited in the detector, was determined for different TE slabs placed adjacent to the Be target. The neutron beam in this case was produced by 35-MeV incident deuterons. For this geometrical arrangement, the dose rate as a function of slab thickness was obtained with a spherical TE ionization chamber with wall material sufficiently thick (5 mm) to assure charged-particle equilibrium. A comparison of these two results is shown in Fig. 4.

The comparative agreement indicates that the time-of-flight determinations of total deposited "energy" offer a good quantitative measure of the depth dependence of the absorbed dose in tissue.

Another quantity of interest in dosimetry is the kerma-to-fluence factor. This factor specifies the kinetic energy transferred in charged particles in a gram of material per incident neutron per cm\(^2\) of a given energy \( E \). It is easy to show that the kerma-to-fluence factor, in units of rad neutron\(^{-1}\) cm\(^{-2}\) relative to the accumulated spectral distribution, is obtained by the expression:

\[
A \sum_{p} \sum_{j} E_{pj} N_{ni} E_{pj} \choose \int_{E_{ni}}^{E_{pj}} N_{q}(E) \, \Omega \, Q \, \text{d}E_{q} \frac{d}{dE_{nj}}
\]  

FIG. 2. Neutron spectral yield at 0° angle.

FIG. 3. Neutron spectral distributions after the penetration of 0, 9, and 18 cm of tissue-equivalent fluid slabs, respectively.

FIG. 4. Comparison of the attenuation of neutron dose by tissue-equivalent slabs as measured by an ionization chamber and recoil proton energy deposited in a scintillator by time-of-flight technique.
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where \( A \) is the detector area, and \( M \) is the mass of the detector. In equation (4) the units of dose are expressed as a function of neutron energy, and can be separated into components due to alphas or protons if \( p \) is omitted. With proper corrections this equation should yield information relative to dose calculations for monoenergetic neutron beams based on neutron elastic and reaction cross sections. In this effort kerma components are obtained by converting scintillation amplitude to particle energy using the appropriate scintillation output relationship for each particle type, and then summing the energy deposited by that particle.

By utilizing various neutron-producing reactions, kerma-to-fluence factors can be obtained over a large range of neutron energies. Consequently, higher energy spectral distributions were produced by other cyclotron accelerated particles. An example resulting from 81.4 MeV \(^3\)He particles bombarding a thick Be target is shown in Fig. 5. This neutron spectrum and

FIG. 5. Neutron spectral yield at 0° angle.

the \(^3\)He-Be reaction were used to obtain the kerma-to-fluence factors for the NE-213 hydrocarbon scintillator over a range of energies for which cross section data does not exist. The results for proton kerma shown in Fig. 6 agree well with calculations due to Bach and Caswell. The alpha kerma results cannot be compared with Bach and Caswell because of the high alpha threshold in this experiment.

In an attempt to understand the fundamental processes which result in the thick target yield of neutrons when deuterons are the bombarding particles, a theory due to Serber \(^d\) was integrated over the slowing-down process of monoenergetic deuterons incident on a Be target. This comparison of the Serber Theory with spectral measurements is shown in Fig. 7. These calculations also predict the observed cubic dose dependency on the incident deuteron energy.

A further measurement which indicates that the physical characteristics of the absorbed dose is not significantly altered when the neutron beam penetrates tissue is shown by the invariance with depth of the pulse-height distribution obtained with a "Rossi" proportional counter.

FIG. 6. Neutron kerma/fluence in a NE-213 scintillator. The kerma due to energy deposited by protons and by alphas, as inferred from measurements with the \( d-\)Be and the \(^3\)He-Be reactions, are compared with calculations based on the work of Bach and Caswell. The onset of the experimental values for alpha kerma is at a higher neutron energy than shown in the calculations because of the alpha-detection threshold in the equipment.

FIG. 7. The 0° neutron spectrum produced by 35-MeV deuterons incident on a thick beryllium target. The crosses are experimental data determined from time-of-flight techniques. The dashed curve is the result of a calculation using Serber theory.

Fig. 8 provides a quantitative measure of the energy sensitivity of the Rossi counter to changes in average neutron energy. Two pulse-height spectra were taken with the counter at a depth of 10 cm in the phantom and on the beam axis. The neutron beams were produced by incident deuteron beams of energies of 30 and 35 MeV, and the spectra are indicated by filled and open circles, respectively. The spectra are normalized at the maxima of the energetic knock-on proton peaks. Clearly, for the higher energy beam, more alphas and heavy ions are produced than at the lower energy. If one takes the ratio of predominantly alpha events to predominantly proton events,
there is an 18% change in this ratio for a 16% change in either the incident deuteron energy or the average neutron energy. Data obtained on the center line in the TE phantom at depths of 2 cm and 10 cm are shown in Fig. 9. The filled circles are for the 2 cm data, and the open ones for the data at 10 cm. On inspection, there seems to be no difference in the pulse height spectra. If the same ratios are taken as indicated on the previous figure, they agree to within 1%.

Data taken at depths of 2 cm and 20 cm are nearly identical to these, with the ratios agreeing to 1/2. We conclude from these data that the fast neutron spectrum in the phantom is essentially constant on the center line from at least 2 cm to 20 cm.

Conclusions

Neutron therapy beams can be characterized by means of time-of-flight measurements (TOF) and by event distributions in a "Rossi" proportional counter. TOF measurements furnish spectral information, neutron fluence, kerma-to-fluence factors, and indicate relative energy deposition due to protons and alpha particles. Event spectra from the "Rossi" counter are used to indicate the quality of the neutron therapy beam. These measurements can be used to show changes in relative dose deposited by alpha and protons as a function of neutron energy as well as to verify beam quality as a function of depth in a tissue-equivalent phantom. Our results are generally in good agreement with measurements reported by other laboratories. Over quite a range of energy, the shape of thick-target, deuteron produced high-energy neutron spectra may be characterized as of a skewed-gaussian type which reaches a maximum at 0.4 E_d, where E_d is the incident deuteron energy. Serber theory, as applied to a thick target, can explain reasonably well this shape. Serber theory describes the gross features of neutron production in the forward direction, and reflects the importance of the internal momentum of the neutron in the deuteron prior to the interaction.
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Eight papers were presented at a workshop on thick-target yields from high-energy neutron source reactions on March 30th, 1977 in Bethesda, Md. Presentations were made on several source reactions including D(d,n), Li(p,n), Li(d,n), Be(p,n), Be(d,n), and C(d,n) including energy and angular distributions. Special emphasis was placed on these sources due to the needs in medical applications and for studies of radiation damage expected in an operating fusion reactor.