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Abstract
This white paper provides an overview of employing hardware-enabled1 security capabilities to provision, 
measure, attest to, and enforce the integrity of the compute platform to foster trust in a 5G system’s server 
infrastructure. This white paper is part of a series called Applying 5G Cybersecurity and Privacy Capabilities, 
which covers 5G cybersecurity- and privacy-supporting capabilities that were demonstrated as part of the 5G 
Cybersecurity project at the National Cybersecurity Center of Excellence (NCCoE).

Audience
Technology, cybersecurity, and privacy professionals who are involved in using, managing, or providing 
5G-enabled services and products. This includes commercial mobile network operators, potential private 5G 
network operators, and end-user organizations. Readers should already be familiar with the basics of mobile 
network architectures and components.
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Note to Reviewers
NIST is particularly interested in your feedback on the following questions:

1. How do you envision using this paper? What changes would you like to see to improve that use?

2. What additional information would you like this paper to provide?

3. What other 5G cybersecurity and privacy capabilities are you most interested in learning more about?
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Overview
3GPP standards specify 5G systems as service-based architectures (SBAs) with a design that works well when 
implemented with cloud-native technologies leveraging microservices and container technology. In short, for 
the first time, the cellular system’s core network can operate like a modern cloud application that is scalable 
and resilient. A single 5G network function (NF) can be comprised of a multitude of software containers 
running on many distributed servers. Hence, NF operation and management are now largely automated, 
relying on container orchestration engines to scale up on demand. 

This shift enables NFs and 5G core networks to run on commodity servers instead of purpose-built 
telecommunications equipment. In addition, there is an opportunity to adopt existing advanced cybersecurity 
capabilities and techniques available in cloud platforms that have supported traditional information technology 
workloads. Implementing hardware-enabled platform integrity measurements and asset tags, both based on 
hardware roots of trust, can provide a stronger foundation for cloud-native infrastructures of 5G systems.

What’s the problem? 
The data center threat landscape has evolved to encompass numerous attack surfaces that can be targeted 
by attackers seeking persistent access. With organizations paying more attention to software security, 
attackers are pushing lower in the layers of the platform stack shown in Figure 1. This forces security teams 
to address attacks that threaten the platform firmware and hardware below the operating system (OS). For 
example, a rootkit named LoJax2, discovered in 2018, can be installed in server firmware, which allows it to 
persist despite OS reboots or reinstallations and to remain invisible to OS malware scans, while providing the 
attacker with full access to the OS and potentially everything above it. 

Container Runtime
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CNF

5G 
CNF

5G 
CNF

Operating System

Software

Firmware

RAM HDD NIC TPM

Trust 
Agent

Server Hardware

Boot/
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Figure 1. Simplified platform stack

2 https://www.wired.com/story/fancy-bear-hackers-uefi-rootkit

https://www.wired.com/story/fancy-bear-hackers-uefi-rootkit
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In a 5G environment, these types of attacks could involve modifying configurations to send traffic to 
unauthorized locations, gaining access to control 5G cloud-native network functions (CNFs), stealing 
proprietary network software, or exporting the subscriber information. Traditional cybersecurity protections 
for cloud infrastructures are often rooted in firmware or software. This makes them inadequate to address 
these attacks because software- and firmware-based protections run at the same layer as the attacks. For 
example, if firmware can be successfully exploited, the security controls based in that firmware can most likely 
be compromised in the same fashion and therefore shouldn’t be trusted to detect malware. There needs to be 
a mechanism below the firmware that can help detect and prevent these threats. 

A 5G system is composed of the hardware, network, and software components for operating the 5G 
environment. As 5G systems adopt automated cloud-native applications running within a datacenter, it can be 
challenging to track every server in the large clusters of systems that support the 5G infrastructure. Because of 
this, it can be very difficult to ensure that 5G CNFs run on their intended servers for the purpose of isolating and 
enforcing where the critical functions operate. One approach is to use a tag to label a critical CNF so that it can 
be provisioned to a particular a set of dedicated servers. While software tags in 5G container orchestrators can 
be one way to achieve this, there is no guarantee that the software tags are associated with the correct physical 
servers. In the context of this paper, the terms “platform” and “server” are used interchangeably.

How can hardware-enabled security address the problem?
The 5G standards defined by 3GPP do not specify cybersecurity protections for the underlying commodity 
components that support and operate the 5G system; these aspects are deemed implementation-specific. It 
is expected that mobile network operators will make a risk-based decision on the countermeasures to mitigate 
attacks against their commodity components. 

In order to identify and protect against firmware and software attacks, each server that makes up a 5G system 
can employ hardware-enabled security mechanisms. Hardware roots of trust (HRoT)3 can help mitigate threats 
by establishing and maintaining platform trust—an assurance in the integrity of the underlying 5G server 
configuration, including hardware, firmware, and software. This is achieved by cryptographically measuring 
those components in a sequence and then saving the measurements to a secure storage element such as a 
Trusted Platform Module (TPM)4 on the 5G server. If a server’s cryptographic measurements have not changed, 
then there is assurance that none of the hardware or firmware components have been altered by the attacker 
through malicious code injection or other means.

Platform integrity measurement and storage within hardware provides a stronger foundation than that offered 
by software because of the immutability property of hardware: a physical component must be changed 
to subvert the process, versus a change to software or code if measurements are performed in software. 
Additionally, performing the measurement and storage of platform integrity within hardware modules happens 
at the lowest level of the stack, before any malicious software can inject itself into the process.

An additional feature commonly associated with platform trust is the concept of asset tagging. Asset tags are simple 
key-value attribute pairs that are associated with a 5G platform, like geographic location, company name, division, 
or department. These key-value attributes are tracked and recorded in a Remote Attestation Server (RAS)5 and 

³ NIST IR 8320 Section 3.2, https://doi.org/10.6028/NIST.IR.8320 

⁴ https://trustedcomputinggroup.org/resource/tpm-library-specification/ 

⁵ NIST IR 8320 Section 6, https://doi.org/10.6028/NIST.IR.8320 

https://doi.org/10.6028/NIST.IR.8320
https://trustedcomputinggroup.org/resource/tpm-library-specification/
https://doi.org/10.6028/NIST.IR.8320
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can be provisioned directly to a 5G server through a trust agent. The trust agent can then secure these attribute 
associations within the host platform by writing a checksum in the form of cryptographic hash measurement data 
for the asset tag information to a hardware security module, such as the platform TPM. The asset tag hash is then 
retrieved by the RAS as part of the TPM report and included in the platform trust report evaluation.

While enabling HRoT for 5G systems provides a critical mechanism for ascertaining platform integrity, it’s only one 
piece of the solution. Since the 5G system is made up of tens, hundreds, or even thousands of individual physical 
servers, there needs to be a way to collect and maintain all of their platform integrity measurements. Each server 
can send its latest boot-time platform measurements to the RAS. The RAS maintains these up-to-date platform 
measurements, as well as a list of allowed measurements. A platform is considered “trusted” if its current boot-
time measurement matches one from the allowed list. The RAS compares each 5G server’s current platform 
measurement with the list of trusted measurements to see if it can be trusted to host 5G CNFs.

There also needs to be a way to ensure that CNFs are only deployed on servers that are trusted. To achieve this, 
the 5G CNF orchestrator that is responsible for starting and stopping 5G CNF workloads communicates with the 
RAS. Each time the orchestrator wants to start a new instance of a 5G CNF, it can first ask the RAS for a list of 
trusted servers, and then deploy the 5G CNF workload to one of the servers with a current status of trusted.

The HRoTs enable additional security capabilities for the infrastructure supporting 5G beyond what is defined in 
the 3GPP specifications. These capabilities include hardware-enabled controls to: 

	� measure platform integrity for each server in the 5G infrastructure at each boot; 

	� assign specific labels for each server in the infrastructure; 

	� remotely attest each server’s measurements and labels against policies; and

	� use the results during 5G workload orchestration to enforce trust status of the host platform.

By providing this assurance, mobile network operators can gain a level of visibility and control over where access 
to CNFs and data is permitted, and know that the hardware infrastructure where 5G workloads are executing 
hasn’t been tampered with.

How can I use a hardware root of trust in my 5G network? 
Since the platform integrity measurements on the servers used for the 5G system are performed by HRoT, they 
must have an implementation of HRoT on them. Many technologies and vendors implement HRoT, with some 
examples listed in Section 3.2 of NIST IR 8320⁶.

The network operator needs to verify that their servers have these HRoT capabilities and that they are enabled, 
as well as having secure storage with cryptographic functions such as TPM on each server for the measurements. 
The network operator needs to install and enable RAS in the 5G system to ensure the individual platform 
measurements are collected at each boot and maintained throughout the server’s lifecycle. Also, the network 
operator’s 5G CNF orchestrator needs to use platform trust statuses, as determined by the RAS, as part of its 
compute node selection when deploying instances of CNFs.

⁶ https://doi.org/10.6028/NIST.IR.8320
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What else should I know about hardware-based security? 
An HRoT can be leveraged as a starting point that is implicitly trusted. Hardware-enabled controls can provide a 
foundation for establishing platform integrity assurances. Combining these functions with a means of producing 
verifiable evidence that these integrity controls are in place and have been executed successfully is the basis of 
creating a trusted platform. 

Platforms that secure their underlying firmware and its configuration provide the opportunity to extend trust 
higher in the stack. Verified platform firmware can, in turn, verify the OS boot loader, which can then verify 
other software components all the way up to the OS itself and the hypervisor or container runtime layers. The 
transitive trust described in NIST IR 8320 is consistent with the concept of the chain of trust (CoT)—where each 
software module in a system boot process is required to measure the next module before transitioning control. 
HRoT can be further extended to be used by container orchestrators to ensure that whenever a container 
instance is instantiated, it is placed on a compute host that has been proven to maintain its platform integrity – 
in other words, is trusted. 

HRoTs for CNF orchestration will not prevent attacks against the compute servers; however, they can detect and 
prevent the 5G CNFs from running on a compute node if it is compromised. This capability will provide visibility 
into the lower levels of the computing infrastructure hosting 5G CNFs.

Standards developing organizations and 5G-relevant cybersecurity guidance documents describe and 
recommend the use of these capabilities to protect 5G infrastructures. The European Telecommunications 
Standards Institute (ETSI) has released over 20 specifications and reports with specific guidance on various 
aspects of Network Function Virtualization Security. ETSI GR NFV-SEC 007 V1.1.1 (2017-10) describes and 
recommends the use of these advanced capabilities. 

The Enduring Security Framework (ESF) is a public-private partnership that addresses risks to critical 
infrastructure and National Security Systems. ESF is chartered by the Department of Defense, Department 
of Homeland Security, Office of the Director of National Intelligence, and the IT, Communications and 
Defense Industrial Base Sector Coordinating Councils. The ESF has also recommended the use of these 
advanced security capabilities in parts 2 and 4 of their series of papers titled Security Guidance for 5G 
Cloud Infrastructures.

The NCCoE 5G Cybersecurity project followed this ETSI and ESF guidance within its environment and 
implemented these advanced security capabilities within the 5G core of a functional commercial-grade 
5G network. This working system is an example of how to enable these capabilities in 5G infrastructure, and 
it provides a blueprint that can assist other implementations. The deployed 5G core network technology 
stack utilizes mainstream container orchestration software, Kubernetes, which by default has integration 
capability with RAS. The HRoT and 5G CNF orchestration capabilities were enabled without any 5G vendor 
product source code or hardware modifications. The enablement of these capabilities only required trust 
agents and supporting libraries to be installed and configured on each server, and policies to be created 
within the 5G CNF scheduler.

https://www.etsi.org/deliver/etsi_gr/NFV-SEC/001_099/007/01.01.01_60/gr_nfv-sec007v010101p.pdf
https://www.nsa.gov/About/Cybersecurity-Collaboration-Center/Enduring-Security-Framework
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Overview Summary
As part of the ongoing digital and communications convergence trend, specialized telecommunications 
hardware is increasingly being replaced by cloud-native network functions that run on commodity servers. 
3GPP specifications have significantly improved the architecture and the security posture of 5G systems, but 
they do not specifically address the underlying computing infrastructure, leaving a potential cybersecurity gap.  

This paper provides an example of how introducing hardware-enabled security capabilities helps to fill that 
gap and mitigate infrastructure threat vectors, thereby pointing the way towards a more holistic approach 
to cybersecurity of communication systems. As the expectation for the next generation of communications 
systems continues the shift towards commodity hardware and cloud-native applications, these HRoT 
technologies can be applied to those systems as well.

Additional Technical Details
The rest of this white paper is intended for readers seeking more in-depth knowledge of the hardware-
enabled security capabilities, particularly HRoT, for measuring the platform, and extending them for asset 
tagging, RAS, and CNF orchestration functionality.

For background information on the NCCoE 5G Cybersecurity project, including the architecture and 
components of the 5G standalone network built within the demonstration lab environment, see 
NIST SP 1800-33 Volume B, 5G Cybersecurity, Approach, Architecture, and Security Characteristics.7

Measuring the Platform
To ensure 5G infrastructure platform integrity, each server that hosts 5G CNFs uses an HRoT to perform a 
measured launch at boot time. In the NCCoE 5G lab, the HRoT is initialized in the server’s central processing 
unit (CPU). Figure 2 shows the high-level flow for taking the measurements and writing them to the TPM to 
establish the CoT.

Initial Boot Module
HRoT

Second Boot 
Module Third Boot Module Final Boot Module

TPM

Measure 2nd module Measure 3rd module Measure Final Module

Write 
Measurements 

to TPM

Figure 2. High-level flow for taking and writing measurements

⁷ https://www.nccoe.nist.gov/sites/default/files/2022-04/nist-5G-sp1800-33b-preliminary-draft.pdf

https://www.nccoe.nist.gov/sites/default/files/2022-04/nist-5G-sp1800-33b-preliminary-draft.pdf
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1.	 The server is powered on and the HRoT begins 
measuring the first module in the boot process. 

2.	 The HRoT performs a cryptographic measurement, 
or hash, of the next module in the boot process. 
This is an important distinction because 
cryptographic hashes are one-way functions, 
so their output cannot be guessed and they are 
commonly used to verify integrity of data. 

3.	 Once the second module in the boot sequence 
starts, it takes a cryptographic hash of the third 
module in the boot process before that module 
can start. 

4.	 This process continues all the way through the 
entire boot process so that each module is 
cryptographically measured by the previous one 
before booting. 

5.	 The result is a chain of cryptographic 
measurements for each individual module in the 
boot process, so that it will become apparent if 
any of the modules have been changed into an 
unallowed configuration, either inadvertently or 
maliciously. 

The composition of these measurements together is what makes up the trust status of the 5G server platform. 
Once the trust measurements have been completed, it is critical to store them securely so they cannot 
be modified. Therefore, a tamper-resistant hardware security module (HSM) should be used. The NCCoE 
deployment leverages the TPM as its HSM; these TPMs are already installed by server OEMs. Figure 3 shows 
an example of how the status of the platform integrity measurements is displayed in the NCCoE 5G Lab.

Figure 3. Example of the displayed status of platform integrity measurements
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Uniquely Identifying 5G Servers with Hardware Asset Tags
The TPM secure storage capabilities can also be leveraged to store unique identifiers for the 5G servers. 
These identifiers are based on simple key-value pairs that are used as asset tags⁸. The asset tags can be used 
to describe a multitude of attributes about an individual or group of servers. For example, they can describe 
things like geolocation, intended type of workload, or intended vendor. 

In order to be meaningful, these asset tags should be provisioned from a source other than the server itself. 
Hence, there is a process in place for the RAS to create the asset tags and push them to the 5G servers via a 
trust agent on the 5G server that writes to the TPM. This has two benefits: it ensures that the asset tags are 
coming from a server responsible for managing the environment, and that the asset tags are logically located 
with the servers’ trust measurements. With the trust measurements and asset tags paired, the RAS has a 
technical mechanism to query the trust status and unique identifiers for each 5G server in the environment. 
Figure 4 shows the logical workflow for how the RAS creates and pushes asset tags into servers.

Figure 4. Logical workflow for RAS creating and pushing asset tags to servers

⁸ https://intel-secl.github.io/docs/4.2/product-guides/Foundational%20%26%20Workload%20Security/60%20Platform%20Integrity%20
Attestation/

https://intel-secl.github.io/docs/4.2/product-guides/Foundational%20%26%20Workload%20Security/60%20Platform%20Integrity%20Attestation/
https://intel-secl.github.io/docs/4.2/product-guides/Foundational%20%26%20Workload%20Security/60%20Platform%20Integrity%20Attestation/
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For example, if the 5G Access and Mobility Function (AMF) CNFs are only allowed to run on a subset of 
servers in the 5G core, a key-value pair in JavaScript Object Notation (JSON) format for these servers such as 
“{‘NodeType’:‘Worker’}” could be stored in their TPM. Figure 5 shows an example of how the hardware asset 
tags are displayed in the NCCoE 5G Lab, with Rule 2 specifying the node type as a worker.

Figure 5. Example of hardware asset tags
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Getting the Measurement Ready to Use
Now that there is a technical mechanism to measure trust values for the servers in the 5G environment, 
to make them useful there must a be a method to read them from the server. A method called remote 
attestation provides the mechanism for 5G servers to send their trust values to a RAS, which can collect and 
aggregate the trust measurements from all of the servers in the 5G environment. The Internet Engineering 
Task Force (IETF) has documented a general remote attestation procedure architecture for networked 
systems, which is applicable in the 5G environment⁹. This allows for greater visibility of firmware, BIOS, and OS 
versions installed on systems, as well as creating allowed lists for which versions are acceptable. 

The allowed lists are created by knowing which versions of platform modules will be on 5G server platforms 
and precomputing the entire CoT. Mobile network operators can then create trusted sets of servers to run 
specific CNFs based on allowed lists of trusted values. When the 5G servers go through their boot process 
and send their trust measurements to the RAS, the RAS can compare them to the allowed list values. If the 
trust measurements match, the server can be marked as trusted; however, if the measurements do not match 
an allowed value, the server can be marked as not trusted. Note that measurements might not match for a 
number of reasons, not all indicating tampering – for example, a legitimate firmware update that was not 
included in a new trusted measurement. In this case, proper determination of the attestation status would 
require forensic analysis of these failures. Figure 6 illustrates how each 5G server sends its platform integrity 
measurements to the RAS and has its trust status evaluated.

Figure 6. Logical workflow for evaluating platform integrity measurements

⁹ https://datatracker.ietf.org/doc/rfc9334/ 
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Figure 7 shows how remote attestation presents the trust status of all 5G servers in the NCCoE 5G Lab, and 
how an individual server displays its trust status when selected.

Figure 7. Example of trust status display
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Using the Platform Measurement
CNF orchestration within the 5G environment is the process of finding a suitable compute server to place 
a workload, and once one is found, instantiating the workload on it. Typical orchestration engines look for 
performance metrics in their algorithms, such as CPU usage, amount of free memory, affinity rules, and 
workload type to find suitable compute servers. However, with the trust values and asset tags stored in the 
RAS, these additional two factors can also be used to place 5G CNFs. For example, when deploying an AMF 
CNF image, the criteria for workload placement can be that the target 5G server’s trust values must be marked 
as trusted and have the “{‘NodeType’:‘Worker’}” asset tag. 

With the integration between the remote attestation server and 5G CNF scheduler, the placement of 
workloads on servers in a known-good state and configured for a specific purpose can be technically enforced. 
Figure 8 shows the workflow for remote attestation, asset tag provisioning, and workload placement.

Figure 8. Logical workflow for remote attestation, asset tag provisioning, and workload placement

The following are descriptors for the process flow steps shown in Figure 8:

1.	 CoT is created from the HRoT, and trust values are stored in the TPM on 5G compute servers.

2.	 The 5G compute servers push their most recent trust values to the RAS.

3.	 The RAS pushes asset tags to the 5G compute servers for storage in their TPMs.

4.	 The 5G CNF scheduler requests deployment of a CNF image.

5.	 The 5G CNF orchestration engine queries the RAS to find a set of 5G compute servers marked as trusted 
with applicable asset tag.

6.	 The 5G CNF scheduler deploys an instance of the requested CNF to a compute server that matches the 
trust and asset tag policy.
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The 5G core implementation in the NCCoE lab uses Nokia Container Services (NCS), which is based on open-
source Kubernetes packages. Utilizing HRoT measurements for CNF placement was implemented using built-in 
Kubernetes scheduler functions so that no modifications had to be made to NCS. Custom Resource Definitions 
(CRDs) were created with the Kubernetes scheduler, which defined specific CNF images that must be run on 
remotely attested compute servers in a trusted state, along with a specific hardware asset tag. The text below 
provides an example of a CRD that was created to ensure that the 5G Unified Data Management (UDM) CNF 
meets this requirement.

How Mobile Operators Can Enable HRoT for CNF Orchestration
NIST SP 1800-33B defines four infrastructure security capabilities that, when all are implemented, culminate in 
the ability to use HRoT for CNF orchestration. These capabilities essentially implement the following:

1.	 Use compute servers that implement HRoT – see appendices of NIST IR 8320 for an incomplete list of 
examples 
a.	 Ensure that HRoT technologies are turned on and configured appropriately. 
b.	 Measure platform integrity for each server in the infrastructure using hardware-enabled controls.

2.	 Assign specific asset-tags (labels) for each server in the infrastructure using hardware-enabled controls, 
which are stored in the HRoT.

3.	 Perform remote platform attestation for each compute server’s trust measurements and asset tags against 
policies, and allow workload orchestrators to access these findings so the results can be used as factors in 
workload placement.

4.	 Configure the workload orchestrator to deploy and migrate CNFs only to servers that match specified 
platform measurements and labels.

https://doi.org/10.6028/NIST.IR.8320
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New Enhancements to Hardware Root of Trust
There are additional HRoT solutions that mobile network operators can leverage. Based on Platform Firmware 
Resilience (PFR) principles documented in NIST SP 800-193¹⁰, they have not been implemented in the NCCoE 
5G lab. The baseline for these solutions is that the platform detects, protects, and recovers from malware 
injections at the firmware level.

Supporting features for the PFR standards include attestation of the platform firmware and measurement 
data, filtering of the platform firmware from the serial peripheral interface (SPI) bus, and automatic recovery 
from any firmware corruption that is detected. The process can be managed remotely through an attestation 
server or can maintain itself locally. These platforms use a purpose-built FPGA, microcontroller, or embedded 
controller with hardware accelerators that employ encryption with secure keys, managed through platform-
integrated RoT firmware.

The solution secures BIOS and baseboard management controller (BMC) firmware and can be leveraged 
through other secure protocols to attest for peripheral devices as well. Additional security features can also 
be embedded on platform RoT because it is an active component, different from the TPM, which is a passive 
component requiring support from BIOS. Examples of such features include encrypted communication with 
other platform components, storage of secrets, and locking of the platform when not properly used by the 
owner. An independent platform RoT also allows deploying a uniform security paradigm independently from 
the CPU architecture adopted by the platform.

¹⁰ https://doi.org/10.6028/NIST.SP.800-193 

https://doi.org/10.6028/NIST.SP.800-193
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