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The result in this paper exp lains some of the qualitative nature of Jensen's inequality. It is shown that the 
more disperse the distribution of a random variable is, the smaller is the expectation of any concave function of 

it. This result can be used to show the inadequacy of some current methods of reporting environmental data by 
using geometric means, and it extends the resu lt of I. Billick, D. Shier, and C. H. Spiegelman, where symmetry of 

the error in environmental mellsurements is assumed. 
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The resu lt in this paper explains some of the qualitative nature of Jensen's inequality. It is shown that the 
more disperse the dis tribution of a random variable is (as described by conditions C. below), the smaller is 
the expectation of any concave function of it. This result can be used to show the inadequacy of some cur· 
rent methods of reporting environmen tal data [I], I and extends the result of I. Billick, D. Shier, and C. H. 
Spiegelman [2]. 

The result of this paper is: 

THEOREM: L et F and G be two distribution functions such that 

c. 
fXdF(X) = IXdG(X) = 1.1 and 
F(X) ~ G(X)for X..:;; 1.1 
F(X)":;; G(X)for X ~ 1.1 

Then for any concave function L(X) defined on an open interval of the real line containing the support of 
Fand G, 

I L(X)dF(X) ..:;; I L(X)dG(X). 

It should be noted that if L(X) is a concave function of X then so is L(X -1.1), for any constan tJA. Therefore the 
assumption of equal means is equivalent to the assumption of both means being zero. In addition if G(X) 
gives all its mass to one point the inequality above reduces to Jensen's inequality. 

Before presenting the proof of the theorem it will be useful to give an application. 

ApPLICATION: 

YI = X + VI(X)W 
Y2 = X + ViX)W 

where X and Ware independent random variables, such that EW = 0, EWl = 1, and that YI and Y2 are 
positive a.s .. Also suppose that the standard deviations VI and V2 satisfy V2(X) ~ VI(X) a.s .. Then the 
theorem may be applied to show that EI..(Y2) ..:;; EL(Y,) for all concave functions L. When L(X) = X"" this 
example shows that decreasing observed values of the geometric mean (EXI/")", (of blood lead levels) may 
only mean that the observations have become more noisy. 
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PROOF: Without loss of generality we take Ii = o. 
Notice from the hypothesis of the theorem tha t 

x ~ P-l(G(X)) 
X < P-l( G(X)) 

for X <0 
for X> 0 where P-l(t) = inf{XIF(X) ~ t}. 

Then if a(X) = P-l( G(X))/ X, (X #0), it follows that a(X) ~ 1. 
N ext consider the integral 

f L(o(X)X)dG(X) == fL(X)dF(X) (1) 

The proof of the theorem proceeds through three steps. However the main idea of the proof can be 
obtained from the first step. In this step some regularity conditions are assumed to hold. In steps 2 and 3 
these regularity conditions are removed. 

Step 1. 

Assume: 1. The second derivative r(X) exists a.s. with respect to both distribution functions F and G. 
2. The distribution functions F and G are continuous monotonically increasing and have compact 

support, (i.e. there exists an interv1JI I such that fldF = fldG = 1). 
Define h(a(X)) = f L(a(X)X)dG(X). It will be shown that h(I-a+ao(X)) is a decreasing function of a for 

0<0'<1. 
Consider a h([I-a+ao(X}]}/ a a 

= fL '([I-O'+O'o(X)]X)X(o(X)-I)dG(X), 0 < a < 1. (2) 

Since (o(X)-I) ~ 0 and, from the concavity of L, L '([ I-a+ao(X)]X) is a decreasing function of X, it 
follows from Kimbal's inequality (which states that the covariance between an increasing and decreasing 
fUl}ction of X is non-positive) that 

fL '([(I-a)+O'a(X))X)X(o(X)-I)dG(X) 
< [f(a(X)-l}dG(X)]-1 f X(a(X)-I)dG{X) 

f L ' ([( I-a )+O'o(X)]X a(X)-I )dG(X). 

If it can be shown that the integral term fX(o(X)-I)dG(X) = 0, then the first derivative will have been 
shown to be everywhere non positive. Thus, when this equality is verified the proof of this step will be 
complete. 

It remains only to note that 

f Xo(X)dG(X) = f XdF(X). 

In the next step the additional assumption that L is smooth is dropped. 

Step 2. Assumption (2) remains and assumption (1) is dropped. 
Since L is concave and hence continuous it may be approximated arbitrarily closely by an interpolating 

linear spline S(X), which is differentiable a.s. with respect to both F and G. This spline S(X) is equal to L(X) 
on at least ~ finite set of points. 

Since the interpolating spline satisfies the assumptions of step 1 by taking limits the results hold for the 
assumptions of this step. 

The next step is the last. 

Step~. No additional assumptions to the theorem are required. 

Case 1: fIL(X)ldG(X) = 00 . 
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From the concavity of L, f L(X)dG(X) = -00. 
o 00 

Since f L(X)dG(X) = f L(X)dG(X) + J, L(X)dG(X) at least one of these two integrals is infinite. Take 
o - 00 0 

f L(X)dG(X) = -00 . On the region A where L is increasing we have J,L(X)dF(X) ~ J,L(X)dG(X) = - 00 

~ " " and the conclusion of the theorem holds. 

Case 2. JI L(X)ldG(X) < 00 . 

Here F and G may be approxima ted arbitrarily closely in the sup norm by sequ ences {F,, } a nd {Gn } 

resp ec tively such that Gn and Fn satisfy the hypothesis of the theo rem and (2). 
We now have 

J L(X)dFn(X ) ~ J L(X )dG.,(X) . 

The proof is completed by taking limits. 

COMMENT: A number of co lleagues have poin ted out an alternative proof using integration by parts. 
However, the proof given here avoids breakin g the integral J L(X )d(F- G) into two pieces. 

In addition a referee has pointed out that the inequality in [3], A(XoXX - Xo) ~ L{X)- L{Xo), where A(Xo) 
can be shown to be a decreasing fun ction can be used in equation (2) to produce a slightly shorter but a more 
sophisticated proof. This proof is similar to the p roof of case 1 but does not require any approximation. 

Finally, it is stated tha t the open interval in the sta teme nt of the theorem can be replaced by any interval 
This may be seen by taking appropriate limi ts of concave fun cti ons defined in open se ts. The essential point 
here is tha t concave functions can be discontinuous at the endpoints of their domain. 
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