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Polynomial approximat ion problems represent a class of specially structured problems which are frequently 

e ncounte red in empiri ca l curve-fitting. Two generators for c reating such problems have been developed , 

im plemented and used in the testing of di screte L\ approximation codes. Both generators permit automati c 

generation of problems with spec ifi ed characte ri stics and (for one generator) hav ing known , u ni que and 

controllable so lutions. 
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1. Introduction 

Recent years have seen increased interest in least absolute dev iat ion (L ,) data fitting , e ither as an 
alternative to or in conj unction with the usual least squares approach [11, 19]. t Est imat ion in the L t norm has 
certain desirable statisti cal properties (such as "robustness" [14, 16] when the und erl ying error distribution is 
long-tailed) and it can be carri ed out using reasonably effici ent mathemati cal programming procedures . 

While a number of algorithms for di sc re te L t approximation have recently been advanced [1 ,3, 5,6, 21, 
22], computational comparisons of spec ifi c implementations ("codes") for these approaches have not on ly 
been limited [3 , 6, 22] but have often produced confli cting ev idence. Resolution of these conflicts awaits the 
establishment of reliable and comprehensive methodology for testing such mathematical software. 

As a first step in developing a sound evaluation methodology for comparing mathematical programming 
codes, four L, codes (representing a range of solution techniques and implementation strategies) we re 
evaluated on parti cular classes of test problems [13]. The first group of lest problems were " hand -picked" 
problems [20]-those created with a spec ified s tructure in mind or aris ing from actual appli calions. The 
second group consisted of pseudo-randomly generated problems , produced by means of a test proble m 
generator [17] and representative of a range of general L, data fitting problems; such problems could be 
constructed with a number of controllable characteristics such as degeneracy, rank loss and optimal solution . 

The two generators POLYI and POL Y2 described in this paper have subsequently been utilized to produce 
other types of problem classes for which L, approximation is appropriate. In parti cular, these are problems in 
which it is desired to obtain the best L\ polynomial approximation to a spec ifi c fun ction (POL Yl) or to a set of 
discrete observations (POL Y2). Polynomial approximation problems are frequently encountered in practice 

(e.g., among our hand-picked problems), and also enjoy an extensive theoretical basis [7 , 18,23]. Moreover, 
such problems are known to admit a range of "ill-conditioning" and numerical difficulties [10], notably 
evidenced in our previous testing efforts using 27 hand-picked proble ms [13] and in recent results obtained 
using the first of these two generators [8]. 

The use of generated test problems in code evaluation offers several advantages. Generators provide a 
virtually inexhaustible source of test problems, and a source that can be made relatively transportable from 
one computer to another. Since generators are able to provide test problems with controllable characteristics 
(such as size and s tructure) , fairly well-defined classes of problems can be efficiently created. Moreover, 
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through the invocation of pseudo-random number generators, test problems can be "randomly" selected from 
such problem classes and valid statistical conclusions can be drawn about code performance with respec t to 
these classes. Another desirable property of test problem generators, and one that is useful in judging the 
accuracy or correctness of a code, involves the ability to spec ify in advance the solution to a generated 
problem. 

Two generators are presented here for obtaining polynomial approximation test problems for LJ curve
fitting. Both generators permit automatic generation of test problems with stipulated characteristics, and one 
of the m (POL Y2) allows the specification of known and unique solutions to the generated problems. The 
theore tical design of both generators is discussed in section 2, and the following two sections describe 
computer implementations of the theoretical design. The Appendices contain FORTRAN listings for both 
generators, written to be machine-independent. 2 

2. Design of the Generators 

The discrete linear LJ approximation problem can be formulated as follows. Given a set of n observations on 
a single dependent variable y and each of m + 1 independent variables Zo, . .. , Zm' find parameters 13o, 
... , 13m that minimize 

The L J polynomial approximation problem, with which we will be concerned, is a restric ted case of the above 
formulation: namely, minimize by choice of 13 = (f3o, ... , f3 m) 

In the above, Yi refers to the i-th observation on variable y and x i. refers to the i-th observation on (the single 
independent) variable x. Equivalently, it is required to find a polynomial of degree m which best fits the given 
data, in the sense of minimizing the sum of absolute values of the residuals 

m 

ei = Yi - L f3 j xi· 
j=O 

A vector f3* which yields the minimum value 1J* of 1J(f3) is te rmed a solution vector, with optimum objective 

function value 1J*. Unlike the case of LJ polynomial approximation over a continuous interval [23, p. 38], the 
optimum solution vector f3* to a discrete LJ polynomial approximation problem need not be unique . It is 
known [2, 4, 12] that such a solution vector can always be found which interpolates at least m + 1 of the data 
points; that is, at least m + 1 residuals ei. are identically zero at the solution. A given problem exhibits 
degeneracy if more than m + 1 residuals equal zero at the optimum. 

A number of algorithms for solving discrete LJ approximation problems make essential use of the above 
"interpolation" or "extreme point" result. Namely, these algorithms examine only basic solutions, where 
precisely m + 1 residuals are zero, and move in a systematic way from one basic solution to another. Any 
such basic solution is defined by a set of m + 1 indices (or rows) i E {I, 2 , ... , n} where ei = O. For 
convenience, these indices are said to correspond to active constraints, while the remaining indices correspond 
to inactive constraints . Thus, in the absence of degeneracy the set N = {I , 2 , ... , n} can for any basic 
solution be partitioned as N = NO U N+ U N-, where N° indicates the active constraints, N+ the inac tive 
constraints with positive residuals, and N - the inactive constraints with negative residuals. 

2 All FORTRAN programs have been checked for portability usi ng the PFORT verifier (B. G. Ryder, Software-Practice and Experience, Vol. 4, 1974,359-
377) and conform to a subset of ANSI FORTRAN (X3.9-1966. Amer. Nat. Stand . Inst. , New York, 1966). 
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The two generators for polynomial approximation problems discussed here will , for speci fi ed nand m, 

produce the following test proble m data: 

x = (xl) , i = 1, ... , n; j = 0, ... , 111 ,3 (1 ) 

and 

y = (y.;) , i = 1, .. . , n. (2) 

The basic differen ce betwee n th e generators res ides in the type of proble m s truc ture they simulate . 
The firs t ge nerator, POLYl, is intended to model the situation where one wi shes to approx imate, ove r a 

discrete set, a continuous func ti on f( x ) by a polynomial of specified degree . Accordingly, the values Y i in (2) 

are give n by y i = f( Xi )' Controllable features of this generator include: the fun ction f( x), the real interval 1 
over whic h f( x ) is to be approximated, the number and distribution of observation po ints Xi E I, a nd th e 

degree In of the approximating polynomial. A more detail ed description of thi s ge ne rator is provided in 
section 3. It should be noted that POL Yl does not produce a known solution to the tes t proble m created; 
therefore, othe r means a re necessary in order to verify whether or not a give n LJ code has ac tually "solved" a 

gene rated proble m. For thi s reason, we have also devised a computer routin e to c hec k optimality of code

produced solutions by examination of the Kuhn-Tuc ker conditions for an assoc ia ted linear program [4 , 17]. 
The second generator, POLY2, mod els the s ituation whe re an LJ fit is required to a given d iscre te set of 

data (Yi , Xi) , i = 1, .. . , n. Unlike the case for POL Yl , the Y i are not assumed to be gene rated via so me 
known fun ctional rela tion. Controllable features of thi s second gene rator include: the ['eal inte rval of 

approximation J, the number and di s tribution of observation points Xi E I , the degree of the app rox imating 
polynomial, and the sta tist ical distribution of the res iduals e;. Moreover, one is also a ble to s pec ify in adva nce 
a solution vector f3* which will be guara nteed to be the unique LJ solution to the generated proble m. 

The approach used for generating a data set (X, y) with known optimal solution f3* will now be ou tlin ed. 

The matrix X in (1) is partitioned as 

corresponding to indices i E NO, N+, a nd N - respectively. Note that XO is a square (m + 1) X (m + 1) 

nons ingular matrix, with the prov iso that the x;'s for i E NO are distinct. By a result proved in [17] , a suffi c ie nt 

condition for the optimality and uniqueness of f3* in (X, y) is that 

L xl = L xi, j = 0, .. . , m, (3 ) 
iEN + 'iEN -

and that 

y = Xf3* + e, (4a) 

where 

ei = 0 if i E N°, 

ei> 0 if i E N+, (4b) 

ei < 0 if i E N- . 

It will now be shown how values x '; can be found that satisfy (3). 

3 For the first generator POLY I. one may also specify whether the polynomial has a constant term ( j = 0, ... , m) or not ( j = I, ... , m). 
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First, we note that for j = 0, equation (3) requires IN +1 = IN -I. For notational convenience, let r = IN+I 
= iN -I and redefine the Xi'S (i EN +) as Vh •.• ,V 1'; similarly, let the Xi'S (i EN -) be denoted as WI. ••• , 

w, .. Also, write 

[ Vt , . . . , vr]q = [tV1 , . . . , UJr]q (5) 

if 

" I' 

L v~ = L w~, for h = 0, 11, ... , q. 
P=I p=1 

Then, following the development in [15], it is straightforward to verify that for any d 

, 'lVr]q => [VI , ... , VI', WI + d, ... . 11) 1' + d],,+1 
(6) 

, wr , VI + d, . . . 'VI' + d],/+ I' 

Relation (6) can be used recursively to produce values x i that satisfy (3). For example, since 

equation (6) gives 

[0, 3]1 = [J , 2]1, using d = 2, 

[0 , 3 , 5, 6]2 = [1 , 2 , 4 , 7h , uSing d = 4, 

and so forth. Accordingly, the consecutive integers 0, 1, 2, ... , 2'1+1 - 1 can be divided into two disjoint 
subsets {VI. ... ,v r} and {Wh ..• ,w r}, with r = 2'1, such that [Vh ••. ,vr]q = [WI. .•• ,wr]q' The first 
subset consists of all integers t, ° :s t :s 2'1+1 - 1 with an even number of ones in their binary expansion, and 
the second subset consists of all such integers with an odd number of ones. Dividing each V p and w p by 2 '1+ 1 

- 1 produces a set of numbers equally spaced on [0, 1], which in tum can be scaled and translated to yield 

a set of numbers {v~, w~: p = 1, ... , r} equally spaced on an arbitrary interval! = [a, b]. Moreover, 
relation (5) still holds for the scaled and translated v~ , w~. Finally, these values can be used in (3) as the 
required xis for i EN + and i EN - , respectively. 

More generally the recursive process based on (6) can be initiated, using any positive integer do, by means 
of 

[0]0 = [~]o 

and propagated using any db d2 , ••• ,d q to produce 2'1+1 numbers satisfying (5), and therefore (3). We have 
chosen (see sect. 4) to generate the d;s from a uniform probability distribution. The resulting (scaled and 
translated) values for x i are no longer equally-spaced on!, but tend to be approximately normally distributed 
within the (finite) interval!. With probability one, all such Xi values generated are distinct. 

The above procedures form the theoretical basis for implementation of the second generator. Either 
equidistant Xi or nonequidistant Xi (corresponding to inactive constraints) can thus be generated. To ensure 
that (3) holds for j = 0, ... ,m, the number of observations n is required to be of the form 

n = m + 1 + 2m+k+l, (7) 

where k is an integer, k ~ 0. Further details of POLY2 are described in section 4. 

458 



3. Computer Implementation of POLYl 

This section describes a computerized version, in FORTRA N, for the first generator (POL Yl) discussed In 

section 2. We will indicate those problem design charac te ristics ava il able as user-spec ifi ed input options to 

POLY1, and then discuss how these inputs are utilized in creating test problem data. 
A variety of characteri sti cs are available to the user as controllable options and are specified through input 

parameters to POL Y1. These options include: 

1. The number of observati ons n. 
2. The degree m of th e approximating polynomial. 
3. The specific fun cti on f(x) to be approx imated. Ten suc h func tions,4 represe nting a vari e ty of shapes 

li kely to be encountered in practice , have been incorporated within the program (see table 1 and fig. 

1). 
4. The interval of approximation 1 = [a , b] . 
5. A swi tch lCOL to ind icate whether the approx imating polynomial includes a constan t term or not. 

(The la tter case is useful in forc ing th e approx imating polynomial to pass through the origin.) 

6 . The location of the n observation points Xi within I : e ither drawn from a un iform probabi lity 

distribution or equally-spaced over I . 
7. A perturbation fac tor EPS, poss ibl y zero, used in pe rturbing equally-spaced observat ion points x i ' 

8. Two initial s tarting seeds, utili zed internally by a pseudo-random number generator. 

TABLE l. Function. alld Their Interoals of Approximation . 

f(x) 

1. e - xs in x 

2. e,xs in x 

3. e.r sin.r 

4. e2x/2x 
5. 75x/[I + (7.5x)2) 
6. IO xe- ·5x 

7. 1/[1 + (x - 2.5)4 ) 
8. X 1)3 

9. X 1)2 

10. 1/[1 + X4] 

1= [0 , 6] 

[0,4] 
[0,4) 
[0,71 
[.05, 11 
[0,2J 
[0,41 
[0,5) 
[- 1, IJ 
[0, JI 
[- 2.5,2. 51 

Given th ese input parameters, generation of the data sets can begin. The first s tep involves selecting the n 

observation points x i from the desired inte rval, according to th e distributional form spec ifi ed. The interval 1 
= [a , b] is determined by the user (if CSWTCH 0/= 0) through input parameters ENDL = a and ENDR = b, 
or (if CSWTCH = 0) by means of the default interval settings shown in table 1. The observation points are 
chosen according to a uniform probability distribution over I (if MSWTCH 0/= 0) or equally-s paced over 1 (if 
MSWTCH = 0). In the latter case, the user has the ab ility of perturbing the eq ually-spaced observation 
points Xi: namely, iff = [a, b] then 

Xi ~ Xi + EPS ·Il·a;, i = 2, ... , n - 1, 

b-a 
where Il = --- is the common subinterval length for equal spacing, the a i are independent uniform 

n - 1 
random variates over [- 1, 1], and EPS is a user-supplied input representing the (maximum) fraction of the 
subinterval length Il used for perturbation. If EPS = 0.0, no perturbation is performed; otherwise, a 
reasonable range for EPS is 0 < EPS < 1/ 2 . 

Next, the values Y i. = f(xJ are calculated, as well as the successive powers xi- If the user has specified a 
constant term in the approximating polynomial (ICOL = 1), then the above indexj has rangej = 0, 1, ... , 
m. Otherwise (ICOL f=- 1), a constant term is not included and j = 1, ... , m. This stage of calculating 

successive powers xi is most sensi tive to finite-precision arithmetic and to accumulated round-off error. 

Accordingly, s uch quantiti es are calculated in double-precision, using the recursion xt l = Xi(xf). 

" It will be noted thai funct ion 10 is simply a translation of function 7. It has been included as a separate ent it y to illustrate the effect of "scaling"; namely, 
the success ive powers Xf) produce more ill-conditioning when I Xi I is larger (function 7) than smaller (func tion 10). 
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Finally, the problem data are returned in a single matrix PRBMA T. The first column of PRBMAT contains 
the vector y, and the remaining columns contain the design matrix X. In addition, the number of rows (NOBS) 
and the number of columns (NP AR) in matrix PRBMAT are returned to the calling routine, as well as a 
single-precision vector containing the observation points x i' The final seeds available from the random 
number generator are also returned in ISEED and JSEED, thus allowing the creation of different test problems 
(having the same input specifications) in successive calls of POL Yl from a main routine. 

All error messages are written out using unit lOUT = 6. Changing this specific value of lOUT once at the 
beginning of the program permits other print unit numbers to be accommodated. Appendix A gives a complete 
listing of POLYl, together with the subroutine UNIRAN [9], a well-tested uniform random number generator 
which it calls. 

y -x sin(x) sin(x) 1. e 2 Y = eX ... 1 • 

" , 
•. 3 

! '\ \ 

-Ie 
•. 2 

v -2. -

•• 1 \ -30 
\ 
\ 

e .• -.e \ 

-0.1 -se 

3. Y eX sin(x) 4. Y ::; i x/ 2x 
Ie. 

se 

\ 
6 • 

•• 
2. ) 

L • C------ ----- . ... . .2 ... •. 6 ..S 1 •• 

Y lOxe-· 5x 

... •. 5 1 •• 1.5 2 •• 

FIGURE 1. Graphs of function.s. 
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Figure 2 illustrates the type of test problem that can be created by POLY1. The n = 50 data points (y;, x J 
are derived from fun ction 7 of tabl e lover 1 = [0, 5] and are shown here by th e symbol "x"; in this case, the 
xIs were chosen to be equall y-spaced (without perturbation) over I. By way of re fe rence, the solid curve 
indicates the best L I fitting polynomial of degree m = 5 to these generated data. 

4. Computer Implementation of POL Y2 

This section d escribes a computer implementation of the second generator (POLY2) for polynomial 
approximation problems. As indicated in section 2, an important feature of thi s generator is its ability to 
create data sets whose optimal LI solution vec tor can be specified in advance. Consequently, the correctness 
and accuracy of solutions produced by various LI codes can be readily assessed using the known solutions to 
such problems. The fac t that these solutions are guaranteed to be unique is also advantageous, s ince in the 
case of nonunique solutions it becomes diffic ult to compare the effi c iency and accuracy of codes that reach 
correc t, but different, solutions. 

A number of problem characteri sti cs can be controlled by the user through appropriate input spec ifi cations. 
Options available in POLY2 include: 

1. The degree m of the approximating polynomial. 
2 . The value k in (7), which together with m determines the number of observations n. 
3. The (unique) solution vector BETA to the generated problem. 
4 . The interval of approximation 1 = [a , b] . 
5. The location of the observation points Xi corresponding to ac tive constraints: e ither drawn from a 

uniform probability distribution or equally-spaced over I . 
6. The location of the observation points x i corresponding to inactive constraint s: e ither equally-spaced 

or unequally-spaced over I . 

1.0 7. Y = 1.0 ,.:::8",-, ___ Y_ --'C-"'-B.:.c.RT.:...-(.>..:.x-'-!) ____ -=-r 

/----
I 

:: 1 / 

0.2(/ 

0 . 0 , I! 

II 0.0 i 

.,~) 
-1.9 

0 . 8 
0.5 

!~ 
o 1 -1.0 -0.5 0.0 0 . 5 1.0 

9. Y SQRT(x) 10. y 1. 0/ (1 + x4) 
1.0 1.1 

0.8 e.8 

v 0 . 6 v 8.6 

e . • e • • 

0.2 e.2 

e.o 1.0 

0.0 0.2 e .• 0.6 e.8 1.1 -3 -2 -1 

FleURE l. (cont.) 
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FIGURE 2. Sample test problem created by POLY1 for function 7, m = 5, and n = 50. 

XXx 

5 

7. A perturbation factor EPS, possibly zero, used in perturbing equally-spaced x i associated with active 
constraints. 

8. The distribution of the residuals e i associated with inactive constraints. 
9. Two initial starting seeds, utilized internally by pseudo-random number generators. 

The first step in developing a test problem is to select the solution vector BETA, if the user has not chosen 
to input a vector to POLY2. The solution vector is randomly selected, in this case, from a uniform probability 
distribution over an interval specified by the user (BSW = 1) or defined within the program (BSW 1= 1). 

Next, the observation points Xi are generated from the interval I according to the desired distribution. 
Interval I is ei ther specifi ed on input (CSW = 1) or assigned a default setting within the program (CSW 1= 1). 
The x .Is correspo nding to active constraints are derived from a uniform probability distribution over I (MSW 
= 1) or are equally-spaced over I (MSW 1= 1). In this latter case, the x j can be perturbed using the factor 
EPS, exactly as described for POLYl. The observation points x i corresponding to inactive constraints are 
generated so that equation (3) is satisfied. Such x i are e ither equally-spaced (ISW = 1) or uneq ually-spaced 
(ISW 1= 1) over the intervall; see section 2 for details of how these two methods of generation are achieved. 

Also , the entries xl of the design matrix are successively calculated for j = 0, . .. , m using appropriate 
care to preserve numerical accuracy. At the same time, the residuals ei, i EN+ or i EN - , are generated from 
either a uniform (RSW = 1) or a normal distribution (RSW 1=1), are given the appropriate sign, and are then 
used to calculate Y j from (4a) - (4b). The optimum objective fun ction value SUMRES is calculated in double
precision, based on these residuals. The input parameter RESID indirectly controls the magnitude of this 
objective fun ction value. Namely, RESID acts as a scale factor with respect to the size of the residuals, which 
are e ither selected from a uniform distribution on [- RESID, RESID], whose standard deviation is thus 
RESID/.J3, or from a normal distribution having mean 0 and standard deviation RESID. 

Finally, the problem data are returned as before in a single matrix PRBMAT. The first column of PRBMAT 
contains the y vector, and the remaining columns contain the design matrix X. The number of rows (KKM1) 
and the number of columns (M2) are also returned, as well as BETA, SUMRES and LOC (a vector containing 
the m + 1 row locations of the active constraints). The final seeds available from the last call to the random 
number generator are returned in ISEED and JSEED. 
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All error messages are written out using unit lOUT, which can be easily modifi ed to accommodate diffe rin g 
print unit assignments. Appendix B gives a complete listing of POLY2, together with the subroutines it calls: 
SORTM, SETl , SET2 , EQUAL, NORRAN, SORTP and UNIRAN. The call struc ture of these subroutines is 
shown in figure 3; the latter three subroutines are fairly well-tested and are described further in [9]. 

Figures 4 and 5 illus trate the types of data sets that can be produced using POL Y2. Both show as dots 134 
data points (Y.i, Xi) toge ther with the best LI fitting polynomial of degree 5 (solid curve). In figure 4, the x i are 
generated via th e equally-spaced option (ISW = 1), while in figure 5 they are generated via the unequally
spaced option (lSW =F 1). 

SORTM SETl SET2 EQUAL NORRAN 

SORTP UNlRAN 

FI GU RE 3. Subroutine call structureJor POLY2 . 

o 

y 

-1 . ". .. 

'. . 
-2 . . 

.' . . . 

-3 
-1.0 -0.5 0.0 0.5 1.0 

X 
FIGURE 4. Sample test problem created by POLY2: II. = 134, m = 5, equally-spaced X j . 
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-1 
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-3 
-1.0 -0.5 

. . '. . . . :. . . ... . . . . ... . .' . . . . . . 

0.0 

x 

0.5 

fIGURE 5. Sample test problem created by POLY2: n = 134, m = 5, unequally-spaced Xi' 
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6. Appendix A. 
Listing of FORTRAN Subroutines for First Generator: 

POLY] 
UNIRAN 

SUB~OJTINE PCLY1(NFUNC.M.N.?~dMAT.C~WTCrl.MSWTCH,ENDL, 

+ ENDR .ICGL.NOBS.N?A~ .ISEED,JSEED.X.N~ O~.EPS) 

C 

C**********************************************~*********************** 
C 
C DESC~ IDTION: 

C 
C THIS SUG~OUTINE GENE~ATES DISC RETE POLYNOMIAL APpq CXIMATION 
C PROHLEMS WHICH CAN 6E USED IN THE TESTING AND EVALUATION OF 
C ALGO~ ITHMS FO~ Ll (LEAST ABSOLUTE DEVIATILN) CU~VE FITTING. 
C THE USER CAN SPECIFY THE FOLLO~ING CHARACTERISTICS OF THE 
C GENE~ ATEO DATA SETS: 
C 
C 
C 
C 
C 
C 
C 

C 
C 

C 

C 
C 
C 

C 
C 
C 
C 
C 
C 
C 

C 
C 

C 

* PROf:lLEM SIlE 
* THE SPECIFIC FUNCTION TO tiE AFP10XIMATED 
* THE R~AL INTERVAL OVER WHICH THE FUNCTION IS APP~OXIMATED 
* THE DISTRIf:lUTION OF TH e OBSERVATION POINTS IN THAT INTERvAL 

THE POLYNOMIAL APF~OXIMATION P~OBLEM CONSIDERED HE~E IS TO 
APPROXIMATE (IN THE Ll NOr-M) A GIVEN FUNCTION BY A POLYNOMIAL 
OF SPECIFIED DEGrEE. OVE~ A DISC; ETE SET. FO ~ I=I.N X(IJ IS 
A SELECTED POINT F~OM SOME INTERVAL AND Y(I) IS THE corRES-
PONOING FUNCTIONAL VALUE AT X(I). IN TH~ P~OBLEM5 GENERATED 
BY THIS SUB ROUTINE. THE CONSTANT TE~~ OF THE POLYNOMIAL CAN BE 
INCLUDED OR EXCLUDE0 CI~ THE ~ATTER CASE FOhCING THE APP~OX

IMATING POLYNOMIAL TO PASS TH~ OUGH THE O~IGIN). 

FO~ CONVENIENCE THE Y VECTOR AND THE DESIGN MATRIX, WHICH 
CCNTAINS SUCCESSIVE POWE ~S UF THE OBSE ~VATION POINTS XCI), 
ARE HOTH RET0RNED IN A SINGLE MATRIX ·PRbMAT'. THE FIRST 
COLUMN OF PFl f:lMAT CONTAINS THE Y VALUES AND THE F EMAINING 
COLUMNS C ONTAIN THE DESIGN MATxIXo 

C NOTE: 
C 
C * THE XCI) VALUES A ~E A~~ ANGED TO Bl IN INC~EASING O~DE ~ 

C f-OR l=l,N. IN PARTICULAR. XCI) IS ALWAYS THE LEFT-HAN!) 
C ENDPOINT OF THE INTE,;,VAL. AND X(N) IS ALWAYS THE " IGHT-
C HAND ENDPOINT. 
C 
C NOTE: 
C 
C * SINC~ AN CPTIMAL SET OF COEFFICIENTS FCR TH~ APPROXIMAT-
e ING PC~YNOMIAL IS NOT P~ODUCED BY THIS GENE~ATO~ . VE ~ IFI-

C CATION OF AN UPTIMAL SCLUTION SHOULD 8E MAOE dY SOME MEANS 
C (E.G •• EXA~INING THE KUHN-TUCKER CLNDITIONS). 
C 

c********************************************************************** 
C 
C INPUT A~GUMEN13: 
C 
c 
c 
C 

NFUNC - DETE~MINES THE SPECIFIC FUNCTION BEING APPROXIMATED 
M DEG~EE OF THE APP~OXIMATING POLYNOMIAL 
N ----- NUMUE~ OF OBSERVATION POINTS XCI. 
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C 

C 

C 
C 
C 
C 
C 
C 
C 

C 

C 
C 
C 
C 
C 

C 

CSwTCH- IN?UT SW ITCH USED FLJ~ INTt: ;:.VAL SELECTION. IF 
1 US~S ENDPOINTS SUPPLIED tlY TH E USER TO DEFINE 

THE INTE ::: VAL 
o SELLCTS THE INTt:~VAL USING ~[FAULT SETTINGS 

MSWTCH- INP UT SWITCH FOS THE DIST~ lBUTICN OF THE OeSE~VATION 
PCINTS. IF 

ENOL 
ENDi< 
I COL 

1 ~.ODUCES ~OINTS FFOM A UNIF O~ M ~R ObAe ILITY DIS
T ~ IBUTIGN OVE~ TH E INTE~ VA~ 

o PRODUCES POINTS EQUALLY SPACED OVER THE INTERVAL 
( THUU GH POSSIBLY P [ ~ TU:BED ~Y A ~ ANDO M AMOUNT 
If' EP S > 0 ) 

USE R SPECIfIED LEFT ENDPOINT OF THE INTE~VAL 

US~R SPLCI~IED RIGHT ENJFGINT CF TH E INT ER VAL 
INPUT SWITCH. IF 
= 1 F ~OuUCES AN Ll PkC 3LEM WITH A CONSTANT COLUMN 
= 0 PRODUCES AN Ll PRCBLEM W/ O A CONSTANT COLUMN 

C IS EED - FI ~ ST OF T~ G INITIAL SEEDS FOR TH E ~ ANDOM NUMBE R 
C GE NERAT OK 
C JSCED - SECOND OF TNC INITIAL SEEDS FO~ THE ~ ANDOM NUMBE ~ 

C Gt:NERATG~ 

C NRO W -- MAXIMUM NUMB~~ OF OeSE f VATIUN POINTS 
C EPS --- FRACTION OF THE SUBINTERVAL LENGTH USED IN PER-
C TUABING EQUALLY-SPACED O{jSE r, VATICN P OINTS. IF 
C MSWTCH=O 
C 
C NOTtO: 
C 
C * WH eN CPS = O. N0 PtORTU~BATION I S PERF OR MED. OTrlERWISE. A 
C ~ E ASONAOLE ~ ANGE IS O< EoS <O.5 • 
C 
C * TH E OEFAULT VALUE FO~ E ACH OF THE SWITCHES ICOL. CSWTCH. 
C ~SWTCH 15 ZERO. 
C 
C OUTPUT ARGUMENTS: 
C 
C 

C 
C 

C 

C 
C 
C 
C 
C 

C 
C 

p~eMAT- THE GENE~ ATED p~UeLEM MAT R IX. WITH NOBS ROw AND NFA ~ 

COLUMN S 
Noes -- NUMBE~ OF ~CwS IN P~{jMAT 

NPA~ -- NUMOER OF COLUM~S IN PRBMAT 
ISEED - FI ~ ST OF TW O FINAL SEEDS AVAILA~LE F~OM THE ~ANDlM 

NU"413 E r< GENEF<.A TGF. 
JSEED - SECOND OF lWO FINAL SEEDS AVAILABLE F ~CM TH E ~ ANOOM 

NUMtlER Gt:NERATOR 
X ----- VECTO R OF OOSE~VATIGN FOINTS. OF DIMENSI DN NOBS 

C RESTRICTIONS: 
C 
C 
C 
C 
C 

C 

N ,I.1UST BE GT 
N MUST DE LE N10 W 
'04 >lUST I:3E GT 0 
N CANNOT BE LT M 
NFUNC MUST BE tjETw E EN 1 ANU 10. (NCLUSIV ~ 

C 

C*.****.*****************************.*********~*********************** 
C 
C A VA ~ l E TY Cf FUNCTIONAL FC1MS AN9 SHAFES A ~E CU~ ~ENTLY AVAILABLE: 
C 
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C 

C 
C 

C 

C 
C 

C 

C 

C 

C 

C 
C 

C 
C 

NFUNC 

2 
3 
4 
5 
6 

7 
8 

9 
10 

FJNCT ION 

EXPI-X)*SINIX) 
EXPIX)*SHHX) 
EXP( X*SIN( X» 
.S*EX?(2o*X)/X 
75.*X/(I.+(7.5*X)**2) 
lO.*X*EXP(-.S*XI 
1.0/( 10\)+( X-2 0 5)**4) 
CBRT(X) 
SY~T(X) 

I.J/( lou+(X**4» 

C SUBP~ OG~AMS USED: 
C 

SIN --- FOKTRAN LI~RARY FUNCTICN 
EXP --- FO~ T~ AN LIb~A~Y F~NCTION 

DEFAULT INTE MVAL 

[0.0.4.0 ] 
[0.0.4.0 ] 
[ C .0.7.0 ·] 
[ .05.1.0] 
[0.0.2.0] 
[O.O.4.J] 
[0.0.5.0] 
[-1.:>.1.0] 
[C· .O.1.0] 
(-2.5.2.5 ] 

C 
C 

C 
C 

C 
C 
C 
C 

C 

C 

C 

CdRT FGRTRAN LItlRAKY OR US~h-SUPPLI E D fUNCTICN 
'TO COMPUTE CUBE ~COTS 

SOh T FORTkAN LI~~A~Y FUNCTION 
FLOAT - FO~T R AN LI U~A~Y FUNCTION 
SGRT SUBROUTINE USED TO SO~T THE ELEMENTS OF A VECTOR OF 

UNIRAN 
DIMENSION N INTO ASCENDING O RDE~ 

SUBROUTINE TO GENE~ATE P5EJOC-RANOGM NUMBERS FROM 
A UNIFG~M LJISTI<.. IdUTICN OVE,~ [0.1 ] 

C LANGUAGE: ANSI FC ~ T~AN (1966) 
C 
C R EFE~ ENCES: 

C 

C K.L.HOFFMAN & LJo ~ oSHIE ~ .'A TEST P~O ULEM GENEP ATO~ FO ~ 

C LJI SCRETE L I Nt:AR L 1 M ' P rl OX IMA1 I eN PR013LEMS'. TO APPt::AK IN 
C TRANS. ON MATH. SOFTwA; E 
C P.D.OOf-1ICH & D .. :; .• SHI EF, . 'GENErATO;:- S F UF DISCi;:-.E.Tt:: POLYNOMIAL 
C Ll AFPROXIMATION PROJLE~S' 
C 
C WRITTEN ~y: 
C 
C PAUL D. OOMICH 
C CENTE~ FO~ AFPLIED MATHEMATICS 
C NATIONAL BUREAU OF STANLJAROS 
C WASHINGTCN D.C o 20234 
C 

C JANUA~ Y. 1979 
C 

C*********************************************************************** 
C 

C 

DCUBLE P RECISION UNIINC.EPSA.DA.Do~OD 
REAL PR B I-1AT(NRGW.1 ),ENOS(10.2) .X(NRCW) 
I NTEGEf( CswTCH 
LCGICAL CONST 

C***** DEFAULT S~TTINGS FOR THE INTt:RVAL SP~CIFICATIONS 
C 

DATA ENDS(I.I).ENDS(2.1).I::NOS(3.1).ENl)S(4,1).ENOS(5.1). 
+ ENDS( 6 .1 ) .ENLlS(7.1) .ENDS( d. 1). tN!)S( 9 .1 l. ENOS (1(..1). 
+ ENDS(I.2).ENDS(2.2).ENUS(3.2).EN~S(4.2).ENDS{S.2). 
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l 

c 

+ 
L 

C 

c***** 
c 

c 

E NO S (c ,2 ) ,ENO S ( 7 ,2) ,END 5 ( 8,2) ,END;> ( 9 ,2 ) • ENDS ( 10.2) / 
0a 0 • 000, ·').v. o V ,) • 000. 00 ,). 0.0. -1.0. 000. -2 0 5. 
4. V t 4.C. 7.1..' • 1.\), 2.0. 4- • .>. 5.0. 1 • C • I • () • 2.5/ 

2 3 4 5 6 7 

CHECK INPUT DATA For, CUNSISTENCY 

lOUT:!:' 
IF(N .LE. 1 .GR. N .LT. M) GO TC 2001 
If-(N .EO. N\ oANO. lCDL oEOo I) GUTO 2001 
IF(M .LT. 1) GOTD 2eOI 

N:;". OW) GOTe 2002 
.L T • 1 .Oh. Nt-UNC .GT. 10) GOTO 

8 

r ;- \ i~ • GT 0 

IF (NF UNC 
IF(NFUNC 
IF (NFUNC 

.EQ. 4- .AND. ENOL .LE. 0.0 .AND. 
• E;}o 9 • ANuo (END ; , o L lo 0.0 .O A. 

9 10 

2003 
ENDR • GE • C.O) 

E:NDL • ~ T. 0.0) I 

C***** CALCULATION OF THE INT~ ~ VAL 3Y SPECIFICATILN Ok DEFAULT 
C 

C 

IF(CS ',oITCH 
IF(CSWTCH 
IF(CSWTCH 
IF(CSWTCH 
IF (A • Lf:.. 
HOLD: A 

A=B 
B=HOLD 

4- XINT=B-A 

oEO" 1 ) A=ENL>L 
• EO. 1 ) tl=ENDF 
o Nt: G 1 ) A:ENl)S(NFUNC.I) 
.NE. I ) El=f:.NU!:>(NFUNC.2) 
BI GOlD 4-

NFUNC 

GClC 
GOlD 

c***** CALCULATE THE ~EQUIREl) NUMbf:.K OF COLUMNS IN THE DE!:>I GN MATRIX 
C 

IF ( leOL .EO. I ) NVA R=M+l 
IF ( ICOL .. EO. I I CON ST:o T: UE. 
IF ( ICCL .NC. I ) NVAR="'1 
IF (ICOL e NEo I ) CGNSl:oF ALSE o 

C 
C***** CALCULATE THE CBSE~VATI O N POINTS WITHIN THE INTE~ VAL (A.Bl 
C 

C 
C***** 
C 
C 

5 

C 
C***** 
C 
C 

(; 

CALL UNI~AN(N.I.X.ISEED.JSEf:.D) 
X ( 1 ) =A 
X(NI=B 
K=N-l 
IF(K o EO o l) GCTD 8 

It- (MSWlCH .EO. II GOTO 6 

CALCULAT~ THE SU~INT~~VAL LENGTH FOR E~UALLY-SPACED POINTS. 
POSSIULY MCDIFIED UY A FE~lU~ BATIDN FACTO~ (~PSA). 

UNIINC=XINT/FLOAT(N-l) 
EPSA=EPS*UNI INC 
DO 5 1:2.K 

X(I)= A+FLCAT( I-I )*UNI.lNC+[PSA*(2,,0*X( 11-1.01 
CONTINUE 
GOTD '3 

CALC0LATE THE CBSERVAlION PUINTS JSING A UNIfOR~ DISTRIBUTION 
AND S07'. T THt: POINTS INTO ASCENDING O'"\DE;:' 

DO 7 1:20 K 

X( I I=XINT*X( I I+A 
7 CONTINUE 

C ALL SO~. T ( X 0 No X I 
C 
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c***** CALCULATION OF THE Y VECTO~ 
C 

C 

8 DO 1030 I=l.N 
A=X (l ) 
GOTO(10.20.30.40.50.60.70.30.YO.I001.NFUNC 

10 PRBMAT(I.1)=EXP(-A)*S[N(A) 
GOTD 1003 

20 PRBMAT(I.l1=EXP(A.*SIN(AI 
GOTD 1003 

30 PKdMAT([.I)=EXP(A*SIN(A,) 
GOTO 1003 

40 PRBMAT(I.1)=.5*EXP(2.0*A,/A 
GOTO 1003 

50 PRBMAT(I.l'=75.0*A/(1.0+(7.S*A'**2) 
GOTe 1003 

60 PRBMAT(I.1'=10.0*A*EXP(-.S*A' 
GOTO 1003 

7C PRBMAT(I.1'=1.0/(1.C+(A-2.S'**4) 
GOTD 1003 

80 PRBMAT(I.l,=CBRT{A) 
GOTO 1003 

90 PRBMAT(I.1)=SQRT(A) 
GOTO "1003 

100 P j;"tBMAT(I.l)=1.0/(1.0 '+(A**4») 
1 0 0 3 CO N T I NUE 

c***** CALCULATION OF TH~ ENT~IES IN THE DESIGN MATRIX 
C 

c 

DA=A 
IF( CONST , DPRCO=I.0 
IF( .NOT. CONST • OPROO=A 
PRBMAT(I.2)=DP ROD 
IF(NVAR.EQ.l) GOTO 1)30 
DO 1004 J=2.NVA " 
DPRCD=DPROu*uA 
F~BMAT(l.J+ll=DPR OO 

1004 CONTINUE 
1030 CONT I NUE 

c***** DEFINE ROW AND COLUMN DIMENSIONS O~ THE PROtiLEM MAT R IX (P~B~AT) 

C 
NOdS=N 
NPAR=NVAR+ 1 
GOTO 3000 

2001 WRITE(IOUT.901) N.M 
901 FDRMAT(1HO.21rlTHE INPUT VALUES N =.I5.10H AND M =.15. 

+ ISH ARE NOT FEASIBLE) 
GOTe 3000 

2002 W ~ ITE(IOUT.902' N.NROW 
902 FORMAT(1HO.17HTHE VALUE OF N =.IS.21H EXCEEDS THE MAXIMUM. 

+ 21H DIMENSION OF N~OW =.IS) 
GOTG 300 !) 

2003 WRITE(IOUT.903, NFUNC 
903 FO RMAT(lHO.22HTHE VALUE OF NFUNC 

GOTC 300 0 
20 0 4 WRITE(IOUT.904)NFUNC 

=.15.1ClH IS NOT IN P ANGE' 

904 FOF MAT(lrlO.30H THE INTE~VAL SET FOR FUNCTION.I3.11H IS INVALID) 
GOTD 3000 

2005 WR ITE(I OUT.904INFUNC 
3000 CONTINUE 

RETURN 
END 
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SUBROUTINE UNIRAN(N.ISTART.X.ISEED.~S~ED' 
C 
C PURPOSE--THIS SUBROUTINE G~NERATE S A RANDO~ SAMPLE OF SIZE N 
C FRO~ THE UNIFORM (RECTANGULAR) 
C DISTRIBUTION ON THE UNIT INT~RVAL (0.1). 
C THIS DISTRIBUTION HAS MEAN = 0.5 
C AND STANDARD DEVIATION = SQRT(I/12' = 0.288t7513. 
C THIS DISTRIBUTION HAS T~ PROBABILITY 
C DENSITY FUNCTION F(X) = 1. 
C INPUT ARGUMENTS--N = THE DESIRED INTEGe R NUMBER 
C OF RANDOM NUMBERS TO BE 
C 

C 
C 

C 
C 
C 

C 
C 

C 

C 
C 

C 
C 

C 
C 
C 
C 

C 

--ISTART 

OUTPUT ARGU~ENTS--X 

GENERATED. 
AN INTEGER FLAG CODE WHICH 
(IF seT TO 0' WILL START TH~ 
GENERATOR OVER AND HENCE 
PRODUCE THE SAME RANDGM SAMPLE 
OVER AND OV2 R AGAIN 
UPON SUCCESSIVE CALLS TO 
THIS SUBROUTINE WITHIN A RUN; OR 
(IF SET TO SOME INTEGER 
VALUE NOT ~ QUAL TO O. 
LIKE. SAY. I. WILL ALLOW 
TH! GENERATOR TO CONTINU~ 

FROM WHERE IT STOPPED 
AND HENCE PRODUCE DIFF~RENT 

RANDOM SAMPLES UPON 
SUCCESSIVE CALLS TO 
THIS SUBROUTINE WITHIN A RUN. 
A SINGLE P~ECISION V!CTOR 

C (OF DIME NSION AT LEAST N' 
C INTO WHICH THE GENERATED 
C RANDOM SAMPLE WILL B~ PLAC~ D. 

C OUTPUT--A RANDC~ SAMPLE OF SIZE N 
C FROM THE RECTANGULAR DISTRIBUTION ON (0.1). 
C PRINTING--NONE UNLESS AN INPUT ARGUMENT ERROR CONDITION EXISfS. 
C RESTRICTIONS--THERE IS NO RESTRICTION ON THE MAXIMUM VALUE 
C OF N FOR THIS SUBROUTIN~. 
C OTHER OATAPAC SUBROUTINES NEEDED--NONE. 
C FORTRAN LIBRARY SUBROUTINE S NEEDED--NJN~. 
C MODE OF INTERNAL OPERATIONS--SINGLE PRECISION. 
C LANGUAGE--ANSI FORTRAN. 
C COMMENT--******************** 
C THE PARAM!TERS OF TH= CONGRU:::NTI AL G':N'=RATOR 
C USED HEREIN ARE OF NECESSITY STRONGLY MACHINE-
C DEPEND~NT IN TERMS OF TH~ QUALITY OF TH~ 
C RANDOM NUMBERS PRODUC ED. KNOWN GOOD RESULTS 
C HAVE BEEN OBTAINED ON THE UNIVAC 1108 (36 BIT) 
C COMPUTER. KNOWN POOR RESULTS HAVE B~~ N OBTAIN~D 

C ON THE CDC 3300 (48 BIT) COMPUT~R. 

C IT IS STRONGLY RECOMMENDED THAT UPON 
C IMPLEMENTATION OF UNIRAN. THE OUTPUT 
C FROM THIS SUBROUTINE SHOULD BE CHECKED FOR [NDEPENDENC~ 

C 
C 

C 
C 

C 

C 
C 
C 

AND UNIFORMITY. DATAPAC SUBROUTINES PLOTX. 
PLOT XX. PLOTU. RUNS. TIMESE. HIST. TAIL. LOC. AND 
SCAL~ MAY BE USEFULLY EMPLOYED TO DO SUCH 
CHECKING. SUCH CHECKING IS ESPECIALLY IMPORTANT 
IN LIGHT OF THE FACT THAT OTH~R DATAPAC RANDOM 
NUMBER GENERATOR SUBROUTINES (NORRAN--NORMAL. 
LOGRAN--LOGISTIC. ETC.) ALL MAKE US~ OF INTERMEDIATE 
OUTPUT FROM UNIRAN. 
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C ******************** 
C REFERENCES--KRONMAL. -EVALUATION OF THE PSEUDO-RANDOM 
C NORMAL NUMBER GENERATOR·. JOURNAL OF THe 
C ASSOCIATION FOR COMPUTING MACHINERY. 1964. 
C PAGES 357-363. 
C --HAMMERSLEY AND HANDSCOMB. MONTE CARLO METHODS. 
C 1964. PAGE 36. 
C --JOHNSON AND KOTZ. CONTINUOUS UNIVARIATE 
C DISTRIBUTIONS--2. 1970. PAGES 57-74. 
C WRITTEN BY--JAMES J. FILLIBcN 
C STATI STICAL ENGINEERING LABORATORY (205.03) 
C NATIONAL BUR:=AU OF STANDARDS 
C WASHINGTON. D. C. 20234 
C PHONE: 301-921-2315 
C ORIGINAL VERSION--JUNE 1972. 
C UPDATED --AUGUST 1974. 
C UPDAT~D --SEPTEMBER 1975. 
C 
C 

UPDAT:ED --NOVZMBER 1975. 

C---------------------------------------------------------------------
C 

C 

C 

C 

DIMENSION X(I' 

DATA DIV.Kl.K2.K3.ll.12/34359138368.0.4097.129.22182922491.2086735 
10019.18575103187/ 

IPR=6 

C CHECK THE INPUT ARGUMENTS FOR ExRDRS 
C 

C 

IF(N.LT.l.GOT050 
GOT090 

50 WRITE(IPR. 5) 
WRITECIPR.47.N 
RETURN 

90 CONTINUE 
5 FORMAT(1H • 91H***** FATAL ERROR--THE FIRST INPUT ARGUMENT TO THE 

1 UNIRAN SUBROUTINE IS NON-POSITIVE *****) 
47 FORMAT(IH • 35H***** THE VALUE OF THE ARGUMENT IS .18 .6H *****) 

c-----START POINT-----------------------------------------------------
C 

C 

C 

11=ISEEO 
12=JSEEO 
(F«(START.NE.0'GOT0150 
11:20867350019 
12=18575103187 

150 00I001=I.N.2 
11=IABS(11*Kl+1) 
12=IABS({12*K2+K3)*K2+K3) 
Ul:FLOAT( 11 )/0 IV 
U2=FLOAT(I2)/DIV 
X (( )=Ul 
IFCI.EQ.N)GOTOI00 
XU+1 )=U2 

100 CONT I NUE 

ISEED=I1 
JSEED:I2 
RETURN 
END 
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7. Appendix B. 
Listing of FORTRAN Subroutines for Second Generator: 

POLY2 
SETl 
SET2 
UNIRAN* 
NORRAN 
EQUAL 
SORTM 
SORTP 

* For a li sting of UN IRAN, refer to Appendi x A. 

SUBROUTIN e PO LY 2 (M,K,N RGW ,J SW ,BETA,BSW. bLCFT , tiR IGHT,CSW,CL EFT. 
+ CR I G HT.I S W.M S W.EPS.RSW.RESID.ISEED.JSEED .P~B~AT. S UM RES .KKM1.M 2 , 

+ LOC) 
C 

C**************************************************.******************** 
C 
C DESC ~ l~TI O N: 

C 

C THI S S Ub~O UTINE G E N E~ AT ES D ISC ~E TE PCLYNOMIAL AFP~ OX IMATION 

C PRObLEM S WHICH CAN UE USEu IN THE TESTING AND E VALUATI ON OF 
C ALGO~ ITH~S FC~ LI (L E AST ABSOLUTE DEVIATI ON) CU~VE FITTING. 
C THE ust.r; CAN SPt.CIFY TH E FOLLOW ING CHA:'< AC TE R ISTICS OF THE 
C GENE~ AT ED DATA SETS: 
c 
c 
c 
c 
c 
c 
C 
C 

* P .:WOU =. .... S IZ E 
* TH E UNI QUE SU ~UTION VEC TOR TO TH E GENE~ATE~ Ll PF-OBLEM 
* TH E RE AL INTE~VAL CVEF WHICH TH E APPFOXIMA TI ON I S DEFIN ED 
* THE OIST~ I8UTI O N OF TH E O BSE~VATI O N ~O INT S WITHIN TH E 

INTERVAL 
* THE O IST~ I GUT I CN uf TH E ~ ES IDUAL 3 

C THE P OLYN UMIAL AFP ~OX IMATI ON P~OB~EM CONSIDE~ ED HE?E IS TO 
C APPR CX IMAT E (IN TH E LI NORM) A D I SC~ET E SET OF DATA VALU ES Y 
C UY A ~CL YNCM IA L OF SPEC IFI ED DEG~EE O VE~ SOME INT E ~VAL. F OR 
C I=I.KKMI XCI) I S AN OO S"' ; VATI Lr. POINT IN TH E INT E ~ VAL AN D 
C YCI) I S TH E DA TA VALU E CL~R ~S POND ING TO XCI). TH E VALU ES FOR 
C X ( I) AN D Y (I) A.": E SELEC TED I N SUCH A MANNEF TO GUM ANT EE OP T-
C IMALITY OF TH E SOL UTION V EC T O~ HET A IN TH E GE NE~ AT ED P~ OtiLEM. 

C 

C ~ CR CONVENI ENCE . THE V-VALUES AND TH E DESIGN MAT R IX CONTAIN IN G 
C THE APPAOP ;~ IAT E POwE ',S OF THE Ot:l5E'. VAT ION P OINTS XlI) A:;:E BeTH 
C ~E TU~ NED IN A SINGLE MAT~IX 'PRBMA T'o THE FI ~ S T COLUMN OF P~BMAT 

C CONTAINS THE V-VALUES AND THE REMAINING COLUMNS CONTAIN THE DES I GN 
C MAT F.". IX. 
C 
C NOH:. : 

C 
C 

C 
C 

C 
C 

C 

C 
C 
C 

C 

C 

C 

C 
C 

* A CONSTANT TERM IS INCLUDED IN THE APP ROX IMATIN G POLYNOMIAL 

* THE OBS ERVATIUN POINTS ARE A~R ANGE~ I N INCKEASIN G ORD E R . BY 
~O W. wITHIN TH E GENE~A T ED P~ 08LE M MAT ~ I X 

* TH E PROCE ~U~C GIV EN HE RE GENtR AT ES AN Ll APPR OXIMATI ON 
P 0 8LEM HAVIN G A KNOWN AN D UNIQU E SOLUTI ON V ECTO ~ HE TA. 
TwO METHODS OF GUAANTEEING TH ESE PFOPE ~ TI E S A~ E P~O VI DEO 

IN SUBROU TI NES SETI AND 3ET2 WHICH GENERATE THE OBSER VA
TI ON P O INT S FG~ TH E INACTIVE CONST ? AINT S . TH E METHOD USED 
IN SU8RO UTIN E SET2 UTILIZES A R AN DO M NUM8 ER GENERATO R AND 
THUS CAN CR E ATE OIfF~RENT LI P~OBL EMS IN SUCCESSI VE ~UNS 
HAVING THE SAME INPUT SETTINGS, WHE F EAS TH E S AM E P ~OBLEM 

WILL B~ REPR OU UC c U wHEN USING SUBRCUTINE SETI. 
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C 

C****************************************************~**********.***~** 
C 
C 

C 
C 

C 
C 

C 
C 

C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 

C 
C 
C 
C 
C 

C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 

C 
C 

C 
C 

INPUT Ar: GUNENTS: 

M 

K 

DEGREE OF THE APP~UXIMATING POLYNOMIAL 
INTEG~R USLO IN OETERMININ~ THE NUM~ER OF INACTIVE 
CONST RAINTS TO THE P~ OBLEM 

NROW -- MAXIMUM NUMbLR OF OBSERVATION POINTS 
JSW --- IN~UT SWITCH USED IN THE SELECTION OF TrlE SOLUTIUN 

VECTOR BETA. IF 
= 1 P~ODUCES A SOLUTION VECTO~ WITH ELEMENTS DRAWN 

FROM A uNIFORM DISTKldUTION 
o USES THE SOLUTION VECTO'". SPECIFIED EXoLICITLY bY 

THE USER 
BETA -- USER SPECIFIEO SULUTION VECTOR TO THE VENERATED PROB

LEM (IF JSw=OI OF DIMENSION M+l 
BSW --- INPUT SWITCH USED TO DEFINE THE INTE ~VAL F ROM WHICH 

ELEMENTS OF THE BETA VECTOR ARE SELECTED (WHEN JSw=l 
IF 
= USES ENDPOINTS SUPPLIEJ BY USER TO OEFINE THE 

INTE r~ VAL 

o SELECTS ENDPUINTS BY DEFAULT SETTINGS 
BLEFT - LEFT ENDPCINT OF THE INTE QVAL USED IN SELECTING 

ELEMENTS OF THE SOLUTION VLCTCR BETA (IF JSW=8SW=1) 
b~ IGHT- R IGHT END?OINT OF THE INTE ~VAL USED IN SELECTING 

ELEMENTS OF THE SOLUTION VECTO~ BETA (IF JS~=BSW=l) 
CSw --- INPUT SWITCH USED TO DEFINE THE INTERVAL FROM WHICH 

08;JERVATION POINTS ARE SELECTED. IF 
= 1 USES ENDPOINTS SUPPLIED BY USE~ TO DEFINE THE 

INTERVAL 
- 0 Sf~FCTS FNDPOINTS BY DFFAULT S~TTINGS 

~LEFI - L~FT ~~0PCINI 0F THL IhlLkYAL USED IN SELECTING U8-
SE~ VATION POINTS (IF CSw=l) 

CRIGHT- RIGHT ENDPCINT OF THE INTERVAL USE0 IN SELECTING Od
SER VATION POINTS (IF CSW=l) 

IS~ --- INPUT SWITCH WHICH DEFINES THE METH00 OF GENERATING 
OBSE '; VATION POINTS FO :'! THE INACTIVE CONST RAINTS. IF 

1 PRODUCES EQUIJISTANT OBSERVATION PCINTS BY 
SETl 

= 0 P~ ODUCES NON-EQUIDISTANT OBSE ~ VATION POINTS BY 
SET2 

MSw --- INPUT SWITCH WHICH SPEClFtFS DISTRIBUTION ~F 

118SE L vATICII PC1NTS fL, ·; H iL hCTIVL CUN:'; Hi:Alrn~. II
= 1 PRUOUCES U~SERVAIIGN POINTS DRAWN FRO~ A 

UNIFO~M DIST~IBUTION 

o PRODUCES OBSERVATION POINTS EQUALLY SPACED 
CVE~ THE INTE~VAL (THOUGH P OSSIbLY PEF TURBED 
BY A RANDOM AMOUNT IF EPS > 0) 

EPS --- F RACTIUN OF THE SUBINTERVAL LENGTH USED IN PE~ 

TURI:HNG EQUALLY SPACEO OBSERVATION POINTS FOF: 
THE ACTIVE CUNST ~ AINTS (IF MSW=O) 

RSw --- INPUT SwITCH ~HICH SPECIFIES THE DISTRIBUTION 
OF THE (NGNZE~O) ~ESIDUALS ASSOCIATED WITH THE IN
ACTIVE CONSTRAINTS. IF 

1 P~ODUCES ~ESIDUALS U~AWN F ~ CM A UNIFOR M 015-
T? IUUTIGN 

o PRUUULE~ kESIUUAL~ U~AWN FROM A NORMAL OIS-
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C 
C 
C 
C 

C 
C 
C 
C 

C 
C 
C NOTE: 
C 
C 
C 
C 

C 
C 
C 

C 
C 
C 
C 
C 

TRIBUTIGN 
~ E~ID - STANDA~D D~VIATION OF THE ~ESIDUAL DIST~IBUTION 

(WHEN RSw=O). CR ABSOLUTE VALUE OF THE UPPER 
AND LOWE R LIMITS or THE UNIFO RM RESIDUAL DIS
TRIBUTION (WHEN ~SW=I) 

ISEED - FI ~ ST OF TWO INITIAL SEEDS FO~ THE ~ ANDOM 

NUMBEr. GENErtATORS 
JSEED - SECOND OF Two INITIAL StEDS FO" THE ;;:. ANDOM 

NUMBE" GeNERATORS 

* THE NUM~ER OF ACTIVE CONSTRAINTS IS EaUAL TO M+l; THE 
NUMBE~ OF INACTIVE CCNSTRAINTS IS EQUAL TO 2**(M+K+l) 
FO~ M .GE. 1 ANu K oGE. 0 

* THE DEFAULT VALUE FO~ EACH OF THE SwITCHES Gsw.CSw.ISW. 
JSW.MSW. ~ SW IS ZE ~ O 

* WHEN EPS~O. NO FE ~ TU~BATION OF EQUALLY SPACED OBSERVA
TION POINTS IS P~RFORMED (MS~=O). OTH~RWISE. A REASONABLE 
~ ANGE IS 0 < EPS < 0.5 

C OUTPUT ARGU~ENTS: 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 

C 
C 
C 

C 
C 

C 

C 
C 

C 
C 

BETA -- SOLUTICN VECTOR TL THE GENERATtD PROBLEM OF 
DIMEI\SION :'-11 

p~aMAT- THE GEN ERATED PR OBLEM MATRIX WITH KKMI ROWS 
AND M2 COLUMNS 

SUM~ ES- SUM OF THE ABSOLUTE VALUES OF THE ~ ESIDUALS IN THE 
OPTI~AL Ll SOLUTION 

KKMI -- NUMB E~ OF ~OWS IN P~B~AT 

M2 ---- NUMBER OF COLUMNS IN PK~MAT 
LOC --- VECTO~ OF DIMENSION Ml CONTAINING THE pow LOCATIONS 

OF THE ACTIVE CONST RAINTS IN P~OOLEM MAT R IX FRbMAT 
IS~ED - FIRST OF TWO RAN~OM SEEDS AVAILABLE UPON ~ETU~N 

JS[E~ - SECOND OF TWO RAND OM SEEDS AVAILABLE UPON RETURN 

RESTRICTI ONS: 

M MUST BE .GE. 1 

K MUST BE .GE. 0 
M+K MUST BE .LE. 8 
N~ OW MUST BE .GEo M+l+2**(M+K+l) 

C 

C***~**********************.******************************************* 
C 
C SUbP~OG~ AMS USEO: 
C 
C A~S ----- FO~T~AN LI8~ A~ Y FUNCTION 
C UNIRAN SU8~DUTINE TO GENERATE PSEUDO-RANDOM NUMOE~S FROM 
C A UNIFC ~~.M DIST,1 IBUTION OVE ~,. [0.1] 

C Nor, RAN SUBf<OUT I NE TO GENEF\ATE PSEUDO-RANDOM NUMBE RS F :OM 
C A NORMAL ~ISTRIBUTION WITH MEAN ZERO AND STANDARD 
C DEVIATION EQUAL TO ONE 
C SO ~ T~ --- SUBROUTINE US~J TO SO~T THE CLEMENTS OF A VLCTOR 
C INTu INCF\EASING GRDE~. ALSO PROVIDES A MAPPING 
C (NDDS) F ~ OM OLD POSITICN TO NEW (SO~TED) POSITION 
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C 
C 
C 
C 
C 
C 
C 
c 

SETI 

SET2 

SU8~OUTINE USED TO CALCULATE EQUIDISTANT OBSE~
VAT ION PCINTS FO~ THE INACTIVE CONST~AINTS 
SUUhOUTINE USEO TO CALCULAfE NON-EQUIOISTANT 
OBSE~VAT(ON PGINTS FO~ THE INACTIVE CONST~AINTS 

EQUAL --- SUBKOUTINE TO PRODUCE OBSERVATION PUINTS EQUALLY 
SPACED ON (0.1 J. THOUGH ~OSSIBLY PERTURBED BY A 
RANDCM AMCUNT IF EPS > 0 

C LANGUAGE: ANSI FO~ TRAN (1966) 
C 
C ~EFE~ ENCES: 

c 
C K.L.HOFFMAN & D.~eSHIE~ .·A TEST P~OULEM GENE ~ATO~ FO~ 

C DISCRETE LINEAR Ll APPROXIMATICN PROBLEMS'. TO APPEAR IN 
C TflANS. ON ~ATH. SOFTWA~ E 

C P.D.DOMICH & D.A.SHIE~ .·GENE~ATG~ S FOR DISC~ETE POLYNO~IAL 
C Ll APPROXIMATION FROULEMS' 
C 
C WR 1 TTEN 8'1': 
C 
C PAUL DOMICH & DOUGLAS SHIeR 
C CENTEr FO~ APPLIED MATHEMATICS 
C NATIONAL dUKEAU OF STANDARDS 
C WASHINGTON D.C. 20234 
C 
C JANUA"Y. 1979 
C 

c***********-********************************************************** 
C * START OF SUBROUTINE POLY2 * 
C 

C 

INTEGER BSW.CSw.RSw.LCC( 1) 
~EAL D~OMAT(NROw.l).8ETA(1) 

DIMENSION X(521).A(256.2).UU(521.10).NPOS(521) 
DOUBLE P~ECISICN HOLD.HOLDl.X?T.XDTl.Rl. ~ 2.DX.DXl.DSU~ 

DATA 3LFT.8RIT/-IJ.O.IO.0/ 
DATA CLFT.CRIT/-l.0.1.0/ 

C INITIALIZATION: THE GENERATED PROdLEM WILL HAVE Ml ACTIVE 
C CONSTRAINTS. KK INACTIVE CONSTRAINTS ~ITH POS(TIV~ RESIDUALS. 
C ANO KK INACTIVE CONST~ AINTS WITH NEGATIVE q ESIDUALS 
C 

C 

IOUT=6 
DSUM=O.0DO 
Ml=M+l 
M2=M+2 
MK=M+K 
KK=2**MK 
KK2=KK+KK 
KMl=KK+Ml 
KK"Il=KK2+Ml 

C CHECK THE CONSISTENCY OF THE INoUT PA~ AMETE~ S 

C 

1000 

I F (M • LT. 1 • 0 ;=\ 0 K • LT. 0) GO TO 99 Y 0 

IF(~K .GT. 9) GOTO S991 
IF(KKMI .GTo N~OW) GOTO 9991 
1~(BLEFT .Gr. BRIGHT) GOTO 1001 
IF(CLEFT .GT. C~IGHT) GUTD 1002 
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1001 
GOT O 1 0 03 
XHOLD= 8 L EF T 
BLEFT= O "I GHT 
BRIGHT=XHULD 
GOTO 1000 

1002 XHOLD=CLEFT 
CLEFT=C; LGHT 
CRIGHT=XHOLD 

1003 CONTINUE 
C 
C DETERMINE INTE~VALS USLO IN P~ OULE~ BY SPECIFICATION O ~ DEFAULT 
C VALUES 
C 

C 

IF(flSW .NE. I,BLEFT=HLFT 
IF(8SW .NE. I)BRIGHT=t.lRIT 
IF(CSW .. NEo l'CLEFT=CLFT 
IF(CSW .NE. IJCRIGHT=CF.IT 
BINTEr=B~IGHT-BLEFT 

CINTER=CRIGHT-CLEFT 

C DE TERMINE THE SCLUTION VEC rCR BY US E~ SPECIFICATION O~ B Y 
C eANOOM GENE ~ATION 

C 
IF(JSW oNE. 1) GOTD 20 01 

CALL UNIRAN(Ml,I.X,IS~E O .J SEED ) 

DO 2000 1·= 1,1'11 
OETA(I.=BLEFT+X(I)*BINTER 

2000 CONTINUE 
2001 CONTINUE 
C 
C CALCULATE TH E MI OBSC~VATION POINTS CORRESPONDING TO TH E 
C ACTIVE CONSTfi AINTS o NOTL : ACTIVE CONST RAINTS A2 E DEFINED 
C TO HAVE IDENTICALLY Zc~O RESIDUALS 
C 

3)v () 

3JO I 
C 
C 

C 

C 

C 

IF(M SW . EQ . llCALL uNIRAN(Ml,I,X,ISEEJ,JSEEOI 
IF(MSW oN Eo l'CALL EQUAL(MI,X.EPS,I SEfD .JS EED ) 
DO 3 ( ' 0 1 1=1. M 1 
HOLO=BETA(MI) 
UU(I.2)=I.J 
DX=I .. 0DO 
XPT=CLEFT+X(II*CINTE R 
DO 3('('.0 J=I, /~ 
N=MI-J 
HOLO=BETA(N)+XPT*HOLD 
OX=XPT*OX 
UU(I.J+2)=DX 
CONTINUE 
UU(I.IJ=HOLD 
CONTINUe 

CALCULATE THE OBSE ~ VATICN ~CINTS COR~ ESPONDING TO THE INACTIV E 
CONSl~AINTS BY 'SEll' ( EO UIOISTANT' OR 'S ET2' (N ON - EQ UI DIS TANT) 

IF(I SW .E Q. l)CALL SETI(KK,A) 
IF(ISw oNEo I)CALL SET2(KK.MK,A,ISEED,~SEED) 

C CALL ~, ANDCM NUMtJE :""~ GENU, AT O: ' FO~, CALCU~ATION OF RE SIDUALS 
C AND GENLRATE THE DESIGN MA ThIX FOR TH E INACTIV E CONSTRAINTS 
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C 
IF{ h SW oEO. l'CALL UNl ~ AN{KK2.1.X.ISECD.JSEED) 

IF{RSW .NE. l'CALL NO~ RAN(KK2.1.X.ISEEU.JSEED) 
DO ~001 (=M2.KMI 
N=(-Ml 
lKK=I+KK 
NKK=N+KK 
HOLD=BETA(Ml) 
HOLDl=HCLD 
UU(I.2)=1.0 
UU(IKK.2)=1.0 
DX= 1.0DO 
DX 1 = 1. 000 
XPT=CLEFT+A(N.l)*CINTER 
XPT1=CLEFT+A(N.2)*CINTE~ 

DO 4 ')00 J=I.M 
L=MI-J 
HCLD=BETA{L)+XPT*HCLD 
HOL01=BETA(L)+XPT1*HOLDl 
DX=XPT*DX 
DX1=XPT1*DXl 
UU«(.J+2'=OX 
UU(IKK.J+2)=OX1 

4000 CONTINUE 
C 
C CALCULATE THE RESIDUALS AND ADD TO V-VALUES 
C 

4001 

C 

~1=ABS(RES[D*X{N») 

~ 2=ABS{ ~ ES(O*X(NKK» 

HOLD=HGLD+Rl 
HOLD1=HOLD1- n: 2 
D SUM=D SU,I4+R 1 +R2 
UU(I,l)=HOLU 
UU( IKK,l' =HOLD 1 
CONTINUE 
SUMRES=OSUM 

C SORT THE 08SERVATION POINTS. kEARRANGI:. UU AND STOKE HiE RESULT 
C IN PF: 8MAT 
C 

DO 5000 1=1.KKM1 
X(I)=UU(I,3) 

5000 CONT I NUL 

5001 
5002 

5003 

9990 

9991 
1 

2 
+ 

CALL SGRTM(X,KKM1.NPOSI 
DO ::002 1=1.KKM1 
KLOC=NPCS( I) 
00 5001 J=1.M2 
P~ BMAT(KLOC.J)=UU(l.J) 

CONTINUE 
CONTINUE 
DO 50 C 3 I = 1 , M 1 
LOC( I )=N~OS( I) 
CONTINUt:: 
GOTO <;999 
WRITE(IOUT.l) M.K 
GOTO 9999 
WRITE( ICUT.2) M.K 
FORMAT(10X.19HINPuT VALUE OF M =.I5.2X.7HO K K =,I5.2X,3H.lS. 

7H ILLEGAL) 
FOR MAT(10X,20HIN?UT VALUES OF M =.I 5 .2X.8HAND K =.I~.2X.6HEXCECD 

+ ,18H AVAILABL E STCRAGE) 
9999 F. ETU~ N 

END 
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SUBROUTINE SETl(KK.A) 
c 
c*********************.*******.**************************.****.*****.* 
c 
C THIS SUBROUTINE CREATE S A SET OF Z*KK R~AL NUMBE RS E QUALLV 
C SPACED ON [0.11. THIS SET IS DIVIDED INTO Twe SUBSETS OF KK 
C ELEMENTS WHICH HAVE THE FOLLOWING PROPERTI;:S: THE SUM OF THE 
C P-TH POWERS OF E LEMENTS IN THE: FIRST SUBS ET EaUALS THE SUM OF 
C THE P-TH POWERS OF ELEMENTS IN THE SECOND SUBSET. FOR VALUES 
C P = o. 1 ••••• LOG2(KK). 
C 
C THE VALUES OF THE ELEME NTS RANGE BETW ':::EN 0 AND 1. WITH THE 
C SMALLEST VALUE IDENT ICALLY ZERO AND THE LARGEST VALUE IDEN-
C TICALLY ONE. 
C 
C THE FIRST SUBSET IS RETURNED IN THE FIRST COLUMN OF ARRAY A 
C AND THE SECOND SUBSET IS RETURNED IN TH~ SECOND COLUMN. 
C 

C****.* •••• *****.**** •• * •••••••• *********** •••• *** ••• **** •• *****.****** 
C 

C 

DIM~NS10N 14.(256.2' 
DOUBLE PRECISION XD 

c***.* INITIALIZE THE FIRST TWO ELEME~S OF EACH SUBSET 
C 

C 

A (1 .1 ' ·=0.0 
A ( 1 • 2 ) ,: 1 .0 
14.(2.1)=3.0 
14.(2.2)=2.0 
N=2 

c**.** CALCULATE THE REMAINING ELEMENTS OF THE TWO SUBSETS 
C 

IF(KK.EQ.2) GO TO 120 
DO 100 1=3.KK 
M:I-(2*.(N-l') 
A(I.1)=A(M.2)+FLOAT(Z**N) 
A(I.2)=A(M.l'+FLOAT(2**N) 
IF «2**(N-l)' . E O. 104) N=N+l 

100 CONT I NUE 
C 
c***** STANDARDIZE THE VALUES TO LIE IN [0.1] 
C 

XD=2*KK-l 
DO 110 1=I.KK 
A(I.l1=A(I.l'/XD 
A(I.Z)=A(I.2)/XD 

110 CONTI NUE 
120 RETURN 

END 

479 



SUBROUTINE SET2(KK,MK,A.ISEED,JSEEDJ 
C 

C********************************************************************* 
C 
C THIS SUBROUTINE CREATES A SET OF 2*KK REAL NUMBERS UNEOUALLY' 
C SPACED ON [0,1]. THIS SET IS DIVIDED INTO T~O SUBSETS OF KK 
C ELEMENTS WHICH HAV~ THE FOLLOWING PROPERTIES: THE SUM OF TH: 
C P-TH POWERS OF ELEMENTS IN THE FIRST SUBSET EOUALS THE SUM OF 
C THE P-TH POWERS OF ELEMENTS IN THE SECOND SUBSET. FOR VALUES 
C P == 0, 1, •••• LOG2(KKJ. 
C 
C THE VALUES OF THE ELEMENTS RANGE BETw~EN 0 AND 1, WITH THE 
C SMALLEST VALUE IDENTICALLY ZERO AND THE LARGEST VALUE IDEN-
C TICALLY ONE. 
C 
C THE FIRST SUBSET IS RETURNED IN THE FIRST COLUMN OF ARRAY A 
C AND THE SECOND SUBSET IS RETURNED IN THE SECOND COLUMN. 
C 

C********************************************************************** 
C 

C 

DIMENSION A(256.2).X(9t 
DOUBLE PRECISION XHIGH 
A (1.1 )=0.0 
MKl=MK+1 
M=1 
1=1 

c***** SELECT ELEMENT A(I,2) RANDOMLY' 
C 

C 

CALL UNIRAN(MK1.l,X.ISEED,JSEEDJ 
A(I.2}= X(I' 
XHIGH=X(I' 
1:::1+1 

C***** CALCULATE THE REMAINING ELEMENTS OF THE TwO SUBSETS 
C 

00 100 J=2.KK 
A(J.l'==A(M.21+X({} 
A(J.2'=A(M.l'+X(I' 
IF (XHIGH .LT. A(J,2" XHIGH=A(,J,2' 
IF (XHIGH .LT. A(~.lJ) XHIGH=A'J.l) 
IF (FLOAT(Jj/2.0-FLOAT(M) .GE. 0.1) GOTO 90 
M=O 
1=1 +1 

90 CONTINUE 
/14=/14+1 

100 CONTINUE 
C 
C***** STANDARDIZ::: THE VALUES TO LI=: IN [0.1 ] 
C 

DO 110 l=l.KK 
A{I.l'=A(I.l,/XHIGH 
A(I.2'=A(I.2,/XHIGH 

110 CONTINUE 
RETURN 
END 
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SUBROUTINE NORRAN(N.ISTART.X.ISEEO.JSE~O) 
C 
C PURPOSE--THIS SUBROUTINE GENERATES A RANDOM SAMPLE OF SIZE N 
C FROM THE THE NORMAL (GAUSSIAN) 
C DISTRIBUTION WITH MEAN = 0 AND STANDARD DEVIATION = 1. 
C THIS DISTRIBUTION IS DEFINED FOR ALL X AND HAS 
C THE PROBABILITY DENSITY FUNCTION 
C F(X) = (I/SQRT(2*PI»*EXP(-X*X/2). 
C INPUT ARGUMENTS--N - THE DESIREDINT~GER NUMBER 
C OF RANDOM NUMBERS TO BE 

GENERAT~D. C 

C 
C 

C 
C 
C 
C 
C 

C 

C 
C 
C 
C 
C 

C 
C 
C 
C 
C 
C 

--JSTART :: AN .INTEGER FLAG COD::: WHICH 

OUTPUT ARGUMENTS--X 

(IF SET TO 0) WILL START THE 
GENERATOR OVER AND HENCE 
PRODUCE THE SAME RANDOM SAMPLE 
OVER AND OVER AGAIN 
UPON SUCCESSIVE CALLS TO 
THIS SUBROUTINE WITHIN A RUN; OR 
(IF SET TO SOME INTEGER 
VALUE NOT ;QUAL TO O. 
LIKE. SAY. 1» WILL ALLOW 
TH,; GENERATOR TO CONT .INU;:: 
FROM WHERE IT STOPPED 
AND HENCE PROOUCE OIFFER~NT 

RANDOM SAMPL~S UPON 
SUCCESSIV~ CALLS TO 
THIS SUBROUTIN E WITHIN A RUN. 
A SINGLE PRECISION VECTOR 
(OF DIMENSION AT L~AST N) 
INTO WHICH THE GENERATED 

C RANDOM SAMPLE WILL BE PLAC~D. 

C OUTPUT--A RANDOM SAMPLE OF SIZE N 
C FROM THE NORMAL DISTRIBUTION 
C WITH MEAN = 0 AND STANDARD DEVIATION = 1. 
C PRINTING--NONE UNLESS AN INPUT ARGUMENT ERROR CONDITION !X(STS. 
C RESTRICTIONS--TH:RE IS NO RESTRICTION ON THE MAXIMUM VALUE 
C OF N FOR THIS SUBROUTINE. 
C OTHER DATAPAC SUBROUTINES NEEDED--UNIRAN. 
C FORTRAN LIBRARY SUBROUTINES NEEDED--ALOG. SORT. SIN. COS. 
C MODE OF INT~RNAL OPERATIONS--SINGLE PR;CISION. 
C LANGUAGE--ANSI FORTRAN. 
C METHOD--BOX-MULLER ALGORITHM. 
C REFERENCES--BOX AND MULLFC> "I. NOTE ON THE GENERATION 
C OF RANDOM Ivrt~AL DEVIATES'. JOURNAL OF THE 
C ASSOCIATIO~ FOR COMPUTING MACHINERY. 1958. 
C PAGES 610-611. 
C --TOCHER. THE ART OF SIMULAT ION. 
C 1963. PAGES 33-34. 
C --HAMMERSLEY AND HANDSCOMB, MONTE CARLO METHODS. 
C 1964. PAGE 39. 
C --JOHNSON AND KaTZ. CONTINUOUS UNIVARIATE 
C DISTRIBUTIONS--l. 1970. PAG;S 40-111. 
C WRITTEN BY--JAMES J. FILLIBEN 
C STATISTICAL ENGINEERING LABORATORY (205.03. 
C NATIONAL BUREAU OF STANDARDS 
C WASH .INGTON. D. C. 20234 
C PHONE: 301-921-2315 
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C OR I GINAL VERSION--.JUNE 1972. 
C UPDAT;:D --S!!PTEMBER 1975. 
C UPDATED --NOVE~BER 1975. 
C UPDATED --.JULY 1976. 
C 
c--------------------------------------------------·--.---------
C 

c 

c 

DIMENSION XU) 
DIMENSION Y(2) 
DATA PI/3.14159265358979/ 

IPR=6 

C CHECK THE INPUT ARGUMENTS FOR ERRORS 
C 

[F(N.LT.l)GOT050 
GOT090 

50 WRITE(IPR. 5. 
WRITE(IPR.47)N 
RETURN 

90 CONTI NUE 
5 FOR~AT(lH • 91H***** FATAL ERROR--THZ FIRST INPUT ARGUMENT TO THE 

1 NORRAN SUBROUTINE IS NON-POSITIVE *****) 
41 FORMAT(lH • 35H***** THE VALUE OF THE ARGU~NY IS .18 .6H *****) 

C 
C-----START POINT---------------------------------------------------
C 
C GENERATE N UN.lFORM (0.1) RANDOM NUMB~RS; 
C THEN GENERATE 2 ADDITIONAL UNIFORM (0.1) RANDOM NUMB~RS 
C (TO BE USED BELOW IN FORMING THE N-TH NORMAL 
C RANDOM NUMBER WHEN THE DESIRED SAMPLE SIZE N 
C HAPPENS TO BE ODD). 
C 

C 

CALL UNIRAN(N.ISTART.X.ISEED.JSEED. 
CALL UNIRAN(2.1.Y.ISEED.JSEED) 

C GENERATE N NORMAL RANDOM NUMBERS 
C USING THE BOX-MULLER METHOD. 
C 

C 

D02001=1.N.2 
[Pl=!+1 
Ul=X(1) 
IF(I.EQ.N)GOT0210 
U2=X(IPIJ 
GOT0220 

210 U2=Y(2) 
220 ARGl=-2.0*ALOG(Ul) 

ARG2=2.0*PI*U2 
SQRTl=SQRT( ARGI ) 
Zl=SQRTl*COS(ARG2) 
Z2=SQRTl*SIN(ARGZ) 
X( I )=Zl 
IF(I.EQ.N'GOT0200 
X(IPl'=Z2 

20() CONTINUE 

RETURN 
END 

482 



---- ---- ----

SUBROUT INE EaUAL (M 1. X. EPS. ISEED. JSEED) 
C 

C*********************************************************************** 
C 
C THIS SUBROUTINE GENERATES EaUALLY SPACED OBSERVATION POINTS 
C THOUGH POSSIBLY PERTURBED BY A RANDOM AMOUNT (IF ~PS .NE. 0.0). 
C THE VALUES OF THESE OBSERVATION POINTS RANGE BETWEEN 0 AND 
C 1. WITH THE SMALLEST VALUE IDENTICALLY ZERO AND THE LARGEST 
C VALUE IDENTICALLY ONE. THE PERTURBATION APPLIED (WHEN EPS 
C .NE. 0.0) IS GENERATED FROM A UNIFORM PROBABILITY DISTRIBUTION. 
C 

C*********************************************************************** 
C 

1000 
25 

REAL XC!) 
DOUBLE PRECISION H.EPSA 
M=Ml-1 
CALL UNIRAN(Ml.1.X.ISEED.JSEED) 
X(l)=O.O 
X(Ml)=l.O 
IF(M .LT. 21 GOTO 25 
H=l.O/FLOAT{M) 
EPSA=H*EPS 
DO 1000 1=2.M 
X(I)=H*FLOAT{I-l)+EPSA*(2.0*X(I)-1.0) 
CONT I NUE 
RETURN 
END 

SUBROUTINE SORTM(X.N.NPOS) 
C 

C********************************************************************* 
C 
C THIS SUBROUTINE SORTS THE INPUT SINGLE-PRECISON VECTOR X WITH 
C N ELEMENTS. AND R~TURNS IN X THE ELEMENTS SORTED INTO ASCENDING 
C ORDER. THE VECTOR NPOS GIVES THE MAPPING FROM THE ORIGINAL 
C POSITION IN X TO THE NEW SORTED POSITION. THAT IS. X(I) WILL 
C NOW CORRESPOND TO THE NPOS(I) - TH SMALLEST ELEMENT OF THE 
C VECTOR X. 
C 

C***** **** **** ****** ********** ***************'************* ** ** ******* 
C 

DIMENSION X(1).NPOS(11.XPOS(600) 
CALL SORTP(X.N.X.XPOS) 
00 10 1=I.N 
NX=XPOS(I)+0.00005 
NPOS (NX ) "=1 

10 CONTI NUE 
RETURN 
END 
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SUBROUTINE SORTP(X.N.Y.XPOSl 
C 
C PURPDSE--THIS SUBROUTINE SORTS (IN ASCENDING ORDER) 
C THE N ELEMENTS OF THE SINGLE PRECISION VECTOR X. 
C PUTS THE RESULTING N SORTED VALUES INTO THE 
C SINGLE PRECISION VECTOR Y. 
C AND PUTS THE POSITION (IN TH~ ORIGINAL VECTOR Xl 
C OF EACH OF THE SORTED VALUES. 
C INTO THE SINGL~ PRECISION vECTOR XPOS. 
C THIS SUBROUTINE GIVES THE DATA ANALYST 
C NOT ONLY THE ABILITY TO D~TERMIN~ 
C WHAT THE MIN AND MAX {FOR EXAMPLE) 
C OF THE DATA SET ARE, BUT ALSO 
C WHERE IN THE ORIGINAL OATA SET 
C THE MIN AND MAX OCCUR. 
C THIS IS ESPECIALLY USEFUL FOR 
C LARGE DATA S~TS. 
C INPUT ARGUMENTS--X = THE SINGLE PR~CISION VECTOR OF 
C OBSERVATIONS TO BE SORi"ED. 
C --N = THE INTEGER NUMBER OF OBSERVATIONS 
C 
C 
C 
C 
C 

OUTPUT ARGUMENTS--Y 

--XPOS 

IN THE VECTOR X. 
= THE SINGLE PRECISION VECTOR 

INTO WHICH THE SORTED DATA VALUES 
FROM X WILL BE PLACED. 

= THE SINGLE PRECISION VECTOR 
C INTO WHICH THE POSITIONS 
C (IN THE ORIGINAL VECTOR X) 
C OF THE SORTED VALUES 
C WILL BE PLACED. 
C OUTPUT--THE SINGLE PRECISION VECTOR XS 
C CONTAINING THE SORTED 
C 'IN ASCENDING ORDER) VALU~S 

C OF THE SINGLE PRECISION VECTOR X. AND 
C THE 5 .1 NGLE PRECI SI ON VECTOR XPL S 
C CONTAINING TH:E: POSITIONS 
C (IN THE ORIGINAL VECTOR Xl 
C OF THE SORTED VALUES. 
C PRINTING--NONE UNLESS AN INPUT ARGUMENT ERROR CONDITION EXISTS. 
C RESTRICTIONS--THE DIMENSIONS OF THE VECTORS [L AND IU 
C (DEFINED AND USED INTERNALLY WITHIN 
C THIS SUBROUTINE) DICTATE THE MAXIMUM 
C ALLOWABLE VALUE OF N FOR THIS SUBROUTINE. 
C IF IL ANO IU EACH HAVE DIM!NSION K. 
C THEN N MAY NOT ExceED 2**(K+l) - 1. 
C FOR THIS SUBROUT INE AS WRITTI:N. THE DIM:::NSIONS 
C OF IL AND IU HAVE B~EN SET TO 36. 
C THUS THE MAXIMUM ALLOWABLE VALUE OF N JS 
C APPROXIMATELY 137 B.ILL ION. 
C SINCE THIS EXCEEDS THE MAXIMUM ALLOWABLl:: 
C VALUE FOR AN INTEGER VARIABLE IN MANY COMPUTERS. 
C AND SINCE A SORT OF 137 BILLION ZLEMENTS 
C IS PRESENTLY IMPRACTICAL AND UNLIKELY. 
C THEN THERE IS NO PRACTICAL RESTRICTION 
C ON THE MAXIMUM VALUE OF N FOR THIS SUBROUTINE. 
C (IN LIGHT OF THE ABOVE. NO CHECK OF THF 
C UPPER LIMIT OF N HAS BEEN INCORPORATED 
C INTO THIS SUBROUTINE.) 
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C 
C 
C 
C 
C 
C 

C 
C 
C 
C 
C 
C 

C 
C 
C 

C 
C 
C 
C 
C 
C 
C 
C 

C 
C 
C 
C 
C 
C 
C 
C 

C 

C 
C 
C 
C 
C 

C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 

C 
C 
C 
C 
C 
C 
C 

OTHER DATAPAC SUBROUTINES NEEDEO--NONc . 
FORTRAN LIBRARY SU8ROUTINES NEEDED--NONE. 
MODE OF INTERNAL OPERATIONS--SINGLE PR~CISION. 
LANGUAGE--ANSI FORTRAN. 
COMM~NT--THE SMALLEST ELEMENT OF THE VECTOR X 

WILL BE PLACED IN THE FIRST POSITICN 
OF THE VECTOR Y. 
THE SECOND SMALLEST ELEMENT IN THZ VECTOR X 
WILL BE PLA~ED IN THE SECDND POSITION 
OF THE VeCTOR Y. 
ETC. 

COMMENT---THE POSIT ION (1 THROUGH N) I N X 
OF THE SMALLEST ELEMENT IN X 
WILL BE PLACED IN THE FIRST POSITION 
OF THE VECTOR XPOS. 
THE POSITION (1 THROUGH N' IN X 
OF THE SECOND SMALLEST ELEMENT IN X 
WILL BE PLACED IN TH~ SECOND PQSITION 
OF THE VECTOR xPOS. 
ETC. 
ALTHOUGH THESE POSITIONS ARE NECESSARILY 
.INTEGRAL VALUES FROM 1 TO N. IT 1 S TO B~ 

NOTED THAT THEY ARE OUTPUTED AS SINGLE 
PRECISION INTEGERS IN THE SINGLE PRECISION 
VECTOR xPOS. 
xPOS IS SINGLE PRECISION SO AS TO BE 
CONSISTENT WITH THE FACT THAT ALL 
VECTOR ARGUMENTS IN ALL OTHER 
OATAPAC SUBROUTINES ARE SINGL~ PRECISION. 

COMMENT--THE INPUT VECTOR x REMAINS UNALTERED. 
COMMENT--IF THE ANALYST DESIRES A SORT 'IN PLAC~·. 

THIS IS DONE BY HAVING THE SAME 
OUTPUT VECTOR AS INPUT VECTOR IN THE CALL ING S:::flUENC;:. 
THUS. FOR EXAMPLE. THE CALLING SEQUENCE 
CALL SORTF(X.N.X.XPOS, 
IS ALLOWABLE AND wILL RESULT IN 
TKE DESIRED 'IN-PLAce' SORT. 

COMMENT--THE SORTING ALGORTHM USED HEREIN 
IS THE BINARY SORT. 
THIS ALGORTHIM IS EXTREMELY FAST AS THE 
FOLLOWING TIME TRIALS INDICATE. 
THESE TIME TRIALS wERE CARRIED OUT ON T H:! 
UNIVAC 1108 EXEC 8 SYSTEM AT NBS 
IN AUGUST OF 1974. 
BY WAY OF COMPARISON. THE TIME TRIAL VALUES 
FOR THE EASY-TO-PROGRAM BUT ~XTREMELY 
INEFFICIENT BUBBLE SORT ALGORITHM HAVE 
ALSO BEEN INCLUDED--
NUMBER OF RANDOM 

NUMBERS SORTED 
N = 10 
N = 100 
N :: 1000 
N = 3000 
N = 10000 

REFERENCES--CACM MARCH 1969. 

BINARY SORT 

.002 SEC 

.011 SEC 

.141 SEC 

.476 SEC 
1.667 SEC 

PAGE 186 (BINARY 
BY RICHARD C. SINGLETON) • 

--CACM JANUARY 1970. PAGE 54. 
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BUBBLE SORT 

.002 SEC 

.045 S::C 
4.332 SEC 

37.683 SEC 
NOT COMPUT':D 

SORT ALGOR ITHM 



C --CACM OCTOBER 1'970. PAGE 624. 
C -JACM JANUARY 1961. PAGE 41. 
C WRITTEN BY--JAMES J. FILL I BEN 
C ST AT I STICAL ENGINEERING LABORATORY (205.03) 
C NATIONAL BUREAU OF STANDARDS 
C WASHI NGTON. D. C. 20234 
C PHONE--301-921-2315 
C ORIGINAL VERSION--JUNE 1972. 
C UPDATED -NOVEMBER 1975. 
C 

C-------------------------------------------------------
C 

C 

01 MENS.ION X( 1). Y( 1) .XPOS( 1) 
DIMENSION IU(36).IL(36) 

C CHECK THE INPUT ARGUMENTS FOR ERRORS 
C 

C 

IPR=6 
IF(N.LT.1)GOT050 
IF(N.EO.I)GOT055 
HOLD=X(l) 
D060I=2.N 
IF(X(I).NE.HOLO)GOT090 

60 CONTINUE 
WRITE(JPR. 9)HOLD 
D061I=1.N 
Y «()=XU» 
XPOS(I ).:1 

61 CONTINUE 
RETURN 

50 WRITE(IPR.15) 
WR IT:: ( .IPR.47'N 
RETURN 

55 WRJTE(IPR.18' 
Y(1)=X(1) 
XPOS(I)=1.0 
RETURN 

90 CONTINUE 
9 FORMAT(1H .108H***** NON-FATAL DIAGNOSTIC--THE FIRST INPUT ARGUME 

INT (A VeCTOR) TO THE SORTP SUBROUTINE HAS ALL ELEENTS :: .E15.8.6 
IH *****) 

15 FORMAT(lH • 91H***** FATAL ERROR-THE SECOND INPUT ARGUMENT TO THE 
1 SORTP SUBROUTINE IS NON-POSITIVE *****) 

18 FORMAT(IH .100H***** NON-FATAL DIAGNOSTIC--THE SECOND INPUT ARGUME 
INT TO THE SORT? SUBROUTINE HAS THE VALUE 1 *****) 

47 FORMAT(lH • 35H***** THiE VALUE OF THE ARGUMENT IS .18 .6H *****) 

C-----START POINT----------------------------------------------------
C 
C COpy THE VECTOR x INTO THE VECTOR Y 

DOI001=1,N 
V(I)=X(l) 

100 CONTINUE 
C 
C DEFINE THE XPOS (POSITION) VECTOR. BEFORE SORTING. THIS WILL 
C BE A VECTOR WHOSE I-TH ELEMENT IS EQUAL TO I. 
C 

DOI501=I.N 
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C 

XPOS(I)=I 
150 CONTI NUE 

C CHECK TO SEE IF THE INPUT VECTOR IS ALRE4DY SORTED 
C 

NM1=N-l 
002001=I.NMl 
IP1=! +1 
IF(YCI).LE.Y(IP1»GOT0200 
GOT0250 

200 CONTI NUE 
RETURN 

250 M=1 
1=1 
J=N 

305 IF(I.GE.J'GOT0370 
310 K=( 

MI0=(I+J)/2 
AMEO=Y(MIO) 
BMED=XPOS(M.lO' 
IF(Y(I'.LE.AMEO)GOT0320 
Y(MIDt=Y(I) 
XPOS(MIO)=XPOS(I) 
Y (I )=AM!:O 
XPOS(I)=BMEO 
AMEO:Y(MIO) 
BMEO=XPOSOHO) 

320 L=J 
IF(Y(J).GE.AMEO)GOT0340 
Y (M I 0 )=Y ( J ) 
XPOS(MIO)=XPOS(J) 
Y(.I)=AMEO 
XPOS( J,=BMED 
AM~O=Y(MID ) 
BMEO= XPOS (MI 0) 
IF(Y(1).LE.AMEO)GOT0340 
Y (MID )=Y ( 1 ) 

XPOS(MIO)=XPOS(I) 
Y( I )=AMEO 
XPOS( .I )=:BMEO 
AMEO=Y(MIO) 
BMEO:XPOS( MID) 
GOT0340 

330 Y(L)=Y(K) 
XPOS(L)=XPOS(K) 
Y (K )=TT 
XPOS(K)=ITT 

340 L=L-l 
IF(Y(L).GT.AMEO)GOT0340 
TT=Y(L) 
ITT=XPOSCL) 

350 K::K+l 
IF(Y(K).LT.AMEO)GOT0350 
IF(K.LE.L)GOT0330 
LMI=L-I 
JMK=.I-K 
IF(LMI.LE.JMK)GOT0360 
I L (M)= 1 
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lU(M'=L 
[=K 
M=M+l 
GOT0380 

360 IL04)=K 
[U{ M )=J 
J=L 
M=M+l 
GOT0380 

370 M=M-l 
IF (M.Ea. 0) RETURN 
(=ILOO 
J=I UOO 

380 JMI=J-( 
IF(JMI.GE.II'GOT0310 
[F(I.Ea.l'GOT0305 
1=1-1 

390 1= [+1 
IF(I.Ea.J)GOT0370 
AMED=Y ( 1+1 , 
BMED=XPOS( 1+1) 
IF(Y(I).LE.AMED)GOT0390 
K=I 

395 Y(K+l)=Y(K) 
XPOS(K+l)=XPOS(K) 
K=K-l 
IF(AMED.LT.Y(K) )GOT0395 
Y(K+l)=AMED 
XPOS(K+l'=BMED 
GOT0390 
END 
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