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Vector-Valued Entire Functions of Bounded Index
Satisfying a Differential Equation*

L. F. Heath**

(September 27, 1977)

The concept of complex valued entire functions of bounded index is extended to C"-valued entire functions
by replacing the absolute value in the definition of an entire function of bounded index by the maximum of the
absolute values of the components. If the components of a C"-valued entire function are of bounded index, then
the function is also of bounded index; however a C"-valued function may be of bounded index without all of its
components being of bounded index. Solutions of certain linear differential equations are related to C"-valued
functions of bounded index.
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1. Introduction

If /is a complex-valued entire function, then f is said to be of bounded index of index NV if N is the

least non-negative integer such that
tel )

S ax

/@) LG
J!

o=i=n U/

for all integers j = 0 and all z € C([1]," [2]).
In this paper, we are concerned with one possible extension of this concept to vector-valued functions.
Iffi,i = 1,2, ..., n, are complex-valued entire functions, then F(z) = [fi(z) f(z) *fn (2)] is a C"-

valued entire function (we write C"-valued functions in this manner for convenience throughout this paper

regardless of whether they are to be interpreted as row vectors or column vectors) and we write [|F(z)|
max{ |ﬁ(z)| i=1,2,...,nband F'(z) = [fi(2) fo(2) . . . fu(2)]-

DEFINITION: A C"-valued entire function F' is said to be of bounded index of index NV if N is the least

non-negative integer such that

IFOE)| IFG)]|

V= ner ———— (1.1)
_]., 0<i<N L.'

for all integers j = 0 and all z € C.
2. Properties and Examples

We first relate the index of a C"-valued (vector-valued) entire function of bounded index to the index of
each of its components (scalars). We use lower case letters to denote scalar functions and upper case letters
to denote vector-valued functions.

LEMMA 2.1: If f is an entire function of bounded index of index Ny for k = 1,2, . . . , n, then F =
Lfifor*fn]is of bounded index of index N = M = max{Ny |k = 1,2, . . . , n}.
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PROOF: For each integerj = 0 and eachk = 1,2, . . . , n

e el el o)
=T = max —— = mErs =
Jj! 0si=N), 1/ o=i=Mm i/ o<i=m i/

Therefore, (1.1) is satisfied.

REMARK 1: Both equality and-inequality are attainable in Lemma 2.1.

EXAMPLE 1: Let f1(z) = %%, fo(z) = e?, and F = [f1 f2]. Then N; = 1, Ny = 0, and N = 1.

ExAMPLE 2: Let f1(z) = 2, fo(z) =z, and F = [f1 f2]. Then N; = 0, N, = 1, and N = 0.

REMARK 2: It is possible for N < min{Ny |k = 1,2, . . . , n} in Lemma 2.1.

EXAMPLE 3: Let f1(z) = 2%, folz) =z — 8, and F = [f1 f3]. Then Ny = 2, N, = 1, and N = 0.

REMARK 3: If F' is of bounded index, then its components may not be of bounded index.

EXAMPLE 4: Let / be of unbounded index such that / — ¢, where ¢ is any non-zero constant, is of
bounded index [7, Theorem 2, p. 128]. Let f; = fand fo = f — ¢. Let N, be the index of f5 and let F = [f f5].
Then F is of bounded index of index N =< N,.

PROOF: For any integerj =1 and ze C, fY (z) = f¥ (2) and so

IFO@) _ {l./“i’(z)l lf‘;’rz)l} el e IR
= max N = X = = max —.

) T / max . '
J J! J! J! 0si=N, U osi=N, U

Therefore (1.1) holds for all integers j = 0 and all ze C.

3. Differential Equations With Constant Coefficients

n
If A = [a] is an n X n matrix, we use the norm |4 = max Y |ay|. If F is a solution of the vector
1=i=n j=1 :

equation F' = AF + (), where A is a matrix whose entries are entire functions and () is a column vector
whose entries are entire functions, then F' is an entire function [4]. We will show that if A is a constant
matrix, then any solution of ' = AF is of bounded index and we will obtain an upper bound on its index.

THEOREM 3.1: If F is a solution of F' = AF where A is a constant matrix, then F is an entire function
of bounded index of index N = M where

M = min{méZlm = 0 and “A” =m+ 1} (3.1)

PROOF: Let m be a non-negative integer such that |4 = m + 1. Then F™P)(z) = AF™P=D(z) for all

integers p = 1 and all ze C. Therefore

Gl _ el _ vl
m+p! m+pm+p—-1)! (m+p-—1)

and so

!

ol e

J! oO<i=m
for all integersj = 0 and all ze C.

REMARK: Both equality and inequality are attainable in Theorem 3.1.

20 L Then A = 2 and M = 1 and N = 1 (see example

EXAMPLE 5: Let F(z) = [e* ¢*] and A = 01
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EXAMPLE 6: Let F(z) = [1/8z]and A = [0 O:I. Then ||A||= 8 and M = 7; however N = 1.

80
Theorem 3.1 does not tell us whether or not the components of F' are of bounded index; however every

component of F' satisfies a linear differential equation of the form
agy” + a;, " P+ to,g tay=0 (3.2)

where o€ C, k = 0,1,2, . . . , n [3]. Therefore we have

THEOREM 3.2: If F is a solution of F' = AF where A is a constant matrix, then each component of F' is
of bounded index.

PROOF: Since each component of F' satisfies a differential equation of the form (3.2), each component is
“then of bounded index, by [5].

By the same type of argument as in Theorem 3.1 and Theorem 3.2, we have

THEOREM 3.3: If F' is a solution of F' = AF + () where A is a constant matrix and Q = [g;] is a
column vector whose entries are polynomials, then each component of F' is of bounded index and F is of

bounded index of index N < min{meZ* ||[A| = m + 1 andm — 1 = max deg ¢;}.

1=i=n

PROOF: Let m be a non-negative integer such that [[A|| =m + 1 and m —1 = max deg ¢;. Then for
I=i=n

any inle;!,('r[) = |’ we have I,‘(m+p) — Al*"m“'_') aL (l)(m+p—l) — (4[,'( m+p—1 and

||F(m+p)(z)||< Al ||F(m+p—n(z)|| _ l";(,"f+pfl?(2)l'

(m + p) _m+p(m+p—l)7_(m+rp—li).r"

(m+p) (m)
) (€

mtp) 7 forallp =1 and all zeC. Hence (1.1) holds for all; = 0 and all zeC.
m + p)! m!

Therefore,

4. Differential Equations With Rational Coefficients

In [6], it is shown that if / is an entire solution of (3.2) where a; are polynomials and deg a; = deg «
fori = 1,2, ..., n, thenfis of bounded index. We will show a comparable result for vector equations.

THEOREM 4.1: If F is an entire solution of F' = AF + () where A = [ry] is a matrix whose entries are
rational functions which are bounded at infinity and () is a vector whose entires are rational functions which
are bounded at infinity, then F' is a function of bounded index.

ProOOF: Let pg be the least common denominator of the rijs and ¢is where () = [¢4]. Let b;; = pori;and
pi = poqi- Then by and p;are polynomials of degree =1 = deg po. Let B = [bj] and P = [py] and so F is a

solution of

poF’ = BF + P. (4.1)

Differentiating N-times where N =1 + 1, we obtain

N N
AN ' (N) y
FN+1-k — B pN—k)
éo(k)”“ AV

which simplifies into

k= k=1

(N+1) c (N k) fP(N—K) ¢ (N k) | (N+1—k)
poF =2 k B®F -2 L) Po F
0

since deg bi; =1 = deg po.
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Therefore

FON+D 1 1 1 B® pa=b i kO p® Fv+1-w
2 — = 4.2)
(N+1) N+1k o k! po (N—=k)! k=1 k! N+ po (N+1—k)!
(k)( )
. Po 2 o . .
Since ® — 0 as lz|—-> ofork =1, 2, ..., 1, there exists T > 0 such that
Po
1 (k)
O] 1f | = T. (4.3)
k=1 k-’ Pol2)
. L1 o)
incedeg by = 1, Y — =<H, a constant, if |z| = T. Choose N; =1 + 1
k=0 k! 1P0(2)|
h ! H< !
that =5
OEN, F 1 2
Then
¢ 1IB*G| _
— —if N= N,and |z| = T. 4.4
N+1§k. ) gt (4.4)

Combining (4.2), (4.3), and (4.4) if N =N, and |z| =T, we have

I @+ _ 1 Lo “B(k)" P y “ﬂ
(N+1)Y [N+ 10k po P e
_ [IF)
= X
0=<i=N i/

PP < ax O sy =, and o] =7
(v + 1), _osile i o .

But every entire function is of bounded index on any compact set [2b, Theorem 16, p. 305]. Therefore,

Therefore

there is an integer Ny = 0 such that

96| _ 1 @)
= e

5 for all integersj =0,
b 0=i=N, 1

k=1,2,...,n,and all z such that |z| =T. Choosing N = max (V;, N3), we have (1.1) for all integers j; =
0 and all zeC.

Theorem. 4.1 does not tell us whether or not the components of F are of bounded index. We
conjecture that they are of bounded index; however, at present, we can prove this only for the case n = 2.

THEOREM 4.2: If F = [f; f2] is an entire solution of F' = AF + () where A = [r;| is a matrix whose
entries are rational functions which are bounded at infinity and () is a column vector whose entries are
rational functions which are bounded at infinity, then f; and f5 are of bounded index.

PROOF: If rip = 0, then f; satisfies fi" = r;1fy + ¢, and by [6], f; is of bounded index.

If ri5 # 0, then f; satisfies

T2

@ _ i 5 ' 1 i /
L= ’11+T+722 Jit \r Tt orerey — ryg— — rrae f1 - T+T22 g1t ri2g2 T gy
12 2

T2 1

and again by [6], f; is of bounded index.
Similarly, /5 is of bounded index.
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