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Pairs of not necessarily hermitian matrices for which AB= BA= 0 are characterized 
in terms of the singular values of A + B. This provides a generalization and a simpler proof 
of a classical result on the independence of quadratic forms in normal random variables. 
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Suppose that 

is a vector of independent normal 0, 1 random variables. In [3]1 it is pointed out that 

YI =XT Ax and Y2=X T Bx 

are independent random variables, where A and B are real symmetric matrices, if and only if 
AB=O. An explanation of this fundamental fact is given in [5] and amounts to a somewhat 
lengthy derivation of the following: 

THEOREM I: 1r A and B are real symmetric matrices with eigenvalues I AI, 
and lAT+I , ... , An, 0, ... ,01 respectively, then A+B has eigenvalues lAI' 
ijAB=O. 

., Ar , 0, ... , 01 

., AnI if and only 

The independence of YI and Y2 is, in a straightforward way, equivalent toA+B havingeigen­
values Al ... , An, and Theorem I (which was first noted by Craig [3]) is sufficiently fundamental 
that generally it is now at least stated in advanced texts. For example, a portion of a proof is 
given in [4]. Apparently in ignorance of [3,4,5], an alternate proof of Theorem I is given in [1]. 

Our goal is to give a generalization of Theorem I whose proof is quite simple. In addition 
to including a rat]~er different proof of Theorem I, our observation points out that the symmetry 
of A and B is not an essential assumption. We recall that the singular values of a general complex 
matrix A are, by definition, the nonnegative square roots of the eigenvalues of A*A. A good 
general reference on the singular values decomposition of a matrix is [6]. 

THEOREM II : Suppose A and Bare n-by-n complex matrices with singular values I d I, . . ., ciT) 0, 
... ,01 and ld r+l , ... , d n , 0, ... , 01 respectively. Then A+B has singu.lar values ld l , . .. , 

d nl ~r and only ij AB = BA=O. 

PROOF: We assume, without loss of generality, that ell, ... , el n are nonzero and that 

where 

AMS Subject Classification: 15 A24, 6()-E05,62-lI99. 
'Present address: Institute for Physical Science and T echnology, UniViJrsity of Maryland, College Park, Md. 20742. 
1 Figures in bra~kets indicate literaturo references at the end of this paper. 

333 



Let 

be a singular value decomposition of B, where 

D2=diag(d T+I, ... , dnl 

and where the unitary matrices U and V are partitirmed 

conformally withDI andD2• First, suppose thatA+B has singular values (d l , .•. , dnl. We 
then have 

= Ide{ (:1 :)+u*(: ~)V ] I 
= Ide{ U(:I :)+(: ~)V ] I 
= Ide{ (~:~: :)+(~2V3 ~2V) ] I 

This implies that Idet UI det V41=1 which, because of Hadamard's determinantal inequality, 
in turn implies that UI and V 4 are both unitary. This means that U2, U3, V 2 and V3 are all 0, 
that 

and that AB=BA=O. 
On the other hand, suppose that AB=BA=O. If B is partitioned, 

B=(BI B2), 
B3 B4 

as U and V, then AB=O implies that BI=O and B2=0, while BA=O implies that BI= O and 
B3 = 0. Thus, B4 has singular values {d T+I, ... , d n }, and 

has singular values {d l , ..• , d n } as was to be shown. 
Of course, for hermitian matricesAB=O is equivalent tv BA=O. However, fornonhermitian 

matrices, AB=O does not mean that BA=O so that the condition AB= BA=O may not be 
weakened in theorem II. It should, however, be noted that, as can be easily seen via the proof 
of theorem II, the assumption AB=BA=O implies (A+A*)(B+B*) =0. 
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