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S uppose that A, B, and Tare matrices of order r X r, s X s , and r X s respectively over a field F. We prove that 

[~ ;] is similar to [~ ~ ] iff AX - XB = T, for some matrix X. We also give some corollaries and a simple 

generalization. 
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Suppose that A, 8, and T are matrices of order r X r, s X s, and r X s respectively over a com· 
mutative ring <P. Let In denote the ide ntity matrix of order n. If there is a matrix X of order r X s 
over <P such that AX - X8 = T, then it is a simple computation that 

[ Ir X] - I 
o Is 

[ Ir X ] [II" - X ] 
OIs =O /., [ Ir . X]=[1 T]. 

o Is 0 8 

Thus [~ ~] is si milar to [~ ~] over <P. 

The main result in this paper (Theorem 6) is the converse to the above statement in the case 

when <P is a field F, namely, if [~ ~] is similar to [~ ~] over F, the n the re is a matrix X such 

that AX-X8=T. We also give some coroUaries and a simple generalization of the theorem. 
This result has been proven independently in [2], 1 and special cases of it have been established 

in [3], [4J, and [6]. 

At this point we record some notation used throughout the paper. For integers rand s, let Frs 
denote the collection of r X s matrices over F and le t F~r denote the group of nonsingular matrices 

of order r. For M, NEF rr, MSN (MEN) represents the statement that M is similar (equivalent) to 
N over F. We denote the minimal polynomial of M by !M(X), and the companion matrix of !M(X) 
by C (1M (x) ). The rational canonical form of M is re presented by RF (M), and the minor obtained 
by deleting row i and column j is represented by (M) ij. When the matrix M under discussion is 
understood, we let Ri denote the ith row of M and C j denote thejth column. The elementary row 
operation of adding a times row j to row i is represented by R; ~ Ri + aRj • 

See [5] for a good reference on matrices. 
Let us note from the onset that in proving the main result we may assume w.l.o.g. (without 

loss of generality) that A=RF(A) and 8=RF(8) . Supposing that UEF~r and V'EF;s are suc h 
that UAU- I=RF(A) and VAV- I=RF(B), then 
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[A T] 5 [A 0] [RF(A) UTV- l] - [RF(A) 0] 
o BOB ¢::? 0 RF(B) S 0 RF(B) 

and 
AX -XB=T¢::?RF(A) (UXV- l) - (UXV- l)RF(B) =UTV- l. 

Let us note also that we may assume w.l.o.g. that both A and B are nonzero. If both A and B 
are zero, the result is trivially true. If one of A and B is zero and the other is a multiple of the ident
ity, the result is again trivially true_ If A is zero and B is not a multiple of the identity, set A =A-i
I=I,13=B-i-I. Then both A and B are nonzero, 

and AX - XB = T ¢:=? AX - XB = T. We obtain a similar result when the assumptions on A and Bare 
interchanged. Hence in all cases we may assume w.l.o.g. that both A and B are nonzero. 

It is now convenient to present the following well-known result. For an outline of the proof see 

[5, eh. III, ex. 6 and 7]. 
LEMMA 0: Suppose A€F TT , B€F ss, and that A and B have no eigenvalues in common. Then for 

all T€F rs there is an X€F rs such that T=AX-XB. 
Later on we will note a converse to this lemma. 
We begin towards the proof of Theorem 6 by recording three technical lemmas. They contain 

essentially all the hard work. 
LEMMA 1: Suppose Aj€Fu-u-, 1,,;;: i,,;;: m, Bj€F v-v-, 1 ,,;;:j,,;;: n, T j r+j€Fu-v -, 1,,;;: i,,;;: m, l,,;;:j,,;;: n. 

I I J J • 1 J 

Then 

o 
Am Tm,W + 1 Tm •m+ n 5 B) 

Am 

0 o 
BII 

=? for 1 ,,;;: i ,,;;: m, 1 ,,;;: j,,;;: n, 

Ti ,m + j] S [A i 0 ]. 
Bj 0 Bj 

PROOF: Let 

-T1, I1I + n 

M= V-Am -Tm,III+ ) . - TII/ ,nI+ n 

o 

V-BII 

and D=diag[V-A), ... , V-A"" V-B), ... , V-BIl], so that M and D are matrices over 
the principal ideal domain F[.x.]. The hypotheses, together with the fundamental theorem on 
similarity over a field, imply that M and D are equivalent over F[.x.]. 
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Now let MI be obtained from M by replacing TI,III +I, ' , ., TI,III +n with blocks of O's. Note 
that to obtain a minor of MI with nonzero determinant, it is necessary that the number of rows 
deleted which pass through the block IJ - A I, equal the number of columns deleted whic h pass 
through thi s block. It follows from this that every determinantal minor of M I is a determinantal 
minor of M also. Since MED, we obtain that M lED as well. Write M I as (IJ - A I ) -i- M ~ and D as 
(IJ:- A I) + D~ . It then follows from [5, Ch. 2, ex. 1] that M 2ED 2 • Repeating this process m times, 
we obtain that MillEDI/!, where 

'AI-Am -TIII,m + 1 -Tm, m + n 

Mm= 
o 

AI-Bn 

and D=diag [AI-Am , 'AI-B I, . .. , 'A/-Bn] . 
Arguing analogously on the column s of Mill , we obtain finally that 

I -Tm, III + I] E ['AI-Alii I 0 ] 
AI -BI 0 AI-BI 

from which it follows that 

Thi s es tabli shes the lemma in the case when i = m and j = 1. 
To prove the le mma for arbitrary (i, j)E[I, m] X [1 , n] , note that by simultan eous row and 

column permutation we may obtain 

Ai Ai o 

Am Alii 
Ai Ti, m+j -

S 
Ai 

o o 

Bn Bn 

Running the above argument on this new pair of matrices, we get finally that 

Q.E.D. 
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LEMMA 2: Suppose AEF m BEF ss, and T EF rs, where both A and Bare nonderogatory and in 
rational canonical form. Then (a) ' 3: X, T EF rs such that T has nonzero entries only in its first column 

and T - T ~ AX - XB. A Iso, [: ~ ] 5 [: !} (b) :'I X, T, F rn :uch that T has nooze,. entri" 

= = = jA TJ - [A T ] only in its last row and T - T = AX - X B. A Lso, ~ B SOB . 

PROOF: By assumption, 

and 

where 

and 

Write T= (t;,r +j) I .; ; .; r . 

l ~j ~ s 

A= 

B= 

0 1 
0 0 1 

0 0 0 1 
-yo - Al -Yr - I 

0 1 
0 0 1 

o 0 0 ... 1 
-'1/8- 1 

(a) Perform the following s - 1 seq~ences of elementary row and column operations on [~ ~], 
obtaining a sequence of matrices 

{ [ A Tj ] }~-\ 
o B } = 1 

Sequence 1: For 1 ..;;; i ..;;; r, 

These operations are effected by the similarity 

[A T] --+ [Ir XI] 
o BOIs [ I r - X IJ == [A T 1 ] 

o Is 0 B ' 

for an appropriate X1EF rs. Note that the last column of TI == (t1.T +I)I .;k.; r consists entirely ofO's. 
l~l~ s 
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Sequence j(2 ~ j ~ s-l): For 1 ~ i ~ r. 

R , ~ R ,-tj - ' R ' , 'i,r+s-(j - I) r+s- ) 

These operations are effected by the similarity 

[ A Tj _,] ~ [II' Xj ] 
o BOIs [ I r - Xj ] == [A Tj ] 

, 0 Is 0 B ' 

for an appropriate Xj EF rs' Note that the last j columns of Tj == (t( 1' + I) I ,;.k,;.r consist entirely of O's. 
s- I 1 :S;.l~s 

Now let X = L Xj and le t T= TS -
" 

Then T has nonzero entries only in its first column and 
j = 1 

[II' X] 
o Is 

[ I, -X] 
o Is 

It follows from this that T - T= AX - XB, also that 

(b) P erform the following r-1 sequences of ele mentary row and column operations on [~ ~, 

obtaining a sequence of matrices { [ A Vi] }','-I" 
o B , = 1 

Sequence}. For1 ~ j ~ s, 

These operations are effected by the similarity 

[A T] ~ [II' YI] 
o BOIs 

[II' - YI] == [A VI] 
o Is 0 B ' 

for an appropriate YI EF rs' Note that the first row of VI == (u l ) I ,;. k ,;. r consists entirely of O's . 
k, T+l 1 :.'!S; I ~ s 

Sequencei (2 ~ i ~ r-1). Forl ~ j~s, 
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These operations are effected by the similarity 

[ A Ui _ l] ~[Ir Yi] 
o BOIs [Ir -Yi]==[AUi] o Is 0 B ' 

for an appropriate Y ie Frs. Note that the first i rows of U i == (u,.! , r + l) 1<> k <> r consist entirely of 0' s. 
1 ~ 1 ~ s. 

= r ~ l = = 
Now let X = L Yi and let T = U r - I. Then T has nonzero entries only in its last row and 

i = 1 

[ II' x] 
o I s [ A T] [II' -x] = In' [II' Ur - i]l [A T] {n' [IT -Ui]l = [A fJ. o B 0 1., i ~ 1 0 Is 0 B i ~ ' 0 Is 0 B 

- - -
It follow s from this that T- T=AX - X B, also , that 

Q.E.D. 

LEMMA 3: Suppose AeFm BeFss, and TeFrs, where both A and Bare nonderogatory and in 
rational canonical form . Assume also that fA and f B are both powers of the same monic irreducible 

[ A T]_ [A 0] polynomial p{x) and that 0 B SOB . Then T must be 0 if 

or 

and 

(a) r ~ s and T has nonzero entries possibly only in its first column 

(b) s ~ rand T has nonzero entries possibly only in its last row. 
PROOF: By hypothesis, 

0 1 
0 0 1 

A= = C(fA) 

0 0 0 1 
-Yo -YI -Yr - I 

0 1 
0 0 1 

B = =C(fH) 

0 0 0 1 
- 1) 0 - 1)1 -1) S- 1 

where 
f A (x) =YO+ YIX+ . + Yr _IX,. - J + x r = p (x) e 

and 
/B(x)=1)O + 1)IX+ . + 1) s_ ,X S - 1 +x s = p(x)f, 

for so me integer s e andf. Write T= (ti , T+j )J <> i<> r' 
I ~j ~ s 
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Now let D=diag[.\I-A, .\I-B]toF[A.](r+s),(r+s )' For (D);j any (r+s-1) X (r+s-1) 
minor of D, it may be seen that det (D);j "'" 0 ::} i, j .;; r or i, j ~ r+ 1. Note also that for i, j.;; r, 
det (D)ij= gij (A.)fB (A.), for some gij (A.) t:F ['\'] , where gri (A.) =± I; and that for i,j ~ r+ I, det (D )ij= 
hij(A.)fA (A) , for some hij(A.) t:F[A.], where hr+s, 1"+ I (,\,) = ± 1. 

Let ~r+S - 1 be the (r+s-l) X (r + s-l)determinantal divisor of D. It then follows from the 
above calculations that 

-T~ is equivalent over F [,\,] to D. Hence for 
H-B 

alli,j ~ r+s, 

(rI - A 

~r+ s - Ilde t L 0 

We now prove (a) and (b). 

(a) It may be seen that for i ';; r, det([H~A ,\,~!~ } +s, ;= ± ti , r+1 ,\,r - l+q(,\,)+E, 

where q('\') is a polynomial of degree .;; r-2 and E is an (r+s-l) X (r+s-1) determinantal 
minor of D. It follows that 

~r +S - II± t; , r + 1 F - I+q(A.) + E. 

Since ~ r + S - I I E and since Il r + S - I = / ;1 (,\,) is a' polynomial of degree r in this case, we obtain that 

t' ,n :b~~; ~::'b:h:::: ::O~et ([Al~A ';!BJL, ,~ ct t ••• , ct t"", Act t., .. , "± . , , 
±tr,1"+8 ,\,s-I+F, where F is an (r+s-l) X (r+s-l) determinantal minor of D. It follows that 

Since Il r + s - IIF and since Il r + s - I = / B ( A.) is a polynomial of degree s in this case, we obtain that 
t r ,r+l=tr,r+2= ... =tr,r+8=0, whence T=O. Q.E.D. 

It is now convenient to prove our main result in a simple special case. 
Lemma 4: Suppose At: Fm B t: Fss, and T t: Frs> where both A and Bare nonderogatory. Assume 

also that fA (x) = PI (x) d and fB (x) = P21 x(e, where PI (x) and P2(X) are monic irreducible polyno
mials. 

Then [~ !] 5 [~ ~]::} T = AX - XB,Jor some X t: Frs. 

PROOF: As noted above, we may assume w.l.o.g. that A = RF (A) and B = RF (B). If 
PI (x) "'" /J'l(X) , then A and B have no eigenvalues in common, and hence we know from L.~mma 0 
that :3X t: Frs such that AX - XB = T (the hypothesis on similarity is superfluous in this case.) 

Ass ume now that p I (x) = P2 (x) . If r .;; s, use Lemma 2a to find x,t t: F,·s such that t has nonzero 

- - - [A 1l - [A T] [A T] - [A 0 ] entries only in its first column, T-T=AX-XB, and 0 BJ SOB' Since 0 B SOB 
, 
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it follows that [~ ~ 5 [~ ~], and we then obtain from Lemma 3a that T= O. Thus T=AX - XB 

in this case. If s"'; r, use Lemma 2b to find X, 1't: Frs such that l' has nonzero entries only in its 

= = = [A 1'] _ [A T] [A 1'] [A last row, T-T=AX-XB, and 0 B SOB' Again, 0 B S 0 ~J. and we then obtain 

from Lemma 3b that 1'=0. Thus T=AX -XB in this case as well. 
Q.E.D. 

We now drop the requirement that A and B be nonderogatory. 
LEMMA 5: .Suppose At:F rn B t:F gg, and Tt:F rs Assume that both A and B are nonzero and that 

fA(X) = PI(X)d and fB(x) ='P2(X)e, where PI(X) and P2(X) are monic irreducible polynomials. Then 

[~ !J s [~ ~J=> IT=AX-XBforsomeXt:Frg. 
PROOF: As before, we may assume that A = RF (A), B = RF (B), and that PI (x) = P2 (x). We 

then have that A=diag[C(p(x)d l ), C(p(X)d2 ), ••• , C(p(X)du)], where d=dl ~d2~ ... 
~ d u, and B=diag[C(p(x)e l ), C(p(x)e 2 ), ••• , C(p(x)ev)], where e= el ~ e2 ~ ... ~ ev. 
N ow write T = (Ti, u + j ) 1 .. i .. u , where Ti, u + j has d i rows and e j columns. We then have by Lemma 1 

l ~ j ~v 

that for all (i, j)t:[1, u] X [1, v], 

~ [C(p(OX)d i ) 0 ] 
. C(p(x)ej) . 

It then follows from Lemma 4 that there is a matrixXi,u +j over F such that 

Let X = (Xi U+j )I";" U t:F rs. We then obtain by straightforward computation that T= AX -XB. 
, r~j ~v 

Q.E.D. 
We now establish the main result. 

THEOREM 6: Suppose At: Fer. Bt: F gg, and T t: Frs. Then [~ !] s [~ ~] => T = AX - XB, 

for some Xt: F rg. 

PROOF: As before, we may assume that both A and B are nonzero and in rational canonical 
form. Assume also that 

and 

where {Pi(X)} f= 1 and {qj(x)} j'~ 1 are sets of distinct irreducible polynomials in F[x] We may then 

write A=diag[G1 , ••• , Gu] and B=diag[Ht, ... , H v], where fCi(X)=PI(X)d i andfHj(x) 

= qj (x) ej. Now write T= (Ti , u+ j) I .. i .. u , where Ti , u+ j is conformable with Gi and H j . We then have 
1 ~j ~ v 

[ Gi Ti U + j] -[ Gi 0 ] by Lemma 1 that for all (i, j)t:[l, u] X [1 , v], 0 H~ S 0 H j • It then follows from 

Lemma 5 that there is a matrix Xi ,u+j over F such that Ti ,u+j ==GiXi,u+i -Xi,u+jH j • Let X 
= (Xi,u+j) 1 d .. ut:Frs . We then obtain by straightforward computation that T=AX - XB. Q.E.D . 

• ~ j ~ v 
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COROLLARY 6.1: Suppose AEF rn BEFss, andT, TEF rs. Then 

[ A T - T] S [A OJ ~[A T] S [A T] o BOB 0 BOB· 

PROOF: The hypotheses, toge ther with Theorem 6, imply T-T=AX-X8; for some XEF rs. 
It is the n a simple computation that 

[I .. -X] ° Is 
[Ir X] o /., 

so that 

Q.E.D. 

Note that the converse to CoroUary 6.1 fail s. For example, let F=the reals, R, A=B = (3), 

T= (4), and T= (2). Then [~ ~] 5 [~ ~J. since [3~ x 3~x] is equivalent over R[x] to 

[3 -X 2] b [ 3 4-2] . ··1 [ 3 0] . h . b· 1 . f· o 2' ut 0 3 IS not slim ar to 0 3' smce t e re IS 0 VIOUS Y no x satls ymg 

4 -:-2=x(3-3) . 

We note two further conseque nces of the results and techniques developed thus far. First, 
they may be . used to prove the converse to Lemma 0, namely that if AEFrr and BEFss have the 
property that for all TEF rs there is an XEF rs s uch th at T=AX -XB, the n A and B have no eigen· 
values in common . Second, they may be used to find an expli cit so lution in X of the matric equation 
T=AX - XB, at least in the case when A and B are in rational cononical form. See [1] for another 
approach to solving this equation. 

We conclude with a simple generalization of Theorem 6. 
THEOREM 7: SupposeUjEFfjq, 1 ~ i ~ k, and NjjEFrjri' 1 ~ i < j ~ k. Then 
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