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T he problem considered is tha t of determi ning. among a ll graphs on 1/ nodes and 11/ edges. th ose 
having the maximum number of span ni ng t rees. T he poss ible candidate graphs can be obta ined by 
delet in g some number k of edges from a comple te n-node graph. For k .;; 11/2. it is shown that the 
max imum occurs when the k edges are mutua ll y nonadjacent. 

Key words: Combinatorial analys is; enume rat ion; grap hs; maximization; spanning trees; trees 

Consider the class of undirected graphs hav ing 11. nodes and m edges. The proble m to be 
addressed here is that of finding specific configurations of III edges on the given n nodes so that the 
resulting graph will contain the largest number of spanning trees. In particular, an explicit solution 
to this problem will be exhibited for graphs which have "enough" edges. 

To be specific, let the set E of k edges be deleted from the comp lete graph KII on 11. nodes: KII 
has an edge between every pair of distinct nodes and thus contains 11.(11.-1)/2 edges. For th e case 
when k ~ 11./2, we will demonstrate that the number of spanning trees T(n, E) in the res ulting graph 
is maximized by choosing the k deleted edges to be mutually nonadjacent. The (apparently more 
complicated) cases with k > 11./2 await resolution. 

Let Pic denote a set of k nonadjacent ("parallel") edges in K II , where k ~ n/2. We will show that 
lEI = k implies T(n, E) ~ T(n, Pic). First the case when the edge set E is disconnected will be di s
posed of. This will be done in the context of the inductive hypothesis that if i < k and 151 = i, then 
T(n, S) ~ T(n, Pi) - whether or not 5 is connected. Suppose lEI = k and that E can be decomposed 
into connected edge sets C I , C 2, •.• , C p with p 3 2. Certainly, when k = 2 the only disconnected 
set E possible consists of two nonadjacent edges, so that the inductive hypothesis holds. More 
generally, if lEI = k then IC,I < k and n 3 2k > 21C 11, whence 0 ~ T(n, C d ~ T(n, Pa ), (X= IC d, by 
the inductive hypothesis. Similarly, we have O~T(n, C,)~T(n, P(3), {3=IC ,I, where CI = C2 

U ... U Co in the decomposition E=C 1 U C2 U ... U C/!. From [2, p. 106] it is known that 

( 2)i T(n,P j )=nn- 2 1-;; , 

whereupon 

Also , the following relation [2 , p. 1061 obtains for disjoint edge sets: 
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from which it is immediate that 

( 2) k T(n, E) ,,:;; n,H 1 - -;; = T(n, PI."). 

Subsequently, then , it will be assumed that E is a connected set of k edges on r nodes. It is 
only necessary to consider the case when r > 2 and show that T(n, E) ,,:;; T(n, P k); if r = 2 then 
k = 1 and this relation is immediately satisfied with equality. The following result is most helpful 
in establishing the relation for r > 2; it involves a symmetric function <fJ for which the number of 
arguments, as well as their values, will be considered variable. 

LEMMA: Suppose that <fJ(d) = <t>(dt, ... , dr) == tr (1 -~) with ± d i = 2k, n ; 2k, k + 1 ~ r > 2 
'i. = 1 _ 1.=1 

and aLL di positive integers. Then <t>(d) is maximized over all d "" (1, 1,2,2, ... ,2) by do = (2,2, 
... ,2). 
PROOF: Given a sequence d , execute the following_procedure. 

PROCEDURE REDUCE. 

1. Let d; = a smallest element of d, 
d j = a largest element of d. 

2. If d j - di > 1 then di : = d; + 1, dj : = dj -1 and go to Step 1. Otherwise, terminate. 

r 

Note that this procedure is always finite and does not change the values for r and ~ d;. Moreover , 
i= l 

if the procedure yields as output the vector d* for the input sequence d, then <t>(d) ,,:;; <t> (d*). In 
fact 

~ d;dj ":;; (d; + 1) (dj - 1) 
~ 1 !S: d j - d;. 

Thus at each step of REDUCE the value of <t> cannot decrease, and so <t>(d) !S: <t>(d*). Upon termi
nation of this procedure, one of the following final forms for d* will be obtained (to within permuta
tion): 

(i) (1,1, .. . ,1) 
(ii) (s,s, .. . ,s),s > 1 

(iii) (s, . . . ,s,s+l, . . . ,s+1),s > 1 
(iv) (1, ... ,1,2, ... ,2). 

In Case (i), 1 + 1 + ... + 1 = r = 2k. However , r ,,:;; k + 1 implies 2k ,,:;; k + 1 so that k = 1. 
This case cannot then occur since it is assumed that k + 1 > 2. 

In Case (ii), consider the situation when s is even. The following relation will allow a further 
simplification of d*. Namely, if d i ~ 2 then 

( d ') ( 2) ( d - 2) 1-~ ,,:;; 1--;; l--'n-' 
(1) 

(The above inequality is valid since 2(d; - 2) ~ 0.) Therefore, by replacing each s (if s > 2) with 
(2, S - 2), the value of <t> cannot decrease and so eventually <t> (s,. . ., s) ,,:;; <t> (2,. . ., 2). IESisodd 
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(s ;?: 3), then the simplification s:= (2, s - 2) eventually' results in d l = (2, ... ,2,3, ... ,3), 
where the number t of such 3's is necessarily even since k d; = 2k. For each pair (3, 3) the following 
inequality holds : 

(2) 

because n ;?: 2k > 2 implies 9n ~ 12n - 8. Together with (1) the above inequality shows that 
<I>(d*) ~ <I>(d J ) ~ <1>(2,2, . . . ,2). In any event, then, <I> (d) ~ <I>(d*) ~ <I>(do). 

Suppose that s is odd in Case (iii) , so that there are an even n umber of these s values in (s, . .. , 
s, s + 1, ... , s + 1). As in Case (i i) the simplifications implied by (1) and (2) yield <I>(d*) ~ <1>(2,2, . .. , 
2). A similar argument applies when s is even. 

In Case (iv), suppose that the number of l's is t, so the number of 2's is r - t. Now, 

,. 
2r-2 ~ 2k= 2: d i =t+2(r-t)=2r-t, 

i = I 

when ce t ~ 2. Since t must be eve n, either t = 0 or t = 2. In the former situation we have the vector 
(2, 2, ... ,2) which is already subsumed under Case (ii); in the latter, we have d *= (1, 1,2,2, 

... ,2).-Note that unless d = d * this possibility must have arisen from applying Step 2 of REDUCE 
to the vector d 2 = (1, 1, 1,2,2, ... ,2,3), which in turn arose from zero or more applications of Step 
2 s tartin g with the original d. Thus <I>(d) ~ <I>(d 2 ). 

However, 

( 1)3( 3)( 2)k -3 <1>( d 2) = 1 - ~ 1 - ~ 1 - ~ 

( 2)k <I>(do) = 1 -~ 

so that 

~ 8n +3 ~ IOn. 

Since n ;?: 2k > 2 this latter relation certainly holds and so <I> (d2 ) ~ <I> (do). It therefore follows 
thatifd ¥ (1,1,2,2, ... ,2)then<l>(d) ~ <I>(d o) in Case (iv). 

What is concluded from these four cases is that <I> (d) ~ <I> (do) for all d ¥ (1, 1, 2, 2,. . ., 2), 
which is precisely the result to be established in the Lemma. It should be noted that the degrees 
d i of a connected graph with r > 2 nodes and k edges satisfy the hypotheses of the Lemma if 
n ;?: 2k. 

Now we are in a position to prove the main result. Let {l, 2, ... , n} be the nodes of Kit, and 
let {l, 2, ... , r} be the nodes of a connected set E of k edges, with r > 2 and n ;?: 2k. Also , let 
d i denote the degree in E of node i. There are two cases to consider. 

(i) E forms a chain. Then from [2, p. 1081 

( 2)" ~ n" - 2 1--;;, , 
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using a combinator:ial inequality proved in [4]. Thus T(n, E) ,;; T(n, Pd and so the desired relation 
is obtained. 

(ii) E does not form a chain. Then the degree sequence d = (d1 , ... , d,.) oF (l, 1, 2, 2, ... , 
2). Since E is a connected set of edges, the hypotheses of the above lemma are satisfied and so it is 

( 2)k concluded that <f>(d) ~ <f>(d o) = 1-;; . Moreover, an expression for T(n, E) is given [6] by 

T(n, E) = nn - 2 det A, where A = (aij) is the r X r matrix defined by 

d i 
1-- if i= j 

n 
aij= 1 

if i oF j, (i, j)EE 
n 
0 otherwise. 

d 1 
Now since E has kedges, d i ~ k ~ n/2 or 1- -'-;;. 2; thus au;;.:L laijl and accordingly matrix A is 

n j#i 

d 1 
positive semidefinite. Also, for some i, -;;- < 2 since otherwise 

nr r 2=:L d i =2k ~ n 
i = 1 

or r ~ 2, a case which has been previously excluded. Inasmuch as A is symmetric and for some i, 
1 . . 

au> 2> :L laijl, it follows [5] that A is nonsingular and hence positive definite. Furthermore, using 
j#i 

the Hadamard bound on det A [1, p. 129], we obtain 

Thus in either case T(n, E) ~ T(n, PI;) and so the number of spanning trees is maximized by 
choosing the k edges to be mutually nonadjacent. Of course, in general there are numerous ways of 
choosing k parallel edges to delete from Kit , all of which result in the same (maximum) number of 
spanning trees. The restriction that n ;;. 2k is certainly a natural one, since it ensures the possibility 
of being able to select k parallel edges from the n-node complete graph. Finding the maximum (or 
minimum) number of spanning trees when k > n/2 appears to be an open problem [3]. 
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