
JOURNAL OF RESEARCH of the Notional Burea u of Sta nd a rds- A. Ph ysics and Che m istry 
Vol. 76A, No. 5, Septe mbe r-Octobe r 19 72 

Accurate Measurement of Molar Absorptivities 

Robert W. Burnett 

Clinical Chemistry Laboratory, Hartford Hospital, Hartford, Connecticut 06115 

(June 7, 1972) 

The key to accurate meas urement of molar absorptivities is a thorough understanding of the 
sources of error which appear throughout the measure ment procedure. Sources of determinant error 
will be listed with comments on estimating their magnitude and eliminating them where possible. 
Sources of random e rror will be discussed as well as the pro pagation of both random and determinant 
errors. There is discussion of the need for accurate values of molar absorptivities using examples from 
c linical chemistry. Finally, the proper use of accurate absorptivity values in the cli nical chemistry 
laboratory will be considered. He re, e mphasis is on the need for a quality assurance system which 
includes ro:.: tine checks on such things as wave length ca libration and photometric accuracy of spectro­
photometers, calibration of analytical balances, and quality of incomin g reagents. 

Key words: Molar absorptivity in clinica l chemistry; random errors in molar absor ptivity; syste matic 
e rrors in molar absorptivity. 

I. Introduction 

Absorption s pectrophotometry in the vi sible and 
ultraviolet is undoubtedly one of the most valuable 
tools available to the analyti cal chemist. In clinical 
chemistry , roughly 60 percent of all determinations 
performed utilize thi s technique. It is natural , there­
fore , that in the quest for more meaningful data, 
conside ra ble atte ntion is focused on accuracy in 
spectrophotometry, and s pecificall y on accurate meas­
ureme nt of molar absorptiviti es. In this paper the im­
portant sources of error which affect molar absorptiv­
ity measure ments are reviewed and the propagation of 
the individual errors is discussed. In addition , some of 
the rationale underlying the increasing interest in 
accuracy in spectrophotometry is discussed , with 
particular reference to clinical chemistry. 

The key to accurate measure ment of molar ab­
sorptivities is careful attention to the various error 
sources which are present in the measurement 
process. The proble m discussed here is that of es­
tablishing a molar absorptivity uncertainty which is 
no greater than one part per thousand. With thi s in 
mind, we will be concerned with individual sources of 
error down to a level of one or two parts per ten 
thousand , recognizing that many errors contribute to 
the final uncertainty. This point is de monstrated more 
formally in the brief discussion of error propagation. 
Muc h of the material presented on errors is in the 
nature of a review; it is thought that this may be useful 
since discussions of the various errors are somewhat 
scattered in the literature, and the mathematical 
complexity of some of the original discussions may 
obscure their practi cal implications. Reference is 

made to earli er papers for many of the mathe matical 
details. 

Molar absorptivity , E, may be de fined by Beer 's 
law as 

AM 
E=--

be 

where A is absorban ce, M is the molecular weight of 
the solute, b is the effective path-le ngth in centi­
mete rs and e is the solution concentration in grams 
per liter. The units of E are thus 1 . mol- I. em- I. 
Two restri ctions a pply to eq (1); first , the equation is 
valid only for monochromatic radiation , and second , 
the ratio of absorbance to concentration is constant 
only for ideal solutions. The former restri ction will 
be commented upon later and the latter is not usually a 
problem because measurements are ordinarily made at 
concentrations below 10- :3 mol .1- 1 where deviation 
from ideal behavior may be ignored. A related problem 
some times encountered is commonly known as a chem­
ical deviation from Beer 's law, which occurs when the 
concentration of the absorbing species does not 
increase linearly with solute concentration. Examples 
of this behavior are well known and the effe ct will not 
be commented upon further , except to note that the 
acid chromium (VI) system, which has been recently 
studied by Burke, et al. [1)1, is a particularly im­
portant system of this type because of its common use 
as an absorbance standard. It is emphasized that 
adherence to Beer 's law over a range of concentrations 
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should never be assumed in the absence of sup­
porting experimental data_ In contrast to the chemical 
sources of error, the items discussed below may be 
classed as instrumental and procedural sources of 
error in the measurement process. 

1 Figures in brackets indicate the literature refere nces at the end of this paper. 

II. Systematic Errors 

A. Gravimetric and Volumetric Errors 

Although these error sources may seem rather 
obvious, they deserve mention both for completeness 
and because certain components are probably often 
ignored. Analytical balances must be calibrated using 
weights certified by the National Bureau of Standards. 
The solution temperature at which absorbance meas­
urements are made must be known and the solvent 
density at this temperature should be used in calcu­
lating the solution concentration. Accurate temper­
ature measurement is especially important when the 
solvent has a high coefficient of thermal expansion; 
for example , chloroform shows a volume expansion of 
1.3 parts per thousand per °C near room temperature. 
In addition, it is interesting to note that the relatively 
low heat capacity of many organic solvents means that 
they are much more sensitive to heating effects than 
is water. Chloroform shows 27 times the volume ex­
pansion of water for an equal heat input. 

Where gravimetric technique is employed in meas­
uring both solute and solvent, it is necessary to take 
the apparent specific volume of the solute into account 
in calculating the concentration, the relationship being 

(2) 

where c is concentration in grams per liter, Wx is 
weight of solute in grams, Ws is weight of solvent in 
grams, p is solvent density in g/cm3 and ii is solute 
apparent specific volume in cm3/g. This is especially 
important for solutes of relatively high molecular 
weight and low molar absorptivity, in which case the 
correction due to ii can approach one part per 
thousand. 

Finally, it must be remembered that in any weighing 
process which involves displacement of air, a buoy­
ancy correction must be applied. The magnitude of 
this correction depends on the difference in density 
between the weights used and the material being 
weighed. For water, the correction is about one part 
per thousand and it is only slightly smaller for most 
solids. Buoyancy corrections for single-pan balances 
have been discussed in detail by Burg and Veith [2] and 
by Lewis and W oolf [3~ 

B. Path Length Errors 

To obtain highly accurate absorbance measurements, 

the cell path length must obviously be known with very 
high accuracy. Electromechanical devices known as 
electronic gauges have been used for this purpose. In 
expert hands and with careful calibration and repeti­
tive measurements, these instruments are capable of 
establishing the path length of a cell to ± 0.0001 cm, 
which for a standard one-cm cell is a relative accuracy 
of one part per ten thousand. In addition , the measure­
ment may be made at any point on the cell window so 
that the parallelism of the windows is also readily 
checked. The magnitude of the error which may be 
introduced by accepting the nominal value for cell­
path length is not commonly appreciated. At the 
National Bureau of Standards, in a series of measure­
ments of fourteen cells with a one-cm nominal path­
length, thirteen deviated from the nominal value by 
greater than one part per thousand and five were in 
error by greater than 1 percent [4]. As will be seen, 
ihis may easily be the most significant error source in a 
molar absorptivity measurement. An accurate measure­
ment of cell path length will not suffice to eliminate all 
path length errors, however. Several additional factors 
which can influence the effective path length are 
discussed below. 

c. Beam Alignment Errors 

A significant error due to nonparallel incident 
radiation appears whenever the most extreme angle 
which the light rays make with a line normal to the 
cell windows exceeds about 3°, as shown in figure la. 
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FIGURE L (a) Increase in effective path length due to nonparallel 
incident radiation. (b) Increase in effective path length due to 
imprope r cell orientation. 

This increases the effective path length and, there­
fore, the observed absorbance. At an absorbance of 
one, the error is five parts per thousand when the most 
extreme rays deviate from the normal by 10°; if the 
maximum deviation is 5° the error is under one part 
per thousand. Exact corrections depend on the refrac­
tive index of the solution and must be obtained by 
numerical integration [5]. Proper cell orientation is 
also critical since cell windows must be normal to the 
incident radiation. Any other orientation will result in a 
longer light path through the cell, as shown in figure lb. 
This effect is significant at deviations greater than 
1 ° and increases with 8 2 , the approximate relation 
being 

64,800 n2 
(3) 
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where 0 is the fractional path length error, e is the 
angle of incidence of the beam, in degrees, and n is 
the refractive index of the solvent. The error function 
is shown graphically in figure 2 for n = 1.33. 
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FIGURE 2. Relative path length error (parts per thousand) due to 
improper cell orientation, for n = 1.33. From eq (3). 

D. Reflection Errors 

When light passes from one medium with refractive 
index nl to another with refractive index n2, a fraction 
of the light is reflected at the interface. If the angle of 
incidence is zero (light beam normal to the inter· 
face) the Fresnel relation for the fraction reflected, is 

(4) 

An air-glass interface may be roughly represe nted 
by using nair= 1.0 and n glass = 1.5, in which case 
1= 0.04, i.e. 4 percent of the incident light is reflected. 
Reflection losses can be partially compensated by sub­
tracting the apparent absorbance of pure solvent from 
the absorbance of the solution in an identical cell. 
Unfortunately, this still leaves an important error 
which is due to multiple reflections within the cell. 
The major component of this error is due to light which 
enters the cell, is reflected back into the solution from 
the rear window (the window nearest the detector), 
is reflected again at the forward window, and reaches 
the detector having traversed the solution three times. 
This problem has been considered by Goldring, 

et at. [6] who derived the following approximation for 
M, the increase in apparent absorbance due to multi­
ple reflections, 

,aA=0.434(l-T2) ({I~~) (5) 

where T is the solution transmittance,j; is the fraction 
of light reflected at the rear window (considering both 
interfaces) and h, the fraction refl ected at the forward 
window. Equation (5) may be rewritten in terms of the 
relative absorbance error 0, 

o (0.434 - e- 2A ) 

A 
(II' h) 
1-II 

(6) 

Figure 3 shows how 0 varies with A for the condition 
j; =12 = 0.04. This should be recognized as the mini­
mum error which is possible since only the re fl ections 
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FIGURE 3. Relative absorbance e rror (parts per thousand) 
due to multiple re Rections at ce ll windows. From e q (6) with 
/, = /2 = 0.04. 

at the air-glass interface are considered. In practice , 
it may be found that reflections from other surfaces 
close to the light path are significant, and j; and/or h 
may be much greater than 0.04 [6], although this 
should not be the case in well-designed instrume nts. 

E. Effect of Finite Slit Width 

Since nomenclature in this subject is not completely 
standardized, the following definitions are given: slit 
function plot is the plot of photon flux emergent from 
the exit slit versus wavelength; spectral bandwidth is 
the width at half-height of the slit function plot; natural 
bandwidth is the width at half-height of the absorption 
band; bandwidth ratio is the ratio of the spectral band­
width to the natural bandwidth. Since Beer's law is 
valid only for monochromatic light, the use of a band of 
radiation, albeit narrow , introduces an error unless the 
absorption spectrum is extremely flat in the region of 
interest. The mathematical formulation of this problem 
has been dealt with by several authors [7-9] and 
usually involves the assumptions of a triangular slit 
function plot and a Gaussian shape for the absorption 
band. The results obtained show that the observed 
absorbance is lower than the true absorbance and that 
the error is a function of the bandwidth ratio, as shown 
in figure 4. Strictly speaking, the error magnitude is 
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FIGURE 4. Relative absorbance error (parts per thousand) due to 
finite slit width (9, 10). 

also a function of absorbance, but this dependence is 
negligible as long as the bandwidth ratio is less than 
0.4 [9]. 

F. Stray Radiation 

As used here, stray radiation means radiation ap­
pearing at the detector with wavelengths outside the 
envelope defined by the slit·width and monochromator 
dispersion. This radiation may be either unabsorbed 
or partially absorbed by the sample. The variation 
with wavelength of source intensity, monochromator 
transmission and detector sensitivity are all factors 
which affect the amount of stray radiation present. 
For the case where the radiation is unabRorbed it 
can be shown [ll] that the observed absorbance is 
less than the true absorbance by an amount, M, 
equal to 

M = log (1- r+ lOAr) (7) 
where r is the fraction of stray radiation present. Table 
1 shows the relative absorbance error caused by the 
presence of 0.1 percent and 0.01 percent unabsorbed 
stray radiation. It must be emphasized, however, that 
if a solution has intense absorption bands at other 
than the wavelength for which the monochromator is 
set, the mathematical formulation is considerably 
more complex. The error l1lay be somewhat less than 
is shown in table 1, although there is also the case 
where the fraction of stray radiation absorbed is 
greater than the fraction absorbed at the wavelength 
of interest. In this case, the observed absorbance is 
greater than the true absorbance. Measurement of 
stray light has been discussed by Slavin [12] and 
Poulson [13] among others and extensive correction 
tables given by Opler [14]. Naturally, the fraction of 
stray light appearing at the detector will be relatively 
high in those regions where source output or detector 
sensitivity is low, or when working at high absorbances. 

TABLE 1. Absorbance error due to unabsorbed stray 
radiation 

A 
M A x 1000 (parts per thousand) 

r= 0.001 r= 0.0001 

0.1 1.12 0.11 
.2 1.27 .13 
.3 1.44 .14 
.4 l.64 .16 
.5 1.88 .19 
.6 2.15 .22 
.7 2.48 .25 
.8 2.87 .29 
.9 3.34 .33 

1.0 3.89 .39 

G. Wavelength and Absorbance Accuracy 

The spectrophotometer should be calibrated for 
both wavelength and absorbance as close as possible to 
the points where they will be used. Obviously the 
measurements will be no better than the uncertainty 
of the calibration system. The error in absorbance at 
an absorbance maximum, due to a systematic bias in 
wavelength setting, is a function of the width of the 
absorption band of the compound of interest. The 
relative absorbance error is shown in figure 5, and was 
calculated assuming a Gaussian band shape and 
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FIGURE 5. Relative absorbance error (parts per thousand) due to 
wavelength scale inaccuracy, for absorption bands of various 
natural bandwidths (NBW). 

neglecting the effect of finite slit-width. With regard to 
absorbance calibration, it may be noted that if it is 
feasible to use solutions as absorbance standards, the 
systematic errors due to path-length, beam alignment 
and multiple reflections may be partially compensated 
in the calibration. On the other hand, if the accuracy 
of the photometric readings is established by other, 
more sensitive means such as testing the summation 
of photon flux (light addition principle), then these 
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errors must be accounted for separately. 
The important sources of systematic error in spectro­

photometry have been summarized in table 2. As used 
in the table, a positive error is one for which the 
apparent absorbance is greater than the true 
absorbance. 

TABLE 2. Systematic error sources In spectro-
photometry 

Solution temperature 
Solute apparent specifi c volume 
Buoyancy correction 
Cell path-length 
Cell orientation 
Multiple reAections 
Finite slit-width 
Stray radiati on 
Wavelength offset 

/lA/A Range 

(parts per thousand) 

- 2 to + 2 
o to - ] 

+ 0.2 to + 1 
- 10 to + 10 

o to + 1 
+ 0.5 to + 3 

o to - l 
o to - l 
o to - ] 

III. Random Errors 

In any analytical process, random errors occur 
whenever an instrument setting is made or a reading is 
taken. In the simplest type of measurement of a molar 
absorptivity, significant random errors can be intro­
duced at two points; first, the weighing of solute and 
solvent, and second, the measurement of the solution 
absorbance. Th e approach which should be taken is 
first to consider means of minimizing the errors and 
then to estimate the magnitude of the residual errors. 
The random errors associated with weighing are mini­
mized simply by using a balance of adequate sensitivity 
in the range of interest. If the residual error is esti­
mated to exceed one part in ten thousand, the actual 
magnitude should be determined by experiment. 

Random error associated with absorbance measure­
ments is a rather difficult topic to treat theoretically, 
and the simplifying assumptions found in many dis­
cussions may be misleading. The objective is to deter­
mine the point on the absorbance scale where the 
relative absorbance error, M/A, is a minimum. Of the 
many components which can influence this, the one 
which often represents the limiting factor is the 
detector. The most commonly employed detector in 
high precision spectrophotometers is the photomulti­
plier. Briefly, the principal advantage of this device is 
that for low photocathodic currents the signal-to-noise 
ratio varies with the square root of the current, while 
photodiodes show a direct proportionality between 
these two quantities_ Thus, at the relatively low levels 
of light intensity commonly encountered in spectro­
photometry, it can be shown that photomultipliers 
operate at a higher signal-to-noise ratio than do photo­
diodes. Mathematical derivations for a single-beam 
instrument have been recently presented by Ingle and 
Crouch [15]. An analysis has also been given for a 
double-beam photomultiplier instrument [16] where it 
is shown that the minimum relative absorbance error is 

obtained near A = 1.0 and does not vary significantly 
between A = 0_5 and A = 1.5. 

It should be kept in mind that the random error is 
actually a complex function of several variables, and 
the consensus is that the procedure to be recom­
me nded is to experime ntally de termine M/A as a 
function of absorbance for the particular ins trument 
to be used_ After appropriate steps have been taken to 
minimize the error associated with each measurement, 
the residual random error component may be reduced 
further by performing multiple measurements. This 
will be commented on in the following section_ 

IV. Propagation of Error 

After all errors discussed above have been minI­
mized and measured, it is necessary to ask how the 
residual error components combine to give an overall 
uncertainty in the molar absorptivity_ The simplest 
case is that where only single measurements are made, 
in which case the errors in weighing and in reading 
solution absorbance will be propagated as systematic 
errors. If F is any fun ction of three independent 
variables, F = f( a,b,c), with associated bounds of 
systematic error, ~a, ~b, and ~c, the bound for the 
error in F is given [17] by 

M = I ~: I ~a + I ~~ I M + I ~~ I ~c (8) 

Applying this relation to eq (1) yields the expression 
for the uncertainty in E, 

~E = (~ ~A + (~~ M + (~~ ~c (9) 

Because of the particular form of eq (1), a simplifica­
tion obtains from writing the result as a relative 
uncertainty 

~E M M ~c - =-+-+-. 
E Abc 

(10) 

This equation expresses the important result that the 
relative error in E is just the sum of the relative errors 
in absorbance, path length and concentration. 

Finally, it is noted that the random error component 
of ~E can be reduced by performing repetitive meas­
urements. If multiple absorbance measurements are 
made on the same solution, M may be decreased, but 
~b and ~c are unaffected and contribute to ~E as 
before. If many solutions are prepared and measured 
inde pendently, both M and ~c may be reduced, al­
though since the reduction of the random error is 
proportional to Yn, an improvement by a factor of 
two or three is all that may be practical. Moreover, it 
is clear that systematic errors are unaffected by 
repetitive measurements and will always contribute a 
constant amount to the final uncertainty in molar 
absorptivity. 
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V. Spectrophotometric Accuracy in 
Clinical Chemistry 

Although much attention has been focused on pre­
cision in clinical analysis, there is increasing recogni­
tion of the importance of accuracy. In a thoughtful 
discussion on the status of the clinical laboratory 
sciences, Young, et al. state [18]: 

"While day-to-day ... reproducibility 
is necessary for results to be meaningful 
within a single institution, it is essential 
that the results are also accurate if they are 
to have long-term validity or are to be com­
pared with results from other laboratories." 

A prerequisite for accuracy in many clinical analyses 
is an accurately known molar absorptivity. An impor­
tant example is found in clinical enzymology where 
measurements of enzyme activities in blood serum 
account for 15 to 20 percent of all tests performed in 
the clinical chemistry laboratory. These activities are 
measured spectrophotometrically as the rate of utiliza­
tion of substrate or rate of appearance of product of the 
enzyme-catalyzed reaction, and reported values are 
given in units of micromoles per minute per unit 
volume of serum. In these tests, standardization in 
the usual sense is not feasible and accuracy of results 
is directly dependent on the accuracy of absorbance 
measurements and accuracy of the value assumed for 
the molar absorptivity of substrate or product. 

The problem is complicated further by the fact that 
a molar absorptivity is not a solute property, but 
may vary markedly with changes in solvent, pH or 
concentrations of other components in the solution. 
This is pertinent because of the many different condi­
tions of temperature, pH and buffer composition which 
are routinely employed in clinical enzymology. A 
panel appointed by the International Federation of 
Clinical Chemists is currently engaged in considering 
referee methods for enzyme assays in clinical chem­
istry. It is significant that the goal of the panel is to 
recommend methods with a systematic bias no greater 
than ± 1 percent. If this is to be achieved, it will 
probably be necessary to know the molar absorptivity 
of the substrate or product to within one or two parts 
per thousand. 

A compound of particular interest in this connection 
is nicotinamide adenine dinucleotide (NAD) which is a 
required coenzyme in many reactions of clinical 
importance. NADH, the reduced form of NAD, has a 
characteristic absorbance maximum at 340 nm, and 
rate reactions involving this couple are commonly 
followed by measuring absorbance at 340 nm as a 
function of time. The accepted value of 6220 
1 mol-I. cm-1 for the molar absorptivity of NADH 
at 340 nm was determined in 1948 by Horecker and 
Kornberg [19]. It is not widely appreciated that their 
seven experimental values ranged from 5930 to 6310. 
These authors considered 6220 to be a minimum value 
and estimated a possible error of 2 percent in their 
assigned value. Sources of error connected with the 

spectrophotometer were not discussed. Thus, our best 
estimate of this important constant may be more realis­
tically stated as 6200 ± 200, and this uncertainty alone 
may account for as much as a 2 to 3 percent systematic 
bias in many of our enzyme assays. 

Another area where accurate molar absorptivities 
could be used to advantage is that of monitoring quality 
of incoming reagents, especially those used as stand­
ards. Bilirubin is an example of a compound which is 
widely used as a standard, but which has been noto­
rious for variations in purity among the several com­
mercial sources. The availability of purified bilirubin 
from the National Bureau of Standards (SRM 916) and 
the determination of its molar absorptivity makes 
possible the elimination of an important source of 
systematic error in this test and makes interlaboratory 
comparison of results feasible. It is emphasized that 
monitoring incoming reagent quality is only one aspect 
of an effective quality assurance program in clinical 
chemistry. Other items which should be routinely 
checked include wavelength and absorbance ac­
curacy of spectrophotometers, following the practical 
suggestions of Rand [20], calibration of balances and 
thermometers, and reagent water purity. Each of these 
items deserves attention in order to make further 
progress toward the goal of increased accuracy in 
clinical chemistry. 

VI. Summary 

The determination of molar absorptivities with an 
overall uncertainty not greater than one part per 
thousand is possible only if consideration is given 
to the several sources of error which have been dis­
cussed. Systematic errors whose magnitude and 
direction are both known may be corrected. This 
leaves random errors and systematic errors for which 
only an estimation of magnitude is available, which are 
used in estimating the overall uncertainty of the molar 
absorptivity value from eq (10). The need for accurate 
molar absorptivities has been discussed, using ex­
amples in clinical chemistry. These values, used in 
conjunction with a comprehensive quality assurance 
program, form the basis for increasing accuracy in 
many clinical chemistry tests , which will result in 
clinical laboratory data which are more useful than that 
presently available. 
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