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This paper characte rizes real symmetri c matri ces A s uch that all t X t princ ipal minors a re equal 
and a ll t X t nonprinc ipal minors a re of fixed sign, for two consecutive values of t less than rank A. It 
a lso cha rac te rizes matrices A (over an arbitrary fi eld ) in which a ll t X t principal minors are equal and 
all nonprin cipal t X t minors a re e qua l, for one fixed value of t less than rank A. 
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In the paper " Principal Submatrices V," [5],1 a classification was found for symmetri c matrices 
A for whic h all t X t principal minors of A are equal , for three consecutive values of t less than the 
rank of A. It is the purpose of thi s pape r to present a similar theorem classifying the real symme tri c 
matrices in which the condition on the principal minors is weake ned to req uiring that all t X t prin
cipal minors of A be equal , for two consecuitive values of t less than the rank of A, and in which a 
s ign co ndition is imposed on the . nonprin cipal tX t minors for these two consecutive values of t . 
This result is presented in Theore m 1. In thi s paper we also classify all square matrices A (over an 
arbi tra ry field and not necessarily symme tric) in which the condition on the principal minors of A 
is weakened to requirin g that all t X t principal minors of A be equal for one value of t less than 
the rank of A , and for thi s value of t the condition on the non principal t X t minors of A is s trength
e ned to requiring that they all be equal. This re,s ult is presented in Theore m 4. 

THEOREM 1. Let r be a fixed integer and let A be an n X n symmetric matrix over the real number 
field , such that: 

(i) all r X r principal minors of A are equal; 
(ii) all (r + 1) X (r + 1) principal minors of A are equal; 
(iii) all fJonprincipal r X r min,ors of A which do not vanish have a common sign; 
(iv) all nonprincipal (r + 1) X (r+ 1) minors of A which do not vanish have a common sign; 
(v) rank A ;,; r+ 2. 

Then A is scalar: A = aIn• 

PROOF. The proof follows the pattern of the analogous theorem (Theorem 13) in [5]. 
First case. Let r= 1. Let A = (aij). The equality of the 1 X 1 principal minors forces all aii to be 

equal, say aii = a. The equality of all 2 X 2 principal minors forces all arj to be equal, for i "" j_ Thus 

aij = ± b, for i "" j . Because all non vanishing nonprincipal 1 X 1 minors have a common sign, we 
see that (choosing b properly) all aij = b for i "" j. We wish to show that b = O. The non principal 2 X 2 
minor de t A[l , 211, 3]= b(a- b) and th e nonprincipal2 X 2 minor de t A[2, 311, 2] = -b(a-b). The 
sign condition on these nonprincipal 2 X 2 minors now shows that b = 0 or a - b = O. If a - b = 0 
the n A = bJ" , where JII is the It X n matrix in which each entry is one. Since JII has rank one, the 
poss ibility a = b contradic ts hypothesis (v). Therefore b = 0 and hence A = al" as claimed . 

• An invited paper. The preparation of this paper was supported in part by the U.S. Air Force Office of Scien tific Researc h, under Grant 698- 67. 
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Before continuing, we explain a certain (known) device. Let A ,= DA D- !, whe re D is a diagonal 
matrix in which the (i, i ) en try is (- 1); for i= 1 , 2 , ... , n. Applying a well·known formula [7] to 
A', we have 

(1) 

Here, as in [5] , adj A ' is the adj ugate of A', Cs(X) denotes the s th compound of X, and Cn - s(X) denotes 
the corresponding supple mentar y compound. If i!, . . . , is andi!, . .. ,is are two stric tly increasing 
sequences of integers, the entry 

of Cn-s(A ') equals 

det A[is+t, ... , iulis+ !, .. . , iltl 

Here is+1, ••• , in and is+ t, ... , ill are the increasing sequences in 1,2, ... , n complementary 
to it, ... , is and it, . .. , is, respec tively. (Note: round brackets A(I) indicate rows and columns 
dele ted, and square brackets A[I] indicate rows and columns retained.) It follows from these reo 
marks and (1) that if A has all (n - s) X (n - s) principal minors equal, then adj A I has all s X s prin· 
cipal minors equaL It also follows that if all nonvanishing (n - s) X (n - s) nonprincipal minors of A 
have a common sign, the n all nonvanishing nonprincipal s X s minors of adj A' have a common sign. 

Second case: r = n - 2. This is the larges t value of r permitted and implies that A is nonsingu· 
lar. Taking s = 1-and s = 2 in the discussion of the previous paragraph , we see that adj A I is scalar, 
and thus (A') - ! is also scalar. But then A' is scalar, which implies that A is scalar. The proof is 
complete in case 2. 

The general case: Let 1 < r < n - 2. We seek to prove that each r X r principal submatrix Ar 
of A is scalar. Since r > 1, it is quite easy to see from thi s fac t that A is itself scalar. 

If det AT ¥= 0, we may pass a comple te nested chain through Ar (see [5]), and so we secure 
(r+ l)-square, (r+ 2)-square, and (r+ 3)-square principal submatrices A r+!, Ar+2 , A r+3 such that 

(2) 

with at least one of Ar+2 or AI'+3 invertible. If det AT = 0 , then every r-square principal minor of A 
is singular, since these principal minors are all equal , and hence (as all (r + I )·square principal 
minors are equal) all (r + I)-square principal submatrices of A are nonsingular. Let Ar+! be an 
(r+ l )-square principal sub matrix containing AT' Passing a complete nested chain through Ar+!, 
we obtain the nested c hain (2), with at least one of Ar+2 or Ar+3 invertible. 

If det Ar+2 ¥= 0, we may apply case 2 to Ar+2 and so conclude that Ar+2 is scalar. Therefore Ar 
is also scalar. 

If det A r+2 = 0, then det A r+3¥= ° and we le t B = adj A;+3' Applying the identity (l) to A;'+3' we 
see that B has all 2 X 2 principal minors equal, all nonvanishing 2 X 2 non principal minors of com· 
mon sign, all 3 X 3 principal minors equal, and all nonvanishing non principal 3 X 3 minors of 
common sign. If we can show that B is scalar , it will follow that Ar+3 is scalar, and he nce that A,. is 
scalar. To prove that B is scalar, it will suffice to prove that each 2 X 2 principal submatrix B2 of 
B is scalar. Since B is at least 5 X 5, we may e mbed B2 in a nested chain 

(3) 

with at least one of B4 or B5 invertible. If det B4 ¥= 0, an ap plication of case 2 to B4 shows that B2 
is scalar. Therefore we may suppose every 4 X 4 principal submatrix of B5 containing B2 is singular. 
If every 4 X 4 principal submatrix of B5 is singular, then B5 sati sfi es the hypotheses of Theore m 13 
of [5] and hence 
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B5 = aI5 + bDJ5D- I, 

where D = diag (El , E2 , E3, E4 , ~5). Here El , ... , Eo are each ± 1, and a ;;tO as B 5 is nonsin gul ar. We 
wish to show that b = O. Since for 1 ~ i < j < k ~ 5, we have det B5[i , jli , k] = EjEkba a nd det 
B5(i, kjj, k] = E;Ejab, the sign condition on the nonprincipal 2 X 2 minors of B 5 yields (for b ;;t 0) 
EI=E2= E3=E4=E5' Thus, we have B5=afs+ bJ5. But now det B 5[1 , 211, 3] = ba and det 
B [2, 311, 2] = - ba. The sign condition on the nonprincipal2 X 2 minors of B 5 thus shows that b = O. 
Hence B5 is scalar, and therefore B 2 is scalar. 

R emaining in our discussion of B2 and B5 is the case in which there is a B 4 t> B2 which is non· 
singular. Suppose B2 = B5 [i, jli , j] (i < j). Then either B4 overlaps B 2 in the (i, i) position or in 
the (j, j) position. Our B4 satisfies the hypotheses of case 2. Hence B4 is scalar, say B4=a14 with 
a;;t O. Suppose B4 and B2 overlap in the (j, j) position. (The case in which B4 and B2 overlap in 
the (i, i) position can be obtained from thi s case by reversing the order of the rows and columns 
in B5.) Let the (i, i) e ntry of B5 be a + b. The equality of the prin cipal 2 X 2 minors of Bo shows 
that the nondiagonal entries in column i of B are XI, . . . , Xi - I, Xi+ l , ... , X5 with xi= ... 
=XT- l =XT+1 = ... = x~ = ab. If i ;?;3, de t B5[i , j ll , j] = axI = - det B5[2 , ill, 2]. If i = 2 , 
de t B5 [1 , 5 11,2] = aX5 =- de t B5[3, 512, 3 ]. If i = 1, de t B 5 [2 , 311,2 ] =- aX3 =- det B 5[3, 411, 4]. 
There fore we must have one of XI, . .. , Xi - I, Xi+l, ... , X5 ze ro, and he nce b = O. Thus all of 
XI, . . ., Xi- I, Xi+ I, . . . , X5, b are zero and he nce B 5 is scalar and therefore B 2 is scalar. 

The proof is now fini shed. 
As immediate conseque nces of Theore m 1 we have Theore ms 2 and 3. 
THEOREM 2. If a symmetric completely nonnegative matrix A of rank ;?; r + 2 has all r X r 

principal minors equal , and all (r+ 1) X (r + 1) principal minors equa l , then A is scalar. 
THEOREM 3. A symmetric oscillation matrix cannot have all t X t principal minors equal for 

two consecutive values of t. 
It is not difficult to construct nontrivial examples of 3 X 3 co mple tely positive matrices having 

all tXt principal minors equal, [or one value of t . Therefore the h ypothesis in Theorem 1 on the 
principal minors can be weakened only at the price of greatly strengthe ning the hypothesis con· 
cerning the non principal minors . 

THEOREM 4. Let A be an n X n matrix with elements in a field (Y. Let r be a fixed integer, 
1 ~ r < n. Suppose: 

(i) all r X r principal minors of A are equal; 
(ij) a ll r X r nonprincipal minors of A are equal; 
(i i i) rank A ;?; r + 1 if r ;;t 1. 

Then: 

(a) ifr = l , A=aIn+bJn, where a, bE/5; 
(b) if r = n - 1, A = D(aln + bJn)D- I, where a, bEl\', and D = diag (-1, 1, -1, 1,. . ., (- l )i, ... , 

( - l)n); 

(c) if 1 < r < n -1, A = a1n is scalar. 
PROOF. First case: r = 1. This is trivial. 
Second case: r = n -1. Here adj DAD- l satisfies the conditions of case 1. Therefore adj 

DAD- I= aIII +/3J". Thus (DAD - I) - I=a'III+/3 'J", and hence DAD- I=a1n + bJlI' This yields ~he 
result in case 2. 

General case : The assumptions (i) and (ii) of Theore m 4 are equivalent to 

(4) 

Since rank Cr(A) = (ran~ A) > 1 (because rank A > r) , we see that a ;;t O. Let Ar+l be any principal 

(r+1)·square submatrix of A. Then C r(A N I) is a principal submatrix of Cr(A), so that (4) yields 

(5) 
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Let the eigenvalues of Ar+1 be At, ... , Ar+l . These lie, of course, in an exte nsion field of~. Then, 
as the eigenvalues of aJr+l+ bJr+ 1 are a+(r+I)b (once), and a (r t.imes), we may choose our 
notation for the e igenvalues of A r+1 so that 

(6) 

From (6) we see that all of AI , .. . , AN I are nonzero and he nce A N I is nonsingular. 
Since Ar+1 now satisfies the hypotheses of case 2, we see that Ar+1 has the form 

(7) 

where a N I a nd bN I are in ~ and D = diag (-1 , 1, -1, .. . , (_1)r+l). From the formula (7) for 
A'·+ h it follows that the (i,j) ele ment ofA r+1 ( i < j < r + 1) is the negative of the (i,j+ 1) e lement 
ofA r + l . Applying this result to any Ar+1 containing rows and columns i, j, j + l of A, where 
1 ~ i < j < n , we see that the (i, j) element of A is the negative of the (i, j + 1) ele ment of A, for 
1 ~ i < j < n. (An Ar+ 1 exists containing rows and columns i , j , j + 1 because r+ 1 ~ 3.) Next notice 
that 

b = det A[l, 2, ... , r lI , 2, ... , r -2, r+ 1, r+2 ] , (8) 

since all nonprin cipal r-square minors of A equal b. The last column of the minor in (8) is now known 
to be the negative of the second last colu mn of this minor (8). Therefore b = o. 

He nce each Cr(ANI ) = aIr + I. From the argument in case 2, it now follows that each Ar+1 is 
scalar. Hence A is scalar. The proof is complete. 

We remark that thi s proof can be shortened if IT is the real or co mplex number field. 
W e also remark that Theorem 4 is closely related to the ques tion of the solvabiljty of the 

matrix equation C r(X) = B, whe re B is given. Rece nt results relating to this problem have bee n found 
by M. Marcus, M. Newman , A. Yaqub , H. Schwertdtfeger, W. Utz , and less recent results are to be 
found in papers by C. Ko, H . C. Lee, C. Yen, A. W. Wallace, D. E. Rutherford, A. C. Aitken, 
J. Williamson . 
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