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The problem of s tudying the growth of the error is most important for the numerical so lution of. 
differential equations. In thi s paper the Wilrs crite rion is generaJized to be applied for sys tems of 
diffe re ntial eq uations. A general th eore m is inves tigated and regions of s tability have to be deter­
mined. The use of an electronic computer is more essential for s uch region s to be c haracterized. These 
regions of s tability have the property that , the error introduced at any stage te nds to decay. The regions 
of stabi lity for partic ular numerical methods are exp licitl y determined. 
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1. Introduction 

The system of m ordinary differential equations can be writte n in the vec tor form as follows: 

Y' == dY = F(x' Y) 
dx " 

with the initial value Y(xo) = Yo, 
where 

Let the vectors: 

., Ym) 

YlIl) 

Y= F(x; Y) = 

f,n(X; Yl, Y2, ... , y",) 

Y(x) be the exact solution of the system (1), 

Yn be the theoretical (approximate) solution at x = XI!, 

* 
Y" be the practical (computed) solution at x = Xn. 

We define the error En of the solution at the point Xn by: 

*A n invited paper. 

* En=Yn-Y(Xn) . 

** Presenl address: Faculty of Science. Un ivers it y of Khartoum , SUdan, Khartoum , P.O. Box 321. 
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Hence we get, 

* E;' = Y;' - Y' (Xn) 

* * =F(xn; Yn) -F(xn; Yn-En). 

Assume that: 
(a) F(xn; Y) is a continuous function of Y for Y contained in the closed intervals whose end­

points are Y(Xn) and Yn, 

(b)thematrix(af;~x~;y)); (i,j=1,2, . .. , m) exists for Yin the open interval whose end­

points are Y(Xn) and Yn • 

Therefore, by the mean value theorem we get: 

E;,=G~J En=lnEn, (i,j=l, 2, ... , m), 

where the elements of the Jacobian matrix ln = (aafi.) are taken at suitable places 
YJ n 

* (Xn, Y,,-diag ((Ji) • En), 0 < (Ji < 1, i= 1,2, ... , m. 

(3) 

THEOREM: Stability criterion for numerical integration methods for the solution of systems 
of differential equations. 

The integration formula 

(4) 
v= -q V=-q 

for the solution of m ordinary differential equations Y' = F(x; Y) is stable if and only if, the H ermi­
tian forms with the coefficients 

(5) 

for all i = 1, 2,. ., m are positive definite 

where (6) 

with Ki = - hpj, h the step of integration, al = - 1, 

Pi = the eigenvalues of the 1 acobian matrix 

1=0 an extrapolatio'! formula 
bi' if (4) 

=i' 0 an interpolation formula. 

PROOF: The formula (4) gives the theoretical approximating vector Y,,+I for the exact value 
Y{x" + h). The computed (practical) solution at x = Xn + 1 is determined as follows: 
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* () * 1 * 
Yn+ 1 = L aVYI/+,,+h L bVY:I+V + Rn+1, (7) 

V=-Q I/=-q 

where RI/+l the round off error. 
The correspondin g exact solution is 

o 1 

y(XI/+ h) = L avY(xl/ + vh) + h L bvY' (x" + vh) + Tk+1, (8) 
IJ=-q v=-q 

where the truncation error Tk+ 1 = jLl,+ Ih'· + ll1;~f) + 0 (hk+2), k ~ 1, jLk+l ~ O. Subtracting (8) from (7) 
we have 

* () * J * 
Yn+1 - Y(x" + h) = L aV(YI/+v- Y(Xn + vh)) + h L bV(Y;IH - Y' (x" + vh)) + R, (9) 

v=-q V= -Q 

where RI/+ 1 - Tk+ 1 = R is generally a nonzero vector. 
Substituting (2) and (3) in (9) we get the diffe rence equation for the error 

() J 

€n+l= L aV€I/+v+ h L bV} 1I+v€n+v+ R, (10) 

In studying the local growth of the error €I/ it is reasonable to assume that R and the matrices 

(of;) in a small interval (x - q, XI) are both constants and they may be written in the form Rand 
_oYJ 

} respectively. In practice they vary slowly from step to step, otherwise the step size of inte­
gration is too large, Hamming [2J. J Under these assumptions we get from (10) the nonhomoge nous 
system of linear difference equations with constant real coeffi cie nts in the form: 

o 1 

€I/ + J = L aV€IIH +h} L bV€llH +R. (11) 
v= - q v=-q 

To solve this system, we introduce a new vector variable E in place of the variable € by means of a 
nonsingular linear transformation: 

E= T- J€, where det T ~ O. (12) 

Therefore the system (11) is transformed into: 

o I 

EI/ + l = L avEn+v+ hK L (13) 
J/=-q v=-q 

where 

K=T- '}T. 

In particular the transformation T may be chosen so as to put the matrix T- '}T into the classical 
canonical form, Zurmiihl [3]. 

I Fi~ure s ill Lrackets indica te the literature refe rences at the end of this paper. 
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The corresponding homogeneous system of (13) has the form 

o I 

En + I = L avEn+v + hK L bvEn+v. (14) 
v=-q v=-q 

CASE I: If the eigenvalues Pi of the matrix J are all distinct then the matrix K has these eigen· 
values in the principal diagonal and zeros elsewhere. In this case the system (14) has the form: 

o 
(Kib 1 + l)fi, n + l = L (av- Kibv)Ei , Il+V, (15) 

v=~q 

i=I,2, ... , m, 

where 

Ki=-hpi. 

Put Ei. v = Ai, Ni:irlund [4], we get from (15) the characteristic equations: 

(Kib 1 + I)Ar+ 1 + ~ (Kib - v-a- v)AV- v=O, (16) 
v=O 

i=1,2, ... , m. 

CASE II: If the eigenvalues Pi of the matrix j are not all distinct, then the matrix j may be 
transformed to: 

o 

K= 

Kij , 
o 

where each s ubmatrix Kij is of the form: 

Pi 1 o 

Pi 1 
Kij= 

0 Pi 

with Pi in each position in the leading diagonal , unity in each position in the diagonal immediately 
above it , and with zeros elsewhere. In this case of nondistinct eigenvalues, we have for every 
submatrix of order y a system of equations in the form : 
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0 I 
A 

L 
A 

0 L b./EI,II.+/J EI , n + l a v EI , II + II pO" 
v=-q 1 v=-q 

0 
A 

I 
A 

L L bl/E'2, II +'1 E2,1I + 1 a vE'l , 1I + 11 pO' 
I/=-q 1 v=-q 

+h 

1 
0 I 

A 

L 
A 

0 L hvEy. n+v Ey . 11 + 1 a"Ey . n+v pO' 
v=-q v=-q 

That means 

01* 

Ei , II + I= L a)'i , lI+v+h L bv{p"Ei,II+v+ YEi +l,n+v}, (17) 
V=-Q IJ=-Q 

i=1,2, , .. , y , * {I y = 
o 

i < Y where 
for 

i= y. 

The charac teri s ti c equations sys tem can be got as follows: 

q 

(K O'b l + 1) "7+1 + L (KO'b - v - a- v) "7- 1' = 0, (18) 
11=0 

i= 1,2, ... , y. 

According to (16) and (18) the characte ri s ti c equ ation s sys te m has the form: 

q 

(Kib l + 1)"v+ 1 + L (Kib - v- a- ,,) "7-"= 0 (19) 
11= 0 

i=1,2, .. . ,m, 

inde pe nde nt of whe the r the eigenvalues of the matrix J are di s tinct or not. According to (6), the 

equations' sys tem (19) has the form: 

'1+ 1 

L Cv. i"Y=O, i=1,2, ... ,m, (20) 
,,~O 

where 

C". i is generally a complex value . 

Due to Wilfs d efinition [1]: The numerical integration method (4) is said to be stable if the 
roots of (20) for all i = 1, 2, ... , m are inside the unit circle in the co mplex plane, so that the 

error introduced at any stage te nds to decay than build up. 
In this connection we state a theorem of Schur [5]: 
The zero points of the polynomial: 
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are aLL inside the unit circle, if and only if the Hermitian form: 

q -

H = L ICq +IAI + CqA1+1 + .. . + CI+IAqI2ICoAI +C1A1+1 + ... + Cq_1AqI2} 
1= 0 

is positive definite. ~ 
The quadratic form H can be formed as follows: 

With 
min (r , s) _ 

Ars= L {Cq+I+I - rCq+I+I-s-Cr- ICs- /}, 
1= 0 

we have directly the form: 

H = ± ArsArAs. 
l', s=o 

r, s=O, 1, . .. , q 

For the system of differential equations (1) we have the Hermitian forms 

H(i) = ~ A(i)A.~ L rs 1 S, 
r, s=O 

i=l, 2, ... , m. 

Therefore AVl has the form (5) and accordingly the integration formula (4) is stable, if the Hermi­

tian forms H(i) are positive definite for all i, so that theorem (1) is proved. 
SPECIAL CASE: For m=l, we have one single differential equation in the form y'=f(x; y) . ~ 

The Jacobian matrix reduces to one single element afl ay and K = - hafl ay is a real value. The 
stability criterion reduces to Wilf Stability Criterion [1]. 

2. Simple Examples 
EXAMPLE 1: 

(Euler-Cauchy method). (21) 

2C means the conjugat e complex value of 
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With q=O, ao=l, al=-1 and bo=1 we have from (5) and (6): 

Thus A~J > 0, i = 1, 2 , . . . , m, if and only if hPi is inside the circle I hPi + 11 = 1 (fig. 1) and so 

the integration method (21) is stable. 

hIm (p.) 
I 

FIGURE I 

EXAMPLE 2: 

Y,,+I =-~ Yn- I +~ Y,,+~ hY:" (22) 

With q= 1, a_I =-~, ao=~, al =-1 and bo=~, we ge t from (5) and (6): 

A(i)= Ie.. ·12-ICo ·12 = A(i) 00 ,[.. I , / 11' 

The determinants: 

D(i) = A (i) = ~ 
I 00 9' 

D(i) = (A(i»2-IA(i)12 =-±- {16 -13Ki-K -412} 
2 00 01 81 . / 

With Ki=- ((Xi+\!=l !3i) it follow s: 

if and only if hPi is inside the ellipse ((Xi: 2) 2 + !3r = 1 (fig. 2) and so the integration method (22) 

is stable. 
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hIm (p.) 
I I 

hpj-PLANE 

~'f-_.J......._--'-----'-----17'-__ - h Re (p.) 
I 

FIGURE 2 

EXAMPLE 3: 

(23) 

(Trapezoidal formula). 
With q= 0, ao = 1, al =-1 and ho= hi = t we get from (5) and (6): 

We have A~6 > ° if and only if Re (Pi) < 0, for h > 0, and so the integration me thod (23) is stable. 

3. More Difficult Examples 
EXAMPLE 4: 

(24) 

. 1 4 4 2 
WIth q= 1, a - I =5' ao=S' al =-1, hO=5 and hi =5 we get from (5) and (6): 

We have 

D(i)=A(i)=l {12Ki+512-l} >0, 
I 00 25 

if and only if hPi is outside the circle Ihpi-2, 51=0, 5 (fig. 3), this means, the circle is the region 

of instability. 
Further: 

fY.P = {AVW -IAVJ12 
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hIm (Pi) 

hpj-PLANE hRe(p.) 
r-------~~------~4_~~~~_. I 

2 3 

FIGURE 3 

With Ki = - (O'i + V-l f3;) we get DV:) > 0 if 

{ (O'i - 2) ((Xi - 3) + f3T}2 > 4{ { (O'i - 3) (O'i + 1) + f3rP + 9f3T} . 

The inequalities [f,jl > 0, JJ= 1, 2, are satisfied simultaneously, i.e., the integration formula (24) 
is stable if hPi is inside the region R (fig. 4).3 

FIGURE 4 

EXAMPLE 5: 

I h4 
YII +1 = fll + 1; (-f;, _, + Sf;, + 5Y;,+,), T4 = - 4! flv (XII) + O(h5).4 

125 
With q=l, ao=l, a, = -I, b_' =- 12' 60 = "3 and 61=12 we get from (5) and (6): 

A\H=Ct , iC 1, i-CU, iC 1, i 

3The regions of stability (figs . 4, 5, and 6) are determined by means of the electronic digital computer Z 22 . 

.. This formula is given by Southard and Yowell (6]. 
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We have 

if hPi is ou tside the circle 1 hPi - 2,51= 0,5 (fig. 3). 
Further: 

fJ,jl = {AV6} 2 - IAVI1 2 

= 1!4 {4{ IKd 2 + 5 Re (Ki) + 6F -141Ki1 2 + 7Ki -5~i -1212}. 

With Ki = - (ai + \I'=l {3i) we get D<2il > 0, if 

{(ai-2) (ai-3) +{3rP > {(ai-2) (2a i+3) + 2{3rP+ 36{3r· 

The inequalities If.Jl > 0, v= 1,2 are satisfied simultaneously, i.e., the integration formula (25) is 

stable, if hPi is inside the region R (fig. 5) 

STABLE 

R 

FIGURE 5 

EXAMPLE 6: 

hlm(Pj) 
- -3.2 

Yn+t=-~ Yn-2+ ~ Yn- t+Yn+ 2
2
7 (-4 Y~_t+ll Y:,+5 Y~+1), T5= ~:~ h5 YV(x,,) +O(h6) (26) 

(Hamming [2]). 
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With q=2, a_2=-~' a- I =~, ao= 1, al =-1, 

8 22 10 
b- I =- 27' bo= 27 ' b l = 27 we get from (5): 

1 1 
CO';=9' Cl,i=-27 (8K;+3), 

1 1 
C2';=27 (22 Ki- 27 ), C3,i=27 (10Ki+ 27). 

The elements of the Hermitian Matrix follow 

A(.il=C3 · C3 ·+C2 , C2 .-C I . C1· -Co ' Co' 11 ,t,t ,1,1 ,i.,1 ,t , 10 

We have 

IJ'.p=AIfJ= IC3 ,;12_ICo,iI 2 

1 
= (27)2 {I lOKi + 2712 - 9} > 0, if hpi is outside the circle Ihpi- 2,71 = 0 ,3, (fig. 6). 

Further 

hlm(p.) 
I 

hPj - PLANE 

o 0.6 1.2 1.8 

FIGURE 6 

r /Y.i =AIfJ A\il-IA\H12 = {IC3 ,d 2 -ICO,iI 2} {IC3 ,112 + IC2,i1 2 

-IC I ,iI 2-iCo,iI 2} -I~,i C2,i-CO,i C1,iI 2={ IC3 ,iI 2-ICo,iI 2}2-ICa,i C1,i-CO,i C2 ,i1 2 

= (~~)4 [25{5(ar+,an - 27 ai+36}2 - 4{ {10(af + f3n -39 ai}2 + 225130]. 

From this it can be proved, that D~i) > ° for ai < O. Finally we get: 

AftJ 
D&il= Ah;1 

Aftl 

A~N A~d 
AW A~il 

Alii AftJ 

263 - 048 0 - 67 - 4 
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Put 

AU){ (A(i))2_IA(i)12} -~ r (~. f3.) 
11 00 02 - (27) 6 J 1 u." I, 

-2A(i)IA(i)12-~ r (0" f3.) 
00 01 - (27)6J2 I, Z, 

2 Re (A-U)(A(O)2) - ~f (~. f3.) 
02 01 - (27)6 3 u." z, 

where 

j; (0';, f3;) =4[65(O'y+f3I) +870';+ 180] [25{5(O'r+f3D 

- 270'; + 36}2 - 4{ (10(O'r + f3f) - 390';)2 + 225f3H ], 

-870';-180}2+ 44100f3;J, 

- 180) 2 - 44100f3f} + 6300f3r (55 (o'~ + f3T) - 870'; - 180) ] . 

From these we get D~i) > 0, if 

The inequalities DV) > 0, lJ= 1, 2, 3 are satisfied simultaneously, i.e., the il'l,tegration formula is 

stable if hpj is inside the region R (fig. 7). 

hIm (pJ 
I 

_ 12 ~t-------fr---
5 

FIGURE 7 
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