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(1) EPr matrices A (that is, matrices A tor which A and A * have the same null space) are investi· 
gated. It is shown that if A is a complex EPr, matrix and B a com plex EPr2 matrix, and AB = BA, 
then AB is EPr. Other theorems about products of EPr matrices are es tablished. 

(2) Let A be a normal EP,. matrix over an arbitrary field . A necessary and sufficient condition, 
involving the solvability (for X) of a matrix equationXBX*+AX + X*A*+ C = O, is found for the exist· 
ence of a matrix N s uch that (i) NN*=/ and (ii) A*=NA =AN. Explicit solutions are given for two 
important classes of normal EPr matrices , namely (1) those sati sfying the condition rank A = rank 
AA *, and (2) those of rank n/2, satis fying AA * = 0, over a fi eld of charac teristic ¥ 2. An example is 
given to s how that no such N need ex is t for characteris ti c =2. 

(3) EP linear transformations on a finite·dimensiona l vector s pace are introdu ced, and the re lation 
between the m and EPr matrices is s tudied. It is shown that a linea r transformation T of a complex 
vector space is EP if and on ly if rank T= rank P. 
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1. Introduction 

The concept of a normal matrix with e ntries from the complex field was introduced in 1918 
by O. Toeplitz [19)3 who gave a necessary and sufficient condition that a complex matrix b e nor· 
maL Since that time normal matrices and the generalization to linear transformations on a finite 
dimensional or infinite dime nsional vector s pace [3, 7,9,18,22,23], to functional analysis, especially 
Hilbert space [5, 12, 13, 14], and to combinatorial analysis and the s tudy of finite proj ective planes 
[1,2,4] have received a great deal of attention. Also, special types of normal matrices and lin ear 
transformations have been studied. But, until th e appearance of [10] in 1959, no s tudy had been 
made of normal matrices without restrictions on the underlying field. 

First, results about EPr complex matrices, a concept introduced by H. Schwerdtfeger in 
[15] as a generalization of normality, were obtained and then in [10, 11] the notion of EPr was 
ex te nded to matrices over arbitrary fields and applied to obtain res ults about normal matrices. 
One interesting feature of the study was the discovery that over an arbitrary field the concepts 
of normal and EPr are ind e pe ndent and that many of the well·known properties of complex normal 
matrices which do not carryover to an arbitrary field appear to genera lize mos t naturally to mat· 
ri ces that are both EPr and normaL A matrix A of rank r is called EPr if A and A * have the 
same null space. 

The first section of this paper is concerned solely with developing the properties of EPr 
matrices. Real and complex EPr matrices are studied for their own inh erent interest and anum· 
ber of new results have been obtained. It is also shown how these r esults depend on the under· 
lying field. Finally the structure of EPr matrices over an arbitrary field is developed, primarily 
for its use as a tool in section 3, which is devoted to normal matri ces. 

In section 3, a resum e of the known results concerning normal matrices over an arbitrary field 
is given. Then some ques tions raised in [10, 11] are considered and the concept of zero-type EPr 
matrix is introduced. For thi s new class of matrices a satisfactory solution is obtained to a prob­
le m dealt with in [10, 11]. Most of the results are partial results and interesting questions still 
re main to be answered. 

I This rcscClr(' h was s upported by the Na tiunal Sc ience Foundatiun, under research grant NSF- GP 157. 

t Mathemati cs De ~)a rlme nl , Unive rsit y of Maryland. College Park. Md. 
J Figures in brac ke ts indic a te the lit e rature references a t the e nd of this paper. 
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The material in section 4 is an outgrowth of an attempt to bring to bear on the study at hand the 
tools and methods of linear transformation theory. The concept of an EP linear transformation 
is introduced and related to the notion of EP,. matrix. Various results are given, indicating how 
the study of these special linear transformations will yield results about EP,. matrices. The 
concept of a O-normal linear transformation, generalizing the concept of a normal linear trans­
formation, is introduced and exploited to obtain anew the results of [10, IlJ. 

We have tried to make this paper complete, readable and self-contained. It is hoped that 
because of our exposition here, some of the questions which we have left open (see sec. 5) will 
be resolved in the near future. 

2. Structure Theory of EPr Matrices 

1. In this section we develop the structure theory of EP,. matrices over an arbitrary field F, 
essentially as given in [10]. However, in order to indicate clearly the difficulties encountered in 
extending results from the complex field to an arbitrary field because of the lack of a spectral 
theorem, to place in a proper setting those results which have not been extended, and to provide 
new results about EP,. matrices with complex entries which give rise to additional questions over 
an arbitrary field, we begin with a comprehensive treatment of the complex case, basing the dis­
cussion on [10]. 

2. We begin by defining the notion of EP,. matrix over the complex field. 
Except for denoting the k X k identity matrix by h, subscripts on matrices will be used only 

to designate a row of a matrix; that is, Ai is the ith row of the matrix A . Ai will denote the ith 
column of A; when a superscript denotes a power of a matrix, the meaning will always be clear from 
the context. 

DEFINITION: An n X n matrix A with entries from the complex field ?i' is called EP,. if it satisfies the 
following conditions. 

(1) A has rank r. 

n n 
(2) 2: aiAi = 0 if and only if L a;Ai = 0 (aiE't, i = 1, ... , n). 

i=l ;= 1 

As indicated in the introduction, this paper is concerned with matrices that are both EP,. and 
normal and whose elements are taken from an arbitrary field. Hence we note immediately that 
these concepts are not independent over '(i'. After proving theorem 1.1 which gives eight necessary 
and sufficient conditions that a matrix be EP,., we shall be able to give a simple proof that any 
normal complex matrix of rank,. is EP,.. The converse statement is false, though, since all non­
singular n X n matrices are necessarily EPn. For, assuming the n X n matrix A is nonsingular, 

fI 

L a;Ai=O 
;= 1 

if and only if 

al = a~ = ... = all = 0 

if and only if 

" -L a;Ai=O. 
;=1 

A portion of this next result is known [IS], but is included for completeness. The proof pre­
sented is a slight modification and expansion of that found in [10]. 
THEOREM 1.1: The following statements are equivalent. 
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(1) A is an n X n EPr matrix, 
(2) A is unitarily similar to the direct sum of a nonsingular r X r matrix D and a zero matrix. 

That is, 

where U satisfies UU* = I and D is r X rand nonsingular. 

(3) A is conjunctive to the direct sum of a nonsingular r X r matrix D and a zero matrix. That is 

where Q is nonsingular, D is r X rand nonsingular. 
(4) A is the matrix of a linear transformation T acting on "til, complex n-dimensional Euclidean 

space, and there are mutually orthogonal subspaces VI and Vt of"tn such that VI has dimension r, 

and 

(5) A has rank r and there is an n X n matrix N such that A * = NA. 
(6) A has rank r and there is a nonsingular n X n matrix N such thaI A * = NA. 
(7) A can be represented as 

where P is a permutation matrix and D is an r X r nonsingular matrix. 
(8) A{ = 0 if and only if A *{ = 0 where {ECG'n. 
(9) R(A) = R(A *); that is, A and A * have the same range spaces. 

PROOF: The implications are proved in the following order: 

II 

(8) ~ (1) ~ (7) ~ (3) ~ (6) ~ (5) ~ (8); 

(1) ~ (2) ~ (4) ~ (1); 
(5) ~ (9) ~ (5). 

(8) ~ (1). Suppose 2: (XiAi=O ((Xi~' i= 1,2, ... , n). 
i= 1 

Let 

(XII 
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Then 

n 

eA=[a,a2 . .. a IlJA=2: aAi=O. 
i=l 

Hence, taking the conjugate transpose of this equation, it follows that 

A*g=O. 

Applying (8) we have 

Thus 
n _ 

2: aiAi=O. 
i=l 

The implication in the other direction is proved similarly. 

(1) ~ (7). Let A be EPr and let the rows Ai" Ai2, ... , Air be linearly independent. If 

I' 

2: f3i"Aik = 0, 
k=' 

then 

I' _ 

2: f3 i0ik =0 
k=l 

and hence /3i, = /Ii2 ' . = /Ii,. = O. Thus f3i, = f3i2 =. . . = f3i,~ 0 and so the columns Ai" Ai2 , • •• , 

Ai/, are Hnearly independent. Since the rank of A is r, the submatrix D formed by the elements in 
the intersection of rows Ail' Ai2 , . . . , Ai./, and the columns Ai" Ai2 , ••• , Air is an r X r nonsingular 

matrix [15, p. 52]. This "crossing theorem" can be quickly proved as follows. There is a permu­
tation matrix P such that A is brought into the form 

- -
by pre multiplying A by P and postmultiplying by P*. Since the first block row of B is of the same 
rank r as is A and thus B, there is an (n - r) X r matrix H such that 

[FC]=H[D, E], 

and hence, by (I), such that 

If D had rank < r, then Dg = 0 would hold for some ge '(5'" and so 
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contradic ting the assumption that the first block column of B has ra nk r. 
With H as above , le t 

It is readily verified that 

so 4 

Se t P= P- I, x =- x , Q=Q-l. 
(7) =9 (3) . Set 

(3) =9 (6) . If 

-[~r 0 1 Q= . 
- H I n- r 

-- [~l - -A = P- IQ- I 0 To Q- *P-* 

QAQ*= [ ~ I ~ ] 

where Q is nonsingular, D is r X r nonsingular , then 

whe re 

a nd N is nonsingular. 

- - -
4 We use the notation P-*= /'p- I)* = (P*)- I . 
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(6) ~ (5). Clear. 

(5) =) (8). Let A* = NA. Let 1)(A) denote the null space of A and let gE1)(A), i.e., Ag= o. Then 
A*g=O. Thus 1)(A) ~ 1)(A*). But, since rank A= rank A*, it follows that dim 1)(A) = n- rank A 
= n·rank A * = dim 1)(A *) and so 1)(A) = 1)(A *). Thus if A * g = 0, then A g = O. 
(1) ~ (2). By the well-known result of Schur [17], there is a unitary matrix V such that 

B=VAV*=~ * 1 L O~' 

i.e., B is lower triangular. Moreover, the diagonal elements may be arranged in any order. We 
assume that the nonzero terms precede the zero terms on the diagonal of B. If r= n, there is 
nothing more to prove. Hence we assume r < n. Then 0 is a characteristic root of A and appears 
on the diagonal of B. Thus the last row of VAV* is a row of zeros. Hence 

Since B is EPr we have 0 = 0 . BI +. . . + 0 . B'I-1 + 1 . Bn. Repeating this argument shows that 
B;=O if and only if Bi=O and so 

VAV*=[~I~J 

where D is r X rand nonsingular. 

(2)=) (4) Let 

UAU*= [ ~ I ~ ] 

where UU* = I and D is r X rand nonsingular. Suppose 

U = [Uij] (1 ~ i, j ~ n) 

and 

D= [dij](l ~ i, j ~ r). 

Let et, e2, ... ,en denote the "natural basis" of <(511' that is 

0;2 

[
Oill 

ei = : (i = 1, . . . , n) 

0", 

where Oij is the Kronecker delta. Define the following linear transformations: 

r 

Rei= ~ dAie A 
A=I 

(i = 1, ... , r) 

Re;=O (i=r+1, ... ,n) 
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It 

Se i = 2: UAieA 
1..= 1 

T = SRS- I 

(i= 1, .. . , n). 

Then S is unitary, that is, preserves the Euclidean inner product and the matrix of T is 

relative to et, ... , ell. Set 

VI =<el, ... ,er > , 

the spaces spanned by el, . .. , er a nd eN I, .. . , ell respec tively. Then se t VI = S 17I and V2 = S 172 • 

He nce 

and 

Finally, O=(VI , Vt)=(SV I, SVz ), Vi E17i(i = 1, 2) so that VI and V2 are orthogon al s ubs paces . 

(4) =) (1). We prove thi s by s howin g that (4) implies (8). S uppose 

A~ = O, 

Let XI, Xt, ... , XIt be the basis for 't it relative to which the matrix of T is A. Let VI have basis 
II 

VI, .. . , VI' and V2 have basis Vr+l, ... ,VIt . A~ = O if and only if 2: Ct:iXiEVt . Then , for l :;i; j :;i; r, 
i = 1 

II 

since TVjEVI and 2: Ct:iXiEVt , and for r+ 1 :;i; j :;i; n 
i= 1 

(Vh T*( i Ct:iXi)) = (Tvj, i Ct:iXi) = (0, i Ct:iXi) = O. 
l = l / = 1 1= 1 

Thus T*( ~ Ct:iXi ) is in the orthogonal comple ment of 'tn, which is (0). 
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Hence T*(~ a ixi)=O so that A* g=O. 

(5) =}(9). 

(9) =} (5). 

A*x=NAx so R(A) C R(A*); since rank A=rank A*, the equality follows. 

This follows from [16] , p. 92. 

COROLLARY 1: If the complex matrix A is EPr, then An is EPr (n = 1,2, ... ). 
PROOF: Apply (2). If 

UAU*=[ ~ I ~ J. 
then 

U A" U* = [ ~" I ~ ] . 

COROLLARY 2: Every matrix is a product of EP matrices.5 

PROOF: It is well known that an n X n matrix of rank r may be written as 

where P and Q are nonsingular. 

COROLLARY 3: A complex normal matrix A is EP. 
PROOF: Since A is normal there is a unitary matrix U such that UAU* is diagonal [15], and hence 
(2) of the theorem may be applied. 

We shall return to such questions in section 3 and see that the situation is quite diffe rent over 
arbitrary fields. 

An example is given in subsection 4 following, to show that corollary 3 need not be valid over 
an arbitrary field. 

3. If A is an EPrl matrix and B is an EPr2 matrix, then AB may not be an EP matrix. For 
example, over CC, 

A = [~ ~l B = [~ ~] 

are normal, hence EP 1• But the product 

C=AB=[~ ~] 

is not EP 1 since C(~) =0, but C* (~) = G)' 
We shall prove that commutativity of A and B alters the above result. 
For V C CfJ", le t V.l denote the orthogonal complement of V under the usual inner product. 

Also, let 7)(A) , y/ (B), and 'Y/(AB) be the null spaces of A, B, and AB respectively. 

~ A matrix will be call ed EP if it is EPr for some r. 

54 



LEMMA 1: Let A and B be complex n X n matrices satisfying AB = BA. Then 

PROOF: Let vtfG'", xeT/(A ), yeT/(B). 

(A *B*v, x+ y)= (v, BAx+ ABy) = (v, 0)= 0 

so that A*B*VE[1)(A) + 1)(B)] .L 

LEMMA 2: With A and B as in lemma 1, A*B* '6'" <: 1)(AB).L 
PROOF: Let vtfG' n, ZE1)(AB). 

(A *B*v, z)=(v, BAz) = (v, 0) = 0 

so A* B*VE 1)(AB).L . 

L EMM A 3: Again , take A and B as in lemma 1. Then 

PROOF: Le t XE1)(A) .L , YE1)(A) . 

A By= B(Ay)= O 

so BYE1)(A) . H e nce 

(B*x, y) = (x , By) = 0 

a nd B*XE1) (A).l 

THEOREM 1.2: Let A be a complex EPr[ matrix and B a complex EP1"2 matrix satisfying A B = BA. 
Then 

1)(A) + YJ (B ) = YJ(A B). 

PROOF: Clearly YJ (A) + YJ (B) <: 1)(A B ). The re verse in c lus io n is obta ine d b y s ho win g th a t 

Firs t note that 

so 

S imila rl y, [YJ(A) + 1)(BW <: YJ(B).L a nd thus 

De no te YJ (A) .L n YJ (B).L by W. 
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We wish to show that B is one-one on y}(B)·L, that is, if XI, X2 EY}(B) .1 and BXl = BX2 then X I = X2 . 
If B(xI - X2) = 0 then XI - X2 EY}(B) n Y} (B).1 . However Y} (B) n 1/(B).1 = (0) because, with the usual 
inner product, '&'" has no isotropic vectors =!= O. Similarly, it follows that A is one-one 0 11 Y}(A) .1 . 

Now we may prove that A *B* is one-one on W. If XI, X2 EW and A *B*(x I - X2) = 0, then A* 
(B *(xI - X2)) = 0 and since A is EPr it follows that A(B*(xI - X2)) = O. Thus B*(x I - X2) Ey}(A). But 
by lemma 3, B*(xI - X2)Ey} (A).1 since XI - X2 EY}(A ).1. Therefore B*(xI - X2) = 0 so that B(xI - X2) = 0 
and since XI - X2 .Ey}(B)\ it follows that X I - X2 = o. 

Also A * B*[ y} (A) + Y}(B)J.L <;;:; A*B*ct'" <;;:; [y}(A) + Y}(B)J.L by le mma 1, and because A *B * is one-one 
on W we have 

Finally, 

by lem ma 2, completing the proof. 

It is not need ed in the above proof, but we can also show that [1](A) + Y}(B)).1 = W. For 

A*B*W <;;:; [y}(A) + 1](B)J.L 
c:;;,W 

(by lemma 1) 

and since A*B* is one-one on Wit follows that A*B* W= W. 
THEOREM 1.3: If A is a complex EPrl rnatrix and B is a complex EPr2 matrix sllch that AB = BA, 
then AB is an EPr matrix. 
PROOF: Suppose ABz = O. Then zEy}(AB) = 1](A) + 1](B). He nce there exist XE1](A), YE1](B) suc h 
that z = X + y . Furt hermore since 1](A) = 1](A *) a nd 1](B ) = 1](B*) we have 

B*A*z= B*A*x + A*B*y= 0 + 0 = 0 

whi c h completes the proof. 
A theore m of N. Wiegmann [20, 91 asserts that the norm alit y of the complex matrices A, B, 

and AB implies the normality of BA. The corresponding result about EPr matrices is fals e. For 
example , 

A~[~ 0 n ,nd B~ [ 0 0 n 0 0 1 
0 0 0 

are EP2 and 

AB~[ 0 0 n 0 0 
0 0 

is EP I • However, 
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has rank 1 and is not EP\. 
Th e follo win g is an example of what ca n be sa id in the absence of co mmuta tivit y. 

THEOREM 1.4: Let rank AB=rank B = r\ and rank BA =rank A = rz. l/ AB and Bare EF'r\ and 
A is EPrz then BA is EPrz. 
PROOF: If Ag = 0, then BAg = 0 and therefore Y) (A) ~ Y) (BA ). However, since ra n k A = rank 
I3A , we have Y)(A) = Y)(BA). Similarly, Y)(B)=Y)(AB ). 

Then I3Ag= 0 

H A*g = 0 since A is EPr2 

H B*A*g = O 

H Al3g = O since AI3 is EPrz 

(=9 I3g = 0 

H l3*g = O 

H A*l3*g = O. 

He nce Y)(I3A) ~ Y)(A*B*) = Y)((I3A)*). But rank BA = rank (I3A)* and therefore y)(BA) = Y) (A* B* ). 
Thus BA is EPrz. We shal l re turn to thi s th e me again. 

4. Now we are ready to consider EPr matri ces over a n arbitrary field F. 
DEFINITION: Let F be a field a nd 'A an involutory automorphism of F; that is 'A is an a utomorphism of 
F s uc h that A2 is the identity map. F'or ad', let A(a) = aEF and for A = [ai)1 set A* = [bijl where 
bi) = aji. We sayan II X /1 matrix A with en tri es from F is EPr if the following conditions are 
sati s fi ed 

(1) A has ran k r, 
» » -

(2) L Cl'iAi = O if and onl y if L Cl'iAi = O (CI'iEF, i = l, . . . , /1). 
1= 1 ;= 1 

We first prove an analogue of theorem 1.1. 
THEOREM 1.1': Let A be an n X n matrix with entries in a fieLd F. Then statements (1), (3), (5), 
(6), (7), (8) and (9) oj theorem 1.1 are equivaLent. 
PROOF: Examination of the proof of theorem 1.1 indicates that no properties peculiar to (~ were 
used and all properties of the complex conjugation that were esse nti al carryover to 'A; that is a = 0 
if and only if a = 0 and ab = a b, a + b = a + b whether a denotes the complex conjugate of aECG' or 
denotes 'A(a) for aEF. 

It should be noted that statements (2) and (4) of theorem 1.1 may fail to be equivalent to state­
ment (1). For example, consider 

[
13 1 1 A = 0 3 1 
012 

over CF(5) . The only automorphism of CF(5) is the identity (since the image of 1 is 1) and so 

A' ~ A'. A, i m pIe calo ulation , how, that "(A) ~ "(A ') and a b"i, vecto' i, (~). thcwfo,e, A i, E P , . 
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But there is no U satisfying UU* = I and such that 

UAU*=[g I ~ ] 
where D is 2 X 2 and nonsingular. For the existence of such a matrix U would imply rank A2 = rank 
D2 = rank D = rank A. However, from A2 as calculated below, it is clear that rank A2 < rank A. 

We have seen that if a complex matrix A is EPr, then An is EPr. This situation does not hold 
for an arbitrary field. In fact, for the example above, we have 

31] 00· 
o 0 

Thus rank A2 = 1. But A2 is not EP1 since 

Since A3=A2, no higher power of A is EP. 
We point out that these conditions fail here because the proof of Schur's theorem, previously 

used, requires that the characteristic vectors of A not be isotropic vectors under the Euclidean 

inne, pmduel. Om '1:, no non"m veelo, i, i,otmpie. Ove< eF(5), the veelo' G) " ',o"op'e. 

One should note that A has minimal polynomial x2(x - 1). In fact, if x2 does not divide the 
minimal polynomial of A, then rank A2=rank A. Hence A2~=0 implies A~=O so A*~=O and 
thus (A2)* ~ = o. Then A2 is EP. 

On the other hand the EP2 matrix 

[ 1 3 1] 
A= 3 0 0 

1 0 0 

over GF(5) has minimal polynomial x2(x -1), but A2 is not EP. 
We have 

THEOREM 1.3': Let A be an EPrl matrix and B an EPr2 matrix over a field F. If AB=BA and 
neither 7](A) nor 7](B) contains isotropic vectors , then AB is EPr. 
PROOF: The essential part of theorem 1.2 (from which theorem 1.3 follows immediately) which 
requires the complex field is the equality 

7](A) n 7](A) .l = (0) = 7](B) n 7](B).l 

But, unde r the hypothesis of theorem 1.3', this holds. 
It is of interes t to have a theorem along the lines of theorem 1.3 which places no restrictions 

on F. We now give such a theorem, which will also show that any example of the type given at 
the beginning of thi s section must involve a matrix of size at least 3 X 3. 
THEOREM 1.5: Let A be an EPrl matrix and B an EPr2 matrix over a field F such that AB = BA. 
If r = rank AB = mi l1(rl ' r2), then AB is EPr. 
PROOF: Suppose that r = rl. If A~=O where ~EFII' then O = BA~ = AB~ so that 7](A) ~ 7](AB). 
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Si nee I" = r" it follows that YJ (A) = y)(AB). Th us, if A B~ = 0 then 

A~ = O, 
A;'~ = O, 

B*A*~ = O 

and so 

YJ(AB ) ~ YJ (B*A*). 

But rank AB=rank (AB)*, so YJ(AB) = YJ(B*A*) and therefore, AB is EPI",. 
The argument is similar if r = r2. 

COROLLARY: If A is a 2 X 2 EPrl matrix over F and rank A 2 = r2 then A 2 is EPr2. 
PROOF: Case 1. 1",=2. Then A2 is nonsingular , a nd hence is EP2 • 

Case 2. r, = 1. If 1"2 = 1, appJy theore m 1.5. If r2 = 0, then A2 = 0 and the result is trivial. 
Case 3. rl = O. Trivial. 

We note that theo re m 1.4 re mains valid for matri ces with e ntries from an arbitrary field, and 
then show 
THEOREM 1.6: Let A, B, and AB be EPr matrices over a field F. Then BA is an EPr matrix . 
PROOF: It follows from theore m 1.4 that it suffices to prove r= rank BA. 

In view of the eq ualit y (W.l).l = W for s ubspaces W ~ F" it follows that the formulas 

(0') rank AB = 1" - dim (YJ (A) n'T/(B*).l), 
(f3) rank BA = r - dim (YJ(B) n'T/(A*).l) 

(see [6], theore m 7.8) are valid. From (0') and the hypo thesis that B :s EPr we have 

so 

YJ(A) n YJ (B).l = (0) 

and thus Fn = YJ (A) EB YJ(B).l (by a dimension argument). Hence 

so that dim (YJ(B) n YJ(A ).l) = O. The n r = rank BA. 

THEOREM 1.7: Let A be an EPrl matrix and Ban EPr2 matrix over afield F. Then we may write 6 

A*=AN, B*=BM, 

for some nonsingular matrices Nand M. If AB = BA, then AB is EPr if and only if N YJ (AB) ~ YJ(AB). 
PROOF: Since B* = M- * B it follow s that 

B*A *= M- *BAN=M- *A BN. 

Suppose AB is EPr and AB~= O. Then 

0 = B*A*~ = M-*ABN~=AB(N~) 

which implies that N~EYJ(AB). 

6 The fo llowing ma tri x N wo uld be (N* )- l in the notation of (6) of Theorem 1.1. 
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Conversely, if NYj(AB) ~ T/(AB), then by repeating the above argument we can show that AB 
is EPr. 
THEOREM 1.8: Let A be an EPr) matrix and B an EPr2 matrix over F. Let AB = BA and let A * 
= AN, where N is nonsinguLar. If T/(A) + T/(B) = T/(AB ), then NT/(AB) ~ T/(AB). 
PROOF: Since A is EPr] then T/(A*)=T/(A ) and therefore 

NT/(A) ~ T/(A) ~ T/ (A B ). 

Hence it is sufficient to show that NT/(B) ~ T/ (AB). 
First we note that A*T/(B) ~ T/(B) . For if XET/(B ) = T/(B*), then 

B*A*x= A*B*x= O. 

Moreover since B is EPr2 it follows that BA*x= O and he nce A*XET/(B). 

Again le t XET/(B ). The n 

ABNx= BANx= BA*x= O 

as required , co m ple ting the proof. 

The co nve rse of theore m 1.7 is fa lse, as the followin g s hows. Let p be a prime and le t F 
= GF(p). Let A = B be a I) X P matrix over F with all e ntri es eq ual to 1. The n A = B is EP) and 
T/ (A)+ T/(B )= T/(A ). But A2 = 0 so T/ (AB)= 'Y) (A2)=(GF (p))II ~ T/ (A)+ T/ (B )= T/ (A), since dim T/(A) 
= p -1. However, A = A' so the matrix N of theore m 1.7 may be chose n to be I. 

We c lose thi s sect ion by noting that theore ms 1.6 and 1.7 have a nalogs for the matrix M. 

3. A* as Unitary Multiple of A 

1. It is known that if A IS a co mplex normal ma trix the n 

A* = NA=AN 

wh ere N satis fi es NN* = 1, that is, N is unit ary. By co ndition 6 of th eorem 1.1, A is an EPr matrix . 
The matrix 

with entries fro m CF(S) sati sfies AA*=A*A (w here the automorphism used to define A* is the 
identit y). But 

so that A is not EPr. 
Thu s in order to be able to obtain a relationship of the form (1) it is necessary that A be both 

normal and EPr. The co njecture was made that these conditions are also s ufficient. The main 
purposes of this sec tion are to show th at 

(1) with some added hypotheses a relationship of the form (1) ex ists, but 
(2) without any added hypotheses, the conj ec ture is not universall y true. 
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The c lass of normal EPr matrices havin g s uch a relationship will be ex te nded to zero-type 7 

EPr matri ces o ve r a fi eld of characteri sti c ~ 2 in subsec tion 2. Also, an exa mpl e will be gi ve n of 
a 4 X 4 zero-type EP2 matrix over an arbitrary field of characteri sti c 2 whi ch does not have a rela­
ti onship of type (1). 

2. We begin by finding sufficie nt conditions for a relationship of type (1). 
THEOREM 2.1 ([10)): if A is normal and has the same rank as AA *, then A is EPr. 

Over the complex field an EPr matrix is not necessarily normal and over an arbitrary field the 
addition of the hypothesis rank A = rank AA* does not imply normality. For example 

[ 
1 0 0 1 A= 0 0 0 
1 0 1 

considered over C{;' or over CF(3) is EP2 and satisfies rank A = rank AA*. But A is not normal. 
THEOREM 2.2 ([10]): Let A be an n X n matrix such that rank A = rank AA *. Then A is normal if 
and only if A * = NA = AN where N satisfies NN* = 1. 
THEOREM 2.3 ([11]): Let A be an n X n matrix of rank r. Then A is a normal EPr matrix if and 
onl y if there is a nonsingular matrix M such that A * = AM = MA. 

We do not repeat the proofs here. The essence of the argument will be repeated in th e 
proof of theore m 2.4. 

The main objec t of this section is to improve theorems 2.2 and 2.3, that is, to remove the re­
stric tion that A and AA* have the same ran k and , at the same time, obtain a matrix N such that 
A*=NA=AN and NN* = I. 
LEMMA: Let A be an EPr matrix. We may express A as 8 

A = T[~I~ ] [~I~] [~I~*]T*. (2) 

Then A is normal ~f and only if 

D(l + X*X)D* = D*(l + X*X)D. (3) 

PROOF: Suppose A is normal. Then 

AA* = T [ D(I + X*X)D* D(I + X*X)D*X* ] T* 
XD( I +X*X)D* XD(l + X*X)D*X* 

and 

A *A = T [D*(1 + X*X)D D*U + X*X)DX* ] T* 
XD':' (I+X*X)D XD *(I+X*X)DX * . 

Comparing the (l, 1) positions of AA* = A* A shows that (3) holds. 
Conversely, if 

D(l + X*X)D* = D*(1 + X*X)D, 

7 St:!.' illJn\'1:: T heuI"I' 1)1 2.5 for definition. 
~ I-I('rt · T is a pl'rmulatiun matrix corres ponding to I/l(' P ill (7 ) of Tllt:ore m 1.1. 
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then 

D(J + X*X)D*X* = D*(J + X *X)DX * , 

XD(J + X*X)D* =XD*(J + X*X)D, 

and 

XD(I +X*X)D*X* =XD*(J +X*X)DX* 

Hence, corresponding blocks of AA* and A*A are equal so that A is normal. 
THEOREM 2.4: Let A be a normal EPr matrix with A expressed as in (2); a necessary and sufficient 
condition that there exist a unitary N such that A * = AN = NA is that there exist an (n - r) X (n - r) 
matrix Go such that 

- I + XDD- *D- I D*X* - XDD- *X*Go- GriXD-1D*X* + CriO + XX*)Go=O. (4) 

PROOF: Suppose that A* = NA. Since Tis nonsingular we may write N as follows: 

where B is r X r , C is r X (n - r) , F is (/1 - r) X rand C is (/1 - r) X (/1 - r). Substituting (5) into 
A * = NA and simplifying we obtain 

T [~] [~] [~J T* = T [JU£] T*T [~] [~] [~] T* , 
X I/,, - :! 0 10 0 iIn- r F Ie X IJ II - r 0 10 0 I/n -r 

[~] [JU£] [~] [BD +CXD 0] 
XD* 10 = Fie XD 10 = FD+ eXD 0 . 

Thus, 

D*= BD +CXD 

so that 

B = D*D- I-CX. 

Also, 

XD*=FD+CXD. 

He nce 

F=XD*D- I-GX. 

Thus the general solution of A * = NA is gi yen by 

N= T[D*D - I-CX Ig]T*. 
XD*D - I-CX 
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We furthe r require that the matrix N obtained above satisfy A* = AN. Using the represen­
tations (2) for A (and A*) it follows that 

T[~J [~] [["IX* ] T* 
X I/" - r 0 10 0 1,,- r 

- T [~ I~,-J [~ I~] [~. J ,*- , ] T*T [f~~;1_~~2x I~ ] T* , 

[ ~* I~*X* ] = [ ~ I~X*] l ~~~;'-~~2x ~] 
= [ DD*D-l - DCX + D~*XD*D-l- DX*GX I DC + ~X*G ] 

Hence, 

D* = DD*D- l_DCX + DX*XD*D- l _ DX*GX = D(1 +X*X)D*D-l- D(C +X*G)X (6) 

and 

D*X* = DC + DX*G 

C = D- ID*X* - X*G. (7) 

S ubstitutin g (7) in (6) we have 

D* = D(I + X*X) D*D- l - D(D- l D*X* - X*G + X*C)X = D(I + X*X) D*D- l - D*X*X 

which is eq uiv ale nt to (3). By th e le mm a it follow s that 

N = T[ D*D- I..:.. D- ID*X*X + X*CX ID- ID*X*- X*G] T* 
XD*D- I- GX G (8) 

sa ti s fi es A* = NA = AN. 
Finally, we require that G be c hose n so th a t N*N= /. By computin g N* from (8) a nd th en 

multipl yin g out N*N we obtain 

N*N = T [ ~ I ~ ] T* 

where 

p = D- *DD*D- ' - D- *DD- 'D*X*X + D- *DX"'GX - X*X DD- ':' D*D- ' 

+ X*XDD- *D- 'D*X*X - X*XDD- *X*CX + X*G*XD*D- ' - X* G*XD- ' D*X':'X 

+ X *G*XX* (,X + U- ':DX*XD*D- l - D- *DX*CX - X*C* XD*D- ' + X*(;*CX 

= /,. -X*[I ,,_,. - XDD- *D- ID*X* + XDD- *X*G + G*XD- ID*X* - G*(I + XX*)G]X. (9) 

Q= D- *DD- ID *X* - D- *DX*G - X*XDD- ':' D- ID*X* + X*X DD- *X*G 

+ X*G*X D- 'D*X* -X*G*XX*G+ D-*DX*G-X*G*C 

=X*[I - XDD- *D- ID *X* +XDD-*X*G+ G*XD-ID*X* - C*(1 + XX*)GJ. (10) 
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R =Q*. (11) 

S=XDD-*D-ID*X* -XDD- *X*G-G*:XD-ID*X* + G*XX*C+ G*c 

=XDD-*D-ID*X* - XDD-*X*C - C*XD- ID*X* + c*(l + XX *)c=S*. (12) 

Hence 

P = II' - X*(lu - r - S)X, 

Q =X*(lll-r - 5), 

R =(lll-r-S)*X = (l,, - r-S)X, 

If for some G we have N*N = I, then 5 = In-r and hence (12) reduces to (4) as required. 
Conversely, suppose there is a Co satisfying (4). If this value is substituted for G in (8) then 

(12) reduces to 1,,-1' - 5 = O. Hence 

P= 11'- O= Ir, 

Q = O, 

R = O 

so that N*N=I as required completing the proof. 
In ([10], p. 3) we have the added hypothesis that rank A = rank AA*. From this it follows as 

in [10] that 1+ X*X is nonsingular. Theorem 2.2 may be established by verifying that 

Go =X(l + X*X) - I (D- ID'" -l)X* + I 

is a solution of (4). 
DEFI NITION: Let n = 2r (r is a positive integer). An n X n EPr matrix A such that AA* = 0, is 
called a zero·type matrix ; that is the columns of A are pairwise orthogonal and individually isotropic 
with respect to the inner product induced on FII by A..) 
THEOREM 2.5: A zero-type matrix is normal. 
PROOF: Since A is EPr 

A=T[~] [~J [~]T* X I Ir 0 I 0 0 I II' 

where X is r X r, so that 

O=AA-= . .,. [D(I+X*X)D* I 0] 
o 0 

Since D is nonsingular, it follows that 1+ X;X = O. By the lemma before Theorem 2.4,A is normal. 
The preceding proof did not use the fact that /I = 2r. Nor does the following alternate proof: 

AA* = O implies that each column of A* lies in YJ(A). Since A is EPr, it follows that A*A*=O 
and thus that AA = 0. Hence each column of A is in YJ(A) , and s.ince A is EPr, A*A=O. 

A similar proof shows that EPr matrix A is normal if A~ = OY 

\1 We are indeb ted to A. J. C .. I{lman (Na tiunal Hun-au of Standards) for Ihl' observations of tilt' I-'r~ceedil1~ Iwo paragraphs. 
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COROLLARY: If A is a zero-type matrix, then the square matrix X of theorem 1.1, part (7) satisfies 

1 +X*X= / + XX* = o. 

TH EOREM 2.6: If A is a zero·type matrix over a field of characteristic =I 2, then there is a unitary 
matrix N such that A * = NA = AN. 
PROOF: According to theorem 2.5 it suffices to find an (n - r) X (n - r) matrix Go satisfying (4). 
However, by the above corollary, for a zero-type matrix, [+ XX* = 0 so that (4) reduces to 

0=-1 +XDD- *D- 'D*X* -XDD-*X*Go- q;XD-'D*X* 

=-[ +XDD-*D- 'D*X* -XDD-*X*Co-(XDD -*X*Co)*. 

Set Y=XDD- *X*Co. Then (4) becomes 

0=- [ + XDD- *D- 'D*X* - Y - P. (13) 

Set H =- ~ (/ - XDD-*D- 'D*X *) . Then H = H* and Y = H is a solution of (13). Thus 

Co= (XDD -*X*)-'H = - ~ (X DD- *X *)- '(/ - XDD- *D- 'D*X*) 

satisfies (4), co mple ting the proof. 
We now give an exa m pIe to show that th e req uire me nt c harac te ri sti c =I 2 is necess ary. Let 

r 
1 0 0 

1 1 1 
A = 

1 0 1 0 

1 1 1 1 

over a field of characteristic 2. Then 

1 0 0 0 1 0 0 0 1 0 0 

A= 
0 1 0 0 1 1 0 0 0 1 0 1 
1 0 1 0 0 0 0 0 0 0 0 

0 1 0 1 0 0 0 0 0 0 0 1 

so that A is EP2. Moreover, AA* = O so that A is a zero-type matrix. Equation (13) of theorem 
2.6 reduces to 

Y + Y* = [ ~ ~ l 
Thus, the impossibility in some cases of finding a unitary matrix N such that A* = AN = NA follows 
from the following theorem and theorem 2.5. 
THEOREM 2.7: Let F be a field of characteristic 2 and A the identity. [f S is a symmetric matrix 
over F, then a necessary and sufficient condition that there exist a matrix R such that R + R * = S 
is that S have only zeros on the diagonaL. 
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PROOF: Suppose R+R*=5. Because a+a=O for a€.F, it is clear that the diagonal elements 
of 5 are zero. 

Conversely, let the diagonal elements of 5 be zeros. Let R have zeros on and below the diag­
onal and be identical with 5 elsewhere. Then R + R* =5, completing the proof. 

A matrix M satisfying the conditions of theorem 2.3 is 

1 1 1 0 

1 0 0 1 
M= 

0 0 0 1 

0 0 1 1 

It would be desirable to relax the requirement n = 2r in the definition of zero-type matrix. Such 
a change, however, leads to difficulties in the ensuing matrix equation which we cannot presently 
handle. In particular, the condition 1+ X*X = 0 (which continues to hold) need not imply 1+ XX* 
= 0, and so (4) re tains its formidable character. For example, consider 

1 1 

1 1 

1 1 

over a field of characteristic 3. Then rank A=I and AA*=O. Suppose X=(a, bY and D=[d] 
in (7) of Theorem 1.1. For any permutation matrix T, 

A~T-'AT~ [ :a 
dii db 

daa dab 

db dba dbb 

Hence X = (1, 1)1, so that 

1+ XX* = [~ ~],.c 0 

although I+X*X=O. Note that N= I is a unitary solution of A*=AN=NA. 
3. It was proved by Williamson [24] that any complex normal matrix A may be written as a 

polynomial in A * with complex coefficients. An example is given in [10] to show that this is not 
necessarily the case for a normal matrix over an arbitrary field F. That example gives a normal 
but not EPr matrix_ Instead of repeating this example we give a matrix A whic h is normal and 
EPr, yet A* is not a polynomial in A. The matrix A of the example before theorem 2.7 suffices. 
A2 = 0 so we try to find a and f3 in CF(2) such that A * = aA + f31. 

1 1 1 1 1 0 1 0 1 0 0 0 a+{3 0 a 0 

0 1 0 1 1 1 1 1 0 1 0 0 a a+f3 a a 
=a +f3 

1 1 1 1 1 0 1 0 0 0 1 0 a 0 a+f3 0 

0 1 0 1 1 1 1 1 0 0 0 1 a a a a+f3 
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so th at com pari ng the (l, 3) and (:~, 1) positions leads to 

0' = 1,0'= O. 

Hence A * is not a polynomial in A. 
We close thi s section by stating the only known res ult concerning the expression of A* as a 

polynomial in A and giving an example. 
THEOREM 2.8 ([10]): Let A be an n X n matrix over a field F and let K be a field containing F and 
the characteristic roots of A. If rank (A - f31)(A - 131)* = rank (A - f3l) = r{3 and A - 131 is EPr{3 
Jor each f3EK, then A is normal and A * may be written as a polynomiaL in A. 

However, the hypotheses are not also necessary. For example 

A=[~ ~J 
over GF(2) satisfies the conclusion of the theorem, but rank A =t'= ra nk AA*. Moreover, this ex· 
ample is eas ily adapted to GF(p) , I) = prime. 

4. EP Linear Transformations 

1. In thi s sec tion we introduce the notion of an EP linear transfo rmati on acting on a finite· 
dime nsional vec tor space. We de velop a theory for EP linear tran sformations and then show how 
some of th e results of the previous sec tion s may be derived by means of thi s new concept. 

F inally , motivated by the well·known notion of normal linear transformation, we introdu ce 
the concept of e ·normality and apply it to th e s tudy of normal EP,. matrices. 

2. No tati on: Throughout, V de notes an n·dime nsional vec tor space over a field F , VII (F ) 10 de· 
notes th e vec tor s pace of m X 1 column vec tors with co mpone nts from F,V denotes the dual space 
of V (that is, the space of linear transformation s from V to F ), L(V) d e notes the space of linear 
tra nsformation s fro m V to V, and for TEL(V), YJ (T) and R(T) de note the null space and range space 
of T res pectively. [T]Il de notes the matrix of T relative to the bas is B of V. YJ (A) and R(A) denote 
the null space and ra nge space of the n X n matrix A respectively . 

We recall th e esse ntial facts concerning T* EL(V), the linear tran formation dual to T. For 
XEV and YEV we set 

T*)r(x) = y~Tx), 

where O'~ (x is an involution of F. Generally one se ts T*i\x) = i\Tx) , but our special purposes 
require the conjugatio n and no great change ensues. Thi s gives a well·de fin ed linear transfor-
mation on V. MOl·eover, if VI, ... , VII and VI, ... , Vn are dual bases, that is, v;(Vj) = Oij, th e n the 
matrices of T relative to VI, ... , VII and of T* relative to ';; 1, ... , v" are conjugate transposes. 
These elementary facts will suffice for our purposes . For furth er details see the lec tures by N. 
Jacobson [8, pp. 51- 60]. 
DEFINITION: Let TEL(V). T is an EP linear transfo rmation if there is a basis UI, •.. , UII of V 
and a dual basis UI , . . ., Un of V such that 

T ( i aiui) = 0 if and only if T* ( i aiui) = O. 
/= 1 1= 1 

Dual bases satisfying thi s requirement will be called special bases and the basis Ut, ... , Un will 
be called a special basis. (So if refere nce is made to a special basis, it is to be understood that 
there is a dual basis such that together these dual bases form special bases.) 

10 Previous ly denoted F". 
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THEOREM 3.1: Let TEL(V). Tis EP with special basis B: b l , ... , bn if and only ij[T]B is an EP 
matrix. 
PROOF: Consider the isomorphism f8: V ~ f8(V) = Vll(F) defined by 

(1) 

Note that E :jB(bd, ... , in(bn) is the natural basis of VII{F). in induces an isomorphism F 8: L(V) 
~ F8(L(V)) = L(V,,(F)) defined by 

Note that 

(2) 

If B : bl ,. ., 611 is the dual basis to B, then there is also an isomorphism i: : V ~ i:(V) = VII(F) 
defined by 

A (II A ) f13 ~ {3ibi = ({31 , ... , {311)' 

and ii!(bd, ... , i:(b ll ) is again the natural basis of VII(F). ill induces an isomorphism F 8: L(V) 
~ FI1(L(V)) = L(V,,(F)) defined by 

Note that 

As remarked earlier, for any TEL(V), 

[T*Js = [TlJ· 

First assume Tis EP with B as special basis. Then 

0= [Tlllin(x) = [F 13llE./n(X) = (F 1l1)(fn(X)) = fB(Tx) 

implies that 

0= Tx = T ( i Ciibi) 
z=1 

and th us that 

( II A) 0= T* 2: Ciibi = T*x. 
z= 1 

This in turn implies 
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Furthermore, the reso ni ng is reversible. Thus for all ~ = !H(X)E V,,(F) we have 

[TM'= O iff 

a nd so [TlB is an EP matrix. 

Next assume [TlB is an EP matrix. The n 

Tx = T ( :t aiVi) = 0 
I = J 

implies 

whic h in turn implies 

0= [TJ/UiJ(x) = [T*lil(a l , . . , a,,)' = [FIJT*]tJ~1 (:t a/bi) 
1= 1 

Thus T* (~ ai';;;) = O. 

with B as special base .11 

Furthermore, th e reaso ning is reversible and so T is a n EP tra nsfo rmati on 

If there exist special bases for T it is not necessarily true that a ny pair of dual bases provides 
s pecial bases. For exa mple, consider th e lin ear transformation T whose matrix relative to the 
natural basis e l, e2, e3 of V3(F) is 

Let e~, e'2, e'3 be the dual bas is. Then Te2 = O. Also 

so that T*e2 = O. 

Suppose T* ( ~ aiei) = O. The n 

II We al'e inde bt ed to A . J. Co ldm a n (NaliHna l Bureau of Standards) for s implifying an ear li er ve rs iun of thi s res ult a nd bringin g the proof to it s pre~en l si mple r 

fOfm . 
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0= T* ( ± aiel) (e3) = ± aiei(e3) = a 3, 
1= 1 1.= 1 

3 

and hence a, = a ;l = 0 so that L aiei = a2e2. But T(a2e2) = O. Thus T is EP with the natural 
;= 1 

basis and its dual as special bases. 
However, consider the following dual bases. v, = e" V2 = e, + e2, Va = e3 and v, = e, - e2, 

V2 = e2, V3 = e3. T(v, - V2) = O. But 

so that T*(v, - V2) ¥ O. Hence these dual bases do not satisfy the requirements of the definition 
of special bases. 

It is possible that every pair of dual bases be special bases. For example, this is the case 
whenever T is nonsingular. 

Now we give an example of an EP linear transformation T with exactly one pair of special 
bases. Let T have the matrix 

over CF(2) relative to the natural basis e,. e2 of V2(GF(2)). By the same type of calculation per· 
formed earlier one verifies that the dual bases e" ez and e'" e'2 are special bases. By theorem 3.1, 
determining all special bases B is equivalent to finding all 2.X 2 nonsingular matrices P such that 
[T]B=P- 'AP is EP,. If 

and C=P- 'AP is EPr, then (x, YYE"T)(C) implies 

ax = by, 

dx=cy 

since the identity is the only automorphism of CF(2), and 

(3) 

(4) 

By testing the three nonzero possibilities (1,0),(0,1), and (1,1) for (x, y)l, and eliminating the third 
since P is nonsingular, we find that 

P=I , 

are the only solutions. Hence T has exactly one pair B, B of special bases. 
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Th e proof of the nex t theore m requires the followin g well-known result. 
LEMMA 1: Let T EL(V). Then the following are equivalent. 

(i) rank T = rank P. 
(ii ) 1)(T) n R(T) = (0). 

THEOREM 3.2: Let TEL(V) and rank T = rank P. Then T is EP. 
PROOF. Let rank T=n-r. Let V have a basis UI, •. . , U'" U N !' ... , U II where the firs t r 

vectors form a basis of 1)(T) and the re maining (11 - r) vec tors fo rm a basis of R(T). 

/I 

Suppose TUi = L IXkiu.,(i = 1, ... , n). Then 
k= 1 

r n 

L IXkiUk = Tu; - L IXkiUk· 
k = 1 k = ,.+ 1 

The le ft-h and side of (5) is in 1)(T ) and the ri ght-hand side is in R(T ). Thus 

and 

/I 

,. 
L IXkil./,/, = O 
. '= 1 

TUi = L IXkiLLkER(T) (i = 1, .. . , n). 
k = ,.+ 1 

If the dual bas is is ill, . .. , UI/, th en for i = l , . .. , r, 

(T* ')( ) - ~(T ) - ( ~= O for j = 1, ... , r 
Ui Uj - Ui Uj - (1/ ) 

Ui L IX,'jU" = 0 for j = r + ] , . . ., n , 
k = ,.+ 1 

(5) 

so that T * iti = O. From rank T = ra nk T * [8, p. 591 it follows that lll , . .. , il l' form a basis fo r 
1)(T*) . He nce Tis EP, comple ting the proof. 
COROLLARY 1: Let T E L (V). There is a positive integer k such that 'P is EP. 
PROOF. The seque nce of subs paces 

1)(T) ~ 1)(J'l) ~ . . . 

te rminates. That is, the re is a positive integer k s uch that rank Tk' = rank Tk + I . Thu s ra nk 
p' = rank J'2". 
COROLLARY 2: If A is an n X n matrix such that rank A = rank N, then there is a nonsingular 
matrix P such that p - I AP is EPr. 

PROOF. If T is the linear transformation whose matrix re lative to the natural basis is A, then T 
is EP and so has a special basis B. By th eore m 3.1, 

is EPr where P is the matrix changing coordinates from the natural basis to the special basis. 
COROLLARY 3: Let A be as in corollary 2. Then any linear transformation T whose matrix relative 
to some basis is A is EP. 
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REMARK. The condition of theorem 3.2 is not necessary that T be EP. For example, consider 
the matrix 

A is EPr, since it is symmetric, so the linear transformation T of theorem 3.1 is EP. However, 
rank T= 1 and rank P = o. 

Furthermore, this type of example can be constructed for any nonzero characteristic. 
The situation is better over the complex field. 

THEOREM 3.3: The linear transformation T on a vector space V over the complex field is EP if and 
only if rank T= rank P. 
PROOF: We may assume that T is singular. Suppose that T is EP and has a special basis B. 
[T]B is EPr so applying theorem 1.1, 

P[ T JnP* = [ g I ~ ] 

where PP* = I and D is nonsingular. Since D2 is nonsingular, rank P = rank P[P] II P* = rank T. 
The converse is included in theorem 3.2. 
3. DEFINITION. Let TEL(V) and Vand V have dual bases B : l~I' _ .. , Un and B :UI,' .. , ~n. 

Let Oil denote the linear transformation of Vonto V given by 

( 
/I ) II 

OB ~ aiUi = ~ a/Ii. 
l = l l = 1 

Then Olll T*OIlEL(V). We say that Tis OB - normal if T and 8BI T*8H commute. 

/I 

Suppose Tu; = 2: t .. iUk(i = 1, ... , n). Then 
.. = 1 

11 n 

(8[jIT*811 )Ui=8JjIT*it;=8JjI 2: t; .. tik = 2:tikud i =I, . .. , n) 
.. = 1 1.' = 1 

and so the matrices of T and 8il I T*8B relative to the basis u I, . . . , Un are conjugate transposes . 

/I 

Let T have matrix A relative to the basis el , . . ., ell and let Ui = 2: Pkie .. (i = 1, ... , n) , 

P=[Pij]. Then 
h'=1 

Hence, in matrix terms, T is 8B - normal if and only if PAP- I and P - * A *P* commute. 
LEMMA 2: Let T EL(V) and let 8B be the mapping of the preceding definition. Suppose the under­
lying automorphism is the identity. Then (8BIT*8B)* = 8B T8B'. 
PROOF. We use the bases B: UI, . . . , Un and B: u" . . ., Un employed in defining 8B. The 
proof is arranged to indicate why assuming A to be the identity is required. 

n " n 
Suppose Tu; = 2: {3,ciUk(i = 1, . . , n) so that T*u; = 2:f3ikUk (i = 1, ... , n). If x=2:aiuiEV, 

k = 1 k = 1 i = l 
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then 

and 

(O/JTOJjl Ui ) (x) = (O/JTui) (x) 

= (O/J ~1 {3kiUk) (x) 

= ( f {3kiUk) (i ajuj) 
k = 1 ) = 1 

n 

=L {3jia j. 
j = 1 

Since 'A is the ide ntity , aj = (Xj ; thus (OJj IT* OIJ)* and OIJTO/i l agree on a basis and so th ey are 
equal. 
LEMMA 3: Let A be an EPr matrix over a field F. Then rank A 2 = rank AA * . 
PROOF: We have show n that A*=NA where N is nonsin gular , so AA*= A2N- *. 
REMARK: A = [Sn shows the co nverse is fa lse. 

Before s tating the next theore m we indicate the notation to be used. Let TEL(V) a nd n - r 
= rank T = rank P . Then Y/(T)nR(T) = (O) and he nce we may c hoose a basis B: UI , ... , Un of 
V suc h that UI , . .. , u/' form a basis of Y/(T) a nd U N I , ... , Un form a basis of R(T) . Moreover , 
T is nonsin gular on R(T) and thus TU r+l, . . . , Tu" also form a basis of R(T) . As in theore m 3.3, 

..... .... ----- ~ 
B: UI , . .. , U/" TUr +l , ... , TUn and B: ut, . .. ,u;:, (Tu/,+I) ... ,(Tu,,) 

form a pair of special bases for T. Let 

~ ~ 

Vi==Ui,V;= Ui (i=l, . .. , r), 

~ ------. 
v;= Tu;, vi =(Tui) (i=r+ l , ... , n) , 

and 

( n ) n 
OIJ ~ aiVi = ~ arIJi. 

1= 1 t = 1 

Finally, suppose the underlying automorphism on F is the identity. Then we have the following 
analog of theorem 2.2. 
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THEOREM 3.4: With the notation of the preceding pargraph suppose that T is (}B-normal. Then 
there is a linear transformation R = ROE L(V) such that 

(i) (}iiIT*(}B = RT = TR, 
(ii) R is unitary relative to the inner product 

(x, Y)=(}BY(X), x, YEV, 

(that is, (Rx, Ry) = (x, y) for all x, 'y), 
(iii) N, the matrix of R relative to the basis B, satisfies NN* = I. 

PROOF: (i) Define R as follows. 

RUi = Ui (i = 1, ... , r) 

R(Tui) = (}iiIT*(}BUi (i=r+1, ... , n) 

so that R is defined on all of V since V = YJ(T) EB R(T). Since Tis EP with special bases UI, ... ,Un 
and UJ, ... , U~ it follows that 

RTui=RO=O (i = 1, ... , r), 

Hence (}iiIT*(}B = RT. Moreover, 

TRu;=Tui=O (i = 1, ... , r), 

TR(Tui) = T(RTui) 

= T((Jii l T*(}BUi) 

(by (}-normality) 

=RT(Tui) 

and so TR = RT. 

(Note that YJ(T) n R(T) = (0) is used only to insure that R can be defined on all of v.) 

(ii) For i, j= 1, ... , r, (RVi, RVj) = (RUi, RUj) = (Ui, Uj)=(Vi, Vj). 

For i , j=r+ 1, . . . ,n, 

(by lemma 2) 
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= (Vi, Vj). 

For i = 1, ... , rand j= r+ 1, ... , n, 

and 

Finally, 

(
II II ) II ( II ) ~ (XiVi , ~ {3jVj = ~ {3iJj ~ (XiVi 

1.= 1 ) = 1 ) = 1 1= 1 

II 

=L {3i(Xi 
'i = 1 

II 

=L (Xi{3i 
i = 1 

(
II II ) = ~ {3.jVj, ~ (XiVi 

) = 1 1= 1 

so for i = r+1, ... ,n andj=l, ... ,r it follows that 

= (Ruj, RTui) 

Hence (x, y) = (Rx, R y) for all x, YEV. 

II 

(iii) Set RVi = L rjiVj (i = 1, ... ,n). Then 
j = 1 

75 

(from the preceding case) 



If 

= L rtdrAj 
1,=1 

so that N*N=I, completing the proof. 
COROLLARY 1: Let A be a normal n X n matrix (relative to the identity automorphism) satisfying 
rank A = rank AA*. Then. there is a matrix N such ,that N*N = I and A * = NA = AN. 
PROOF: By [10]A is EPr and so it follows from lemma 3 and 'Theorem: 3.2 that T, the linear trans­
formation whoseAmatrix relative to the natural basis of Vn(F), E: el, . .. ,en is A, is EP with el, ... , 
en and l" ... , In as special bases. 

Since A is normal, and 

it follows that T is (}E - normal. By (i) of Theorem 3.4, 

A* ==[(}E1T*8E'JE' = [RTJE' =[TRJE'=NA =AN. 

5. Some Open Problems 

(1) If A is EP and normal is A2 necessarily EP'? (See corollary 1 of theorem 1.1.) 
Remarks: (i) If the conclusion of theorem 2.6 is valid for all normal, EP matrices, then the 

answer is yes. 
(ii) One should note that A2 is EPo for the example given in connection with theorem 2.6. 

(2) When can a matrix of rank r be expressed as a product of EPr matrices? (See corollary 
2 of theorem 1.1). 

(3) If A, B, and AB are EP, it does not follow that BA is EP. What additional condition will 
guarantee that BA is EP? In particular, A of the example preceding theorem 1.4 is not normal. 
Will normality suffice? (Wiegmann's theorem 20, 9 answers this in the affirmative over the com­
plex field). 

(4) If A is an EP matrix, can x3 divide the minimal polynomial of A? 
Remarks: (i) If A is a complex EPr matrix, then 

UAU*= [ ~ I ~ ] 

where D is an r X r nonsingular matrix and UU* = I. This implies that x 2 does not divide the 
minimal polynomial of A. 

(ii) The matrix A = [~ ~J 

over GF(2) shows that x2 can divide the minimal polynomial if A has entries from an arbitrary field. 
(5) When is the sum of EP matrices EP? 
Remark: A trivial sufficient condition is the following. A*=NA, B*=MB, Nand M non­

singular and N = M. 
(6) Characterize the matrices A with the property that A* is a polynomial in A. 
(7) Find what additional condition a normal matrix A must satisfy so that A = SU = US, S = S* 

and UU* =I. 
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(8) Find necessary and suffic ie nt conditions that a linear transformation T on a finite-dimen­
sional vec tor space be EP. 

(9) Let T be a linear transform ation on a finite-dimensional vector space V, B 1 a basis of V 
and [T]B 1= C. If T is EP, the n the re is a s pecial basis E suc h that [1182 = A is an EP matrix and so 
C is similar to an EP matrix. Thus de termining the EP linear transformations amounts to finding 
all matrices similar to an EP matrix. Find the m. 

(10) Let A be an EP matrix, BI and B2 bases of a vector space, and [TI]BI, =A, [T2])32=A. 
Then TI and T2 are EP and TI = R- IT2R for some R. Does R have any special properties? 

(11) Prove theorems about EP linear transformation s which are analogues of those about 
EP matrices_ 

Remark: Here are two easily established results about products . 
. (i) If Sand T are linear transformations on a finite-dime nsional vector space whose minimal 

polynomials have 0 as a simple root, and ST= TS, then ST is EP. 
(ii) If 5 and T are linear transformations on a finite-dime nsional vector space that are EP and 

commute,S and T have a common special basis, and the null spaces of 5 and T contain no isotropic 
vectors , then ST is EP. 

(12) Let TI and T2 be EP linear transformations on a vector space V with special bases BI, 
B2 respectively. If TIT2 is EP, dete rmine a relation be tween a special basis of TIT2 and BI, B2. 

Remark: In thi s connection, consider the following. Let A be an EP matrix and rank A2 
= rank A so that A 2 is also EP. If T is a linear transformation such that [T]B = A, the n T is EP 
with special basis Band [P]13 = A2 so P is EP with special basis B. 

(13) Can some basis of the null space of an EP linear transformation T always be extended 
to a special basis of T? 

Re mark: This has played a distinguished role in sec tion 4. 
(14) The examples of special bases give n are extre me. Find examples which are not. 
(15) Characte rize those EP linear transformations T(over an arbitrary field) that satisfy rank 

T = rank P . 
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