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Lattice Points in a Sphere 
M. Bleicher and M. I. Knopp ~ 

iMa rch :26 . 1% 4) 

Let R3(x) be the remainder in the classical lattice point problem for a 3·sphe re of radiu s Yx and 
center (0. 0, 0). \V e prove that as x -> + 00, 

a nd 

Key W"rd s : Add iti ve an a lyti c numbe r t il e"ry. lalli ce p"int s. re mainde r f"rmul as. 

1. Introduction 

In thi s pa pe r we co nsid e r the class ical la tti ce point proble m fo r th e three·dime nsio nal s phe re. 
T he proble m can be desc ribed as follows. Le t x be a posit ive real numbe r and le t k be a pos it ive 
intege r. Co ns ide r a k·d ime ns io nal s phe re of radiu s Vx a nd cent er (0 , .. . , 0). F oll owing the 
nota ti on of Walft sz 14J ,2 we le t A tAx) be the numbe r of int ege r latti ce po int s in thi s s phe re . . A s imple 
geom e tric argu me nt s how s that as x ~ + 00, At;(x ) - V,,(x). wh e re V".{x) is th e vo lu me of t he s phe re in 
ques tion. Th e probl e m th e n is to ge t a n as ympt oti c es timat e of the diffe re nce R dx) = A"(x) - V,,(x). 

4 
He re we a re con s ide rin g onl y R !(x)= A :liX)-'3 7TX:l/2. We ()btain the followin g res u lt s: 

(1 ) 

R !(x) = D(XI /2 log log x) . x~ + 00. (2) 

t9 
Of course (1) is not ne w. Vinogradov [3] lias in fact shown that R3(X) = O(x '28+<), E > 0, an upper 
estimat e be tt e r t ha n (1). Ho weve r thi s res ult de pe nd s upon hi s d ifTi c ult th eory of ex pone nt ial 
s um s. O ur es tim a te (1 ), on th e othe r ha nd . is be tt e r th a n th e ele me nt a ry result A :!(x) = O(x) and 
de pe nd s onl y upo n a fairly s ta nd a rd a ppli cation of th e c irc le me thod . 

As far as we can ascertain (2) is ne w. It is based upon the D·es timate for R4(X) [4, p. 95] 

(3) 

Walfi s z [4 , p. 94] gives only R3(x) = D(X l/2) , x ~ + 00 . 

but this is of course weaker than (3). 

In [lJ it is shown that lim I R3(x)X- I/2 I =+ 00, 
X~ OO 

2. Preliminaries 

Landau's formu la for Ak(X) . (k ~ 4) is [4 , p . 29] 

7T',/2 

Ak(X) = r (_k2) 
t ~~xl l~ 

2:' (S(h, q)y. L nk/2- 1e- 27ri/l" /Q+ O(xk'/4 logx) , x~+ oo . 
h(mod q ) q I '" n '" x 

(4) 

1 Prt:sc n! address: T hl' Univers it y of Wiscons in . I'vl ad isull : Wis. 
~ Fig ures in brac h ts indica ll' tilt" l ite ra ture rde l"t: ll cl's at t h t· (, ti d or thi s pa pl'r. 
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Here 5(h, q) = L e27rilta2/q is the famous Gaussian sum about which we need only the fact that 
a(mod If) 

15(h , q)1 ~ Kql /2, (5) 

where K is independent of hand q [4, p. 10]. The notation k ' indicates that we are to sum over 
only those h such that (h, q) = 1. 

If (4) held for k = 3 we could apply it to derive (1) without much difficulty. However since the 
proof of (4) given in [4] fails for k < 4, we replace it for k = 3 with the following formula obtainable 
by the same general method. 

A~(x) = 27T L n l / 2 + O(x3/4 log x), x ~ + 00. (6) 
II~X 

Once we have (6), (1) is easily obtainable. 
We will also need the following standard result [4 , p. 25]. 
LEMMA 1 (Euler Summation Formula). Let 'I'(t) = t - [t] - t. If f(t) has a continuous deriva

tive in the interval a ~ t ~ b(a < b) , then 

L f(m) = r f(t)dt + 'I'(a)f(a)- 'I'(b)f(b) + r 'I'(t)f'(t)dt. 
~m~ a a 

(7) 

rib 
This is proved by integrating Ja 'I'(t )f' (t)dt by parts. 

3. Proof of (6) and (1) 

Many of the calculations done in the proof of (4) [4, pp. 29- 35] are valid for k = 3. In par
ticular we have [4, p. 33, formula (21)] 

A:l(x) = L L ' 
'l"' X'l /2 "(mod q) 

( 5(h , q))3 J W - 3/2 

q 9(11, q) 

L exp {7Tn - 27Tin(y+ !!)} dy+ O(x3/4 log x), x ~ + 00. (8) 
n "'x X q 

In (8) , w = x- I - 2yi, and ()(h , q) is an interval described as follows. Let h' /q' and h"/q" be the two 
Farey fractions of order Xl /2 closest to h/q with say h' /q ' < h/q < h"/q", and consider the interval 

[h ' + h h + h"] 
q' + q' q + q'" The n ()(h , q) is obtained from this interval by translating h/q to the origin , that is, 

For our purpose here the essential fact about ()(h , q) is [4, p. 30] 

{
IYI ~ q - I X - I /2, for ye()(h, q) 

Iyl ~ 2- l q- IX- I /2 , for yt()(h, q). 
(9) 

for any Farey fract ion h/q or order X I /2 . 
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By (8) we have 

A~(x) = r W-3/2 L exp {~l - 27Tirty } dy 
J O(o. I) n,,;x 

+ '" '" I (S(h, q))3 L - 3/2 '" {7Tn 2 . ( + h)} d L.J L.J --- W L.J exp - - 7Tlrt Y - Y 
2 "; ,P;;X1/2 h(mod q) q 0(11. q) II "; X X q 

+ O().,-3/4 log x), x ~ + 00 . (10) 

Again we observe that the calculations of [4, pp. 33-34] are valid for k = 3. These yie ld 

r W - 3/2 L exp {7Tn - 27Tiny} dy = J x W- 3/2 L exp {7Tn - 27Tiny} dy+ O(r/4 ), x ~ + 00 . 

JO(O, 1) n,,;x X -00 11"; x X 

Now 

and by [4, p . 35] (again valid for k = 3), 

Thu s, we have 

and (10) becomes 

J W- 3/2 L exp {7Tn - 27Tin (y +!i) } dy+ O(X3/4 log x), x ~ + 00 . (11) 
IJ(II . q) ,,";.r x q 

Let ~ d e note the multiple sum on the right-hand side of (11); to prove (6) it is sufficient to show that 
~ = O(r/4 10g x), as x ~ + 00. 

By (5) and (9), 

(12) 

We apply the familiar method of parti a l s ummation to estimate the IIlller s um. Let T(/1 ) 

= L e- 2rri /,'(!I+iI/q ). Then s in ce T( /1) is a geo metric se ri es 
I ~ k :!S: II 

I T(n) I ~ 2ierri(!I+h/q)-e-rri(!I+h/")I - 1 = Isin 7T (y+ ~) I- I. 

Since IYI~q- IX-I /2, q- l (h -x-I /2)~y+ !!. ~ q- l(h+X-1 /2), while q ~ 2 implies that L ~ h ~ q -l; 
q 

267 



· h thus If x ~ 1 (say), 0 ,;;; y+-';;; 1. Therefore 
q 

I · ( h) I_I 0< {II} 
SIn 1T Y+q ~ max 2(y+ h/q)' 2(1- y- h/q) . 

Also, 

qy+ h ~ h- X - I /2 ~ h- !, and q- qy-h ~ q-h- x- 1/2 ~ q- h- !, if x ~ 4. We conclude that 

Now, 

2: exp {:n_ 2mn (y +!!:) } = 2: e7T11 / J '{T(n)-T(n-l)} 
1 ~ 1/-~ .1' q I ~ I/ ~.r 

= 2: T(n){etrll /.r - e77(l1+ 1 )/,r} + e77(I,J'I + 1 )/.I'T(IJ'I), 
1 :S; 1I ~ .r 

and we have 

+ q -+-- e77(I.r I+I)/J'';;; 2q -+-- e1l"(X+1)Jx ,;;; '('q -+-- . {II } {II} '{ II} 
h q-h h q-h h q -h 

where K' is independent of h, q, and x. This, with (12), leads to 

= 0 ( 2: q - I/2 2:' F+~} XI /2) 
2"" ,,"".1,1 /2 " ( mod Ii) h q h 

= 0 (XI /2 2: q - l/2 log q) 

'2~d/~ .l' l / :!. 

= 0 (X3/4 log x), as x~ + 00, 

and (6) is proved. 
T~ obtain (1) we simply apply (7) to 2: nl /2. This gives 

1 ~ II ~ J' 
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Together with (6), this implies 

and the proof of (1) is complete. 

4. Proof (2) 

We begin with two lemmas (cf. [4, pp. 49-50]). 

LEMMA 2. Ak(x) = L _ Ak_l(x - m2), for k ~ 2. 
-V:X~m.:s;;: v x 

PROOF: Clear. 

PROOF: By Lemma 1, 

_L _(x-m2)k/2= _L _(x-m2)"'/2= r~(x-t2)k/2dt-k rx 'I'(t)(x - t2) ~-I tdt. 
- V .r :S;; III~ \.1· - \X< III~ vX - \.X - \1:1" 

But by the second mean value theorem of the integral calculus, 

J' x k !>: _ I+l k- I 
- vy. 'I'(t)(X-t2)'2- 1 tdt = O(x 2 2 )= O(xT ), as x~+oo, 

J'x 
since _ 'I'(t)dt is bounded, independently of x. 

- VX 

To prove (2) we assume 

R;J(X) = O(XI /2 log log x), x ~ + 00, 

and show that this leads to a contradiction. By lemma 2, and the definition of R3(x), 

Ab)= 

(13) 

By (13), given any E > 0 there exis~s N > 3 such that if x> N, then I R 3(x) I < EXI/2 log log x. Also 
(13) implies that for any x > 3, I R3(x) I < KXI/2 log log x, where K is independent of x. Therefore, 
assuming that x> N, we have 

L R 3(x - m2) I ~ L I R 3(x- m2) 1+ L I R3(x- m2) I 
- vx.;",.;vx -~<m<~ vx- N.; lm l.;vx 

KN < 2E(X - N)1 /2Xl /2 log log x + XI/2 log log x 
(x- N)1/2 

269 



where we have used the fact that Xl/2 log log x is monotone and observed that there are at most 
N/(x - N)1 /2 integers in the range V x - N,~ I ml ~ Yx. Now holding N fixed and letting x ~ + 00, 

we have 

_ - --=\c:y--=<:.:.:II'--'<:-:\--=:r'-:-_____ ~ 2E. 
x log log x 

Since E > 0 is arbitrary, we conclude that 

so that 

- \ X~IJI:o.::;\;:r 

4 
Ab)="3 7r L (x - m2)3/2 + a(x log log x), x ~ + 00. 

-\ :;:~ II/ ~ \:i 

Lemma 3, with k= 3, implies that 

and we get 

L (x - m2yl/2 = ~ 7rX2 + O(x), x~ + 00, 

- v:;. "'"I ~V;: 

7rX2 
A4(X) = - + a(x ,100 ' 100- x) x ~ + 00 2 ~ 0 ~ , 

in contradiction to (3). Thus (13) is impossible, and the proof of (2) is complete. 

5. Remarks 

1. The method used here is the derivation of a a-estimate for R4(x) from an assumed a-estimate 
for R 3(x). Thus an improved D-estimate for R 4(x) would immediately give an improvement on 
(2), by the same method. 

2. This process can be applied to ~ive an O-estimate for RAx), ~iven an O-estimate for RAx). 
If ,we start with Vinogradov's result r2] 

we get 

J!l+E 
R 3(x)=O(X 106 ),E>O,X~+oo, 

an estimate which is, however, weaker than (1). 
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