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We consider t he quantum statis tical fea t ures of a linear process of amplification or 
attenuation. The results arc then used t o estimate the spontaneous flu ctuaLions of a class 
of laser oscillators. Finally, t he question of a quantum mechanical information t heory 
is discussed. 

1. Introduction 

In any discussion of the statistical properties of 
laser radiation, or indeed of any optical frequency 
radiation, if is of course important to keep in mind 
that the photon energy hv is considerrtbly larger than 
the classicrtl thermal equipartition energy leT, for 
any temperature T normally encountered in the 
laboratory. R ence the quantum nature of the racli
ation field is a necessary consideration. On the 
other hand, the radiation fields produced by laser 
oscillators might be expected to have much in com
mon with the fields produced by common microwrtve 
oscilla tors, and it is useful to keep these parallels 
in mind rtlso. In the present discussion, we will use 
the results of a quantum statistical crtlculation of a 
linear amplification process to illustrate such ferttmes. 

In treating the rrtdirttion field in a finite volume 
of space, it is often convenient to analyze the field 
into a complete countable set of orthogonal modes 
[Reitler, 1953], each of which, neglecting its inter
action with the material particles present, satisfies a 
harmonic oscillator t ype of equation of motion. 
For example, in a transmission line consisting of a 
periodic sequence of lenses, there is a countable set 
of transverse modes [Goubau and Schwering, 1961]; 
the spatial dependence of the field of each such mode 
along the transmission line in some finite length L 
may then be Fourier analyzed into an orthogonal 
set of harmonic longitudinal modes. 

Let us confine our attention now to the field of a 
single transverse mode with a given polarization. 
Let the quantity vet) (of dimension of voltage) be 
proportional to the electric field strength at some 
position along the line; the statistical properties of 
vet) are given by the characteristic function [Messiah, 
1961] 

C[v(t)] == (exp { i~v(t) }) (1) 

where the angular brackets indicate a statistical 
average over a representative ensemble of identical 
systems, and where i == .J - 1, and ~ is a real parameter. 
The cumulant e).,})ansion [Kubo, 1962] of the charac
teristic function, in terms of the moments of the 
distribution of vet) over the ensemble, is 

C[v(t) ]= exp { i~<v(t) > 
_;2! [< v2(t» - < v(t) > 2] + . . . }. 

If we write (J 2(t)= < V2(t»-< V(t» 2; i.e. (J2 is the 
variance of the probability distribution of 'v (t), then 

C[v(t) ]= exp { i ~<v (t) > - f! u2(t) + ... }. (2) 

If vet) has a Gaussian distribution about its mean 
then the cumulant expansion terminates after th~ 
second term. 

Suppose that 

vet) = Vs (t ) +Vn (t), (3) 

where vs(t) represents a signal, while vn(t) reprcscnts 
an additive stationary Gaussian noise. Then we 
can immediately identify 

(v (t» = vs(t ) 

(J2= (v~ (t» (4) 

That (J2 is time independent follows from the assumed 
stationarity of the noise. Suppose also that the 
noise is white over some small band f1v of interest 
near frequency v. Then the noise in this band is 
describable in terms of a temperature Tn according to 

(5) 

where Z is a proportionality constant with dimen
sions of resistance. Note that (5) is fully quantum 
mechanical; for 2leT< < hv i t reduces to the zero 
point power ~hvf1 v, while for 2leT> > hv it reduces 
to the classical thermal power lcTf1v. 

S:uppose now that, the fi~ld i~ the line undergoes 
a Imear process of amphficatlOn or attenuation 
through interaction with a large number of atoms 
main~ained in a distribution corresponding re
spectIvely to a negative or positive Boltzmann 
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temperature T a. '1'0 avoid boundary problems (i .e., 
impedance mismatches, etc.) we can suppose that 
the atoms fill the line uniformly but that the inter
action is turned on for some finite time T. A proper 
quantum mechanical calculation [Gordon, Louisell, 
and Walker, 1963] has shown that if, in the absence 
of the interaction , the characteristic function would 
have been 

with er2 given by (5), then, with the interaction, it 
becomes 

C[v (t) ]= exp { i~ -v'G Vs (t) - ;~ [Ger 2+ (1- G) eri]} (6) 

where G is the power gain occasioned by the inter
action, and err is an additional noise whose power is 

eri 1 ( hv ) Z ="2 hviJ.v coth 2kTa 

For simplicity we have here neglected the effects of 
dispersion. Expression (6) is valid both for ampli
fication processes (G> l ,T a<O) or attenuation proc
esses (G< l ,T a> O). We see that the signal is 
amplified in the classical way; i.e. " coherently"; the 
input noise, including the zero point noise, is ampli
fied in the classical way, and there is an additional 
Gaussian noise, arising from the interaction, which 
makes the O'ltput signal to noise ratio always 
smaller than that of the input. l For a high gain 
amplifier (G> > l ,T a<O) the output noise power 
takes on the form 

G ~ hviJ.v [ coth CzZ~,)+coth Czk~;'al) J (7) 

The smallest value this expression can take on ]s 
when 

for which the output noise is 

GhviJ.v 

This noise is physically the amplified spontaneous 
emission of the excited atoms; one can consider it 
as half arising from the amplification of the input 
zero point field and half arising internally within the 
atoms. It is useful to remember that the spon
taneous emission noise has the statistical properties 
of an additive Gaussian noise. Consistent with this 
result for noise in the transmission line is a wire 
circuit picture where with each resistance R is asso
ciated in series a random Gaussian noise voltage 
generator of magnitude 

1 When one is considering measurements of voltage, or equivalently, of field 
strength , then the zero poi nt field takes on the properties of an additive Gaussian 
noise Held. However, it does not always aSSUlne this role. For eXa111plc, it has 
zero entropy. 

(v~) = 2RhviJ.vcoth Cz;T )- (8) 

This expression is again fully quantum mechanical, 
includes the zero point noise, and is valid for both 
positive and negative resistances ea negative resist
ance must have a negative temperature, so (v;;) is 
always positive). . 

Let us now consider a simple oscillator, consisting 
of a saturable negative resistance attached across a 
tuned circuit. If the negative resistance is initially 
larger in magnitude than the positive resistance of 
the tuned circuit, then oscillations build up in the 
circuit until the negative resistance decreases in 
magnitude to equal the positive resistance. This 
requirement determines the oscillation power level. 
If we assume now that the noise sources are not 
appreciably changed because of the necessary non
linearity, then we can compute the fluctuations in 
the oscillator around its steady state following 
existing methods [Edson , 1960J. A principle result 
of such a calculation is that the oscillator phase 
undergoes a random walk type fluctuation, whose 
mean square shift is one radian in a "coherence" 
time given by 

1 2VVo 

Tc= iJ.w [ (hv ) (hv)] 
hv coth 2kTR +cotb 2kIT-RI 

(9) 

where 11170 is the energy stored in the circuit due to 
the oscillation, iJ.w is the half width of the circuit 
(iJ.w= wj2Q) in the absence of the negative resistance, 
and TR and T_R are the Boltzmann temperatures of 
the positive and negative resistances. In the limit 
of low temperatUTe or high frequencies 

1 VVo 
T --i>- 
c iJ.w hv 

In most oscillators, lasers included, other effects; 
i.e., microphonic noise, tp,mperature drifts, etc., cause 
phase fluctuations considerably greater than this, so 
(9) is probably only of academic interest. 

At this point we would like to change the subject 
and speak briefly about information theory. In 
Shannon's mathematical theory of information 
[Shannon and Weaver, 1949], entropy plays a leading 
role. For the case of a signal accompanied by 
additive white Gaussian noise in a bandwith B in 
a single mode transmission lille, Shannon obtained 
his famous formula for information capacity (maxi
mum attainable information rate) 

where S is the average signal power and kTB the 
noise power, both taken at the receiver input. 
Unfortunately no simple modification of this formula 
can make it correct in the realm of hv > k T. Based 
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on entropy con siderations, however , the author 
[Gordon, 1962] has proposed a similar quantum 
formulation 

C< B log2 (I +N~vB) 

+ S+N 1 ()" (1 + hvB ) 
hv 0 0 2 S + N 

-~ 10()"2 1+- . N ( hvB) 
hv 1:> N (11) 

In this expression N is the noise power in the mode 
neglecting the ZeTO p oint field; i.e., in terms of an 
equivalent temperature 

N=~ hvB [ coth (;:T)- I] 

hvB 

Some discussion of (11) is in order. In the limi t 
N > > hvB t he second two terms drop out and the 
first reduces to S hannon's expression (10). In fact , 
the first term is a capaci ty when t he fir t element of 
the receiver is a high o'ain maser amplifier. T o 
show this we note that Shannon's formula should 
apply to the maser amplifier's output, where the best 
signal to noise ratio possible (with JTaJ---?O) is just 

S 
N + hvB 

which implies an information capaci ty of 

Caml)=B log (I+N+~~vB} (12) 

However, in the limi t of small powers 

hvB» S » N 

Lhe second term of (11) becomes dominant and can 
be much grei1ter than C amp. H ence in this situation 
the best receiver does no tin vol ve an amplifier. 
R athel', one can obtain an information r ate approach
ing the upper limit (11) by use of straigh t energy 
detection; i.e ., photon coun ting. This is discussed 
in some detail by Gordon [1962J . 

The general problem of writing quantum mechan ics 
into information theory is a relati \'ely untouched 
area. Equation (ll), while the author belie,-es that 
it is correct, has no t been p roved, nor has any other 
expression been proposed. There are some flmda
mental things to be done here which haye their 
roots in Shannon 's work and in the quantum theory 
of meaSUl'emen ts. 
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