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The theo ry is given for a prccisio n comparator t hat m easurcs t he ratio of t wo noise 
spectra l densit ies. The relative erro r of a single meas urement is also derived. The com­
p m'ator described remo\'cs or alleviates m any of t he probl ems i n high-speed s\yitching, 
a nd sin ce t he instrum ent operates under null con di tio ns, the null position is cssent ially 
independent of amplifi er noise a nd gain ins tabili t ies. 

1. Introduction 

The relat ive st rength of two power so urces or 
signal levels is of tell des ired. As the strength of the 
two power sources decreases the determination of 
t his ratio become in c reasingl~' difFLcult . l 'Vhen Lhe 
desired signals h,we levels that are <Lpproximately 
eq ual or smaller tban the in ternal noise level of a 
very low noise fLInplifier , Lhe problel11 s become severe. 
This is due not only to the masking effect of tbe in­
ternal a Illplifier noise but also to the in stabili t~r of the 
amplifier gai n. This in turn arises from the enor­
mous amounts of gain needed. 

The usual practice is to sample th e outputs of the 
two levels aL n, switching rate Lha t is high compared 
t o tbe in stabilit~· drift rate of the flmplifier. An 
attenu ator is usuallv used to red uce the level of th e 
stronger signaJ to 'that of the olher signal. The 
earl~' pion cer of this method was tbe Dicke R adiom ­
eter [Dicke, 1946]. 

The switch wit h its noise, losses, and inst,lbilities 
is often a limi t ing fa,ctor in such met hods. The at­
tenu ato]' and th e necessity of il1lpecl,lIl ce m atching 
is a nother problem source . These problems fixe 
eliminated or greatly alleviated by the method de­
scribed herein . 

2. Principle of Operation 

The basic problem in such measurements is to 
make th e a mplifier gain drif t essentiall~' unimportant. 
In principle, the usual radiom eter samples the two 
sources so t hat t he variation of amplifier gain afl'ects 
t he amplified source levels or both sources equally. 
A preferable method would be to have both sources 
simultaneo usly present and no switching. The 
problem then , is to separate the two amplified 
sources at the output. If the two sources arc 
statistically independent , the'- could be separated 
by correlation techniques . In principle this is 
what is done in the system desc ribed below. 

Correlation techniques are an old tool and ther e 
are systems described in the li terat ure that in various 
respects resem ble the one discussed here [Fink, 1959; 
Freeman , 1958, p . 274] . 
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The block diagram of the system is shown in 
figure 1. The individual co mponents and also the 
con figuration can take on difl'eren t form s without 
changing the basic principles. The system described 
here is similar to one presently under constru ction . 

F IGUR E 1. B lock diagram oj comparator. 

2.1. Sources 

The two sources may be very general. They may 
consist of random noise, pulse sillgals, CW, etc., or 
combinations of variou s types. J t is assumed their 
output levels are constant during the measuring tim e. 

2.2. Attenuator 

For precison results the attenuator may be an 
accurate wave guide-below-cutofl' (piston) attenuato)'. 
Small changes in attenuation may also be determined 
by measuring changes in the input level to the 
attenuator. 

2 .3. Junction 

This simple but important component is shown in 
figure 2. It is a low-loss symmetrical coaxial T. 
Opposite to where the center leg joins the T, very 
small slits, perpendicular to the axis or the two side 
arms, are cu t in to the ou tel' conductor. These are 
symmetrically placed on the T. The junction then 
is made an in tegml part or the attenuator so that t he 
fields (TEll mode) within the at tenuator guide 
impinge upon the slits of the T. In effec t, the T ac ts 
as a center-tapped secondary of a transform er. The 
source X is applied to the cen ter tap . 
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FIGURE 2. J1lnction . 

2.4. Amplifiers 

There is some value in having the two amplifiers 
similar, though this is not necessary. The amplifiers 
should be linear; at least the frequency components 
produced by the nonlinearity should be prevented 
from reaching the input to the multiplier. For some 
modes of system operation it is essential for the pass 
band characteristics of the amplifiers to remain 
constant during a measurement while the gain can 
vary. This is what primarily happens in an amplifier 
as the mutual conductance of a vacuum tube varies. 
The stability of the pass band can be enhanced by 
keeping the amplifier broadbanded except for stable 
band limiting devices. 

2.5 . Multiplier, Filter, and Indicator 

The multiplier has the function of forming the 
product of the input voltages. The output of the 
mul tiplier, which is this product, is applied to the 
filter. The fil ter permits only the d-c and very low 
frequency components of this product to reach the 
indicator. Of course the filter and multiplier could 
be a single integral unit. The indicator responds to 
both positive and negative d-c voltages and is used 
only to obtain a null. 

3 . General Theory 

Only the basic general theory will be presented . 
This describes, under certain assumptions, what the 
system measures and the expected error (due to the 
inevitable random flu ctuations in the output) in this 
measurement. Possible errors due to various com­
ponents deviating from the assumptions will be 
reserved for a forthcoming report when a specific 
system is being described. 

The assumptions used in the following theory are: 
1. The system, excluding the multiplier, is con­

sideredlinear. 
2. The amplifiers and filter, while linear, may be 

considered varying in time. The unit impulse 
response and Fourier system response functions of 
these units are then time variable. The analysis 

could have also been carried through with the 
assumption that the unit impulse functions were 
sample functions from a linearly independent ergodic 
process with the essential results being the sam e. 

3. The signals present are all assumed to be sample 
functions from random processes that are bounded, 
and are singly and jointly ergodic as well as singly 
and jointly stationary. The periodic signals are 
considered to occur with a uniform random phase 
distribution over the ensemble. 

4. The components, other than what is stated or 
implied above, are eonsidered to be ideal. For 
example, the multiplier performs the proper product. 
Also, the junction is symmetrieal, etc. 

Sources X and Y respectively give rise to random 
signals x(t) and yet) that are real time varying 
functions and contftin, in general, both periodic and 
nonpel'iodic parts. The inpu t to amplifier A is 

x(t)+y(t). (1) 

To amplifier B, it is 

x(t) - yet). (2) 

The output of amplifier A, ealt), is 

where ha(a, t) is the unit impulse response of amplifier I 

A, za(t) is the internal noise of amplifier A referred 
to its input, and a is the variable of integration in 
the convolution integral. Likewise the output of 
amplifier B , eb(t), is 

where the b subscripts refer to amplifier B. The 
quantities ea(t ) and eb(t) are multiplied together by 
means of the multiplier. The expected value or 
statistical average of the ou tpu t of the lTlUltiplier. 
indicated by E (eaeb) or eaeb is 

E(eaeb) = E [(f-"'", ha(a, t )[x(t -a) 

+ y (t - a) +za(t - a) lcZa) 

(f-: hb((3, t) [x(t- (3) - y(t - (3) +Zb(t - (3) lcZ(3) J. 
Since ha(a , t) and h b ((3, t) are considered to be non­
random functions, 

E(eaeb)= f -"'", f -"'", ha(a, t)hb ((3, t )E([x(t-a) + y(t - a) 

+za(t - a) 1 [x(t-(3) -y(t- (3) +Zb(t - (3) ])cZad(3 (5) 

where the order of integrati.on and averaging have 
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been interchanged. The expected value or statistical 
mean of the indicator output, 1, is given by 

I = IIa(O, t ) f -"'", f -"'", ha(a , t )hb«(3 , t) E ([x(t - a) 

+ y(t - a) +za(t - a)] [x (t - (3) 

- y(t-(3) +zb(t - (3)])dad(3 (6) 

where H a(O, t) is the zero frequency response of the 
filter and indicator. 

The expected value of the time varying signal 
I function in (6) is composed of the statistical auto­

correlation and cross correlation functions of the 
! various random signals present. Thus 

E[x (t - a)x (t - (3)] = R x«(3 - a) (7a) 

where R x« (3 - a) is tl1 e statistical autocorrelation 
function of x(t). Similarly 

E[x(t - a)y (t - (3)] = R xvC(3 - a) (7b) 

with similar results for other combinations, where 
R xy «(3 -a) is the cross correlation function of the 
functions x(t) and y(t) . 

From the foregoing, (6) may be written 

I = H a(O, t ) .L"'", f -"'", ha(a, t)hb«(3 , t ) [R x«(3 - a) 

- R y«(3 - a) - R xy«(3 - a) + R XZb«(3 - a) 

+ R yx «(3 - a) + R YZb «(3 - a) + R zax «(3 - a) 

- R zay ({3 - a) + R ZaZb «(3 - a) ]dad(3. (8) 

If the respective signals are uncorrclated all cross 
correlation lunctions become zero, and (8) r educes 
to (correlation between za(t) and Zb(t) is discussed 

7 later) 

( 
I 

I = H a(O, t ) f -"'", .L"'", ha(a, t )hb«(3 , t ) 

[R x«(3 - a) -- R y«(3 - a) ]dad(3. (9) 

The above correlation functions are r elated to the 
spectral densities of the various signals. Let SxCf) 
represent the spectral density of the signal x (t) . 
Then S x(J) and R x(T) are related (by definition) 
through the Fourier transform pair 

S x(f) = f -"'", R xC r )e- J2'd rdr 

R x(r)= f -"'", S x(f )e J2"lrelj 

with similar relations for the y signal. 

(lOa) 

(J Ob) 

Substituting the above values for the correlation 
functions into (9) together with the relation r= (3-a 
yields 

f = H a(O, t ) f-~ .L~f-"'", ha(a, t )e- iz"fahb«(3 , t )eiz"fll 

[Sx( f) - S y(f)]cljelacl(3. (11 ) 

Now th e impulse response function , ha(a , t), is 
related to the complex frequency r esponse function , 
H aCj27rj, t) by 

f -"'", ha(a, t ) e-J2"lada= IIaCi27rj, t ) = IfIa (j27rj, t ) I eiOa 

(12) 

where H a(i27rj, t) is the complex frequency gain 
lilllction of amplifier A and ea is the associated 
phase angle. Similarly 

f -"'", hb«(3, t ) eJ2"/llel(3= H 'b( j27rj, t ) = IH b(j27rj, t) Ie-JOb' 

(1 3) 

In general , ea and Ob are functions of time, though 
for simplicity in notation they are not explicitly 
written as such. Thus (11) becomes 

I = H d(O, t ) f _"'", IH a( j27rJ, t ) II H b(j27rj, t ) I[cos (ea- ob) 

+ j sin (ea- ob)] [Sx(J)-S y(J)klf· (14) 

It may be shown that H (j27Ti, t) has an im aginary 
part that is an odd function of lrequency. 

Using this fact , (14) becomes 

I = H a(O, t ) f -"'", IH a(j27rj, t ) II IIb ( j27rj, t ) I [cos (Oa- eb)] 

[Sx(J)- S y(J) ] elf. (15) 

Periodic signals such as OW signals or even 
periodic wide-sense random processes have power 
spectral densities eAl)l'essed by means of the Dirac 
delta function , 0 [Davenport, 1958 ; ch. 6]. For 
example, a OW signal, V cos (wot+ O) has a power 
spectral density 

The to tal power , th erefore, is 

(17) 

as is well known. 
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Th e output, I , would become zero (a null would 
exis t) when 

f _"'",I H a( j2'1I:f, t ) II H b(j27rj, t ) lcos (Ba- Bb) S x(J) dj 

= .L "'", IH a(j27rj, t ) II H o( j27rj, t ) Icos (Ba- Bb) S y(J) df 

(18) 

It is of considerable practical importance to 
consider those cases for which a null is obtained 
independent of the variations in the amplifiers and 
filter response functions . Since (18) contains no 
filt er response function , the null is independent of 
th e filter characteristics. From (18) it is also 
obvious that if the spectral densities of the x(t) and 
y et) signals were equal over the amplifi er pass bands 
th a t is, if ' 

S x(J) = S y(J) , (19) 

a null is then obtained ~'egardless of the time varying 
aspects of the amplIfiers. Thus the important 
result is obtained that a drift or variation in the 
gain or phase response of the amplifiers and filter 
would not influence the null condition . 

Further , if the anlplifiers were constructed so that 
th e frequency response determining components 
were stable, the amplifier charactE'ristics could be 
written 

IH a(j 27rj, t ) II H b( j27rj, t ) Icos (Ba- Bb) 

= Ga(t ) Gb(t ) IH~ ( j27rj) IIH~ (j27rf) Icos (Ba- Bb) (20 ) 

where Ga(t) and Gb(t) represent the tim e variable 
or unstable parts of the gains of the respective 
amplifiers and the primed H 's are n ew tim e-stable 
fr equ ency-dependent par ts of the amplifier gains . 
The B's are now also indep enden t of time. 

The output of the sys tem may then be wri tt en , 
since Ga(t) Gb(t) is independent of j over the bandpass, 

[ = H <t (O, t )Ga(t )Gb(t ) f -"'", IH~(j27rf) IIH~(j27rf) I 

cos (Ba-80) [Sx(f) - S y(f) ]dj. 

This becomes zero when 

f -"'", IH~ (j27rj) IIH~ (j27rf) I cos (Ba-8b) Sx(J)df 

(21) 

= f -"'", IH~(j2~n IlH~ (j27rj) 1 cos (Ba- Bb)Sy(J)dj (22) 

and is independen t of the amplifier drift or variation 
in gain. Such amplifiers ar e not too hard to r ealize 
b~T making the unstable frequ ency-dependen t par ts 
with pass bands broad compar ed to the stable 
frequency-dependent par ts. 
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With such amplifiers a tim e-stable null condition 
expressed by . (~2) m.fty b e. met wi th signals having 
spectral ~le~slties WIth wldd~- diffE'rent f)'equen c~- I 

c~arac tel'J stlCs . For examplr y et) mnT be a sinusoidal 
sIgnal 

y(t )= Y o cos (wot + 8) . (23) 

Then (22) becomes 

f -"'", I H:(j27rf) IIH~(j27rJ) 1 cos (Ba-Bo)SxU)(U 

= .L"'", [ IH~ (j27rf) IIH~ (j27rj) 1 cos (Ba- Bb) ] 

[~6 oU-.fo) +~~ o (f+ j o) }if 

= IH~(j27rjo) IIH~ (j27rfo) 1 cos [8,,(Jo) - 8b (Jo) ] ~6. (24) 

This is again independent of the amplifier gain 
variation . 

4. Measurement of Spectral Densities 

From the foregoing relationships, spectral densities 
of one source may be obtained in tE'rms of that of 
another source. 

Assume, for example, the valu e S y(J ) is known 
and is also known to be essentially cons tant over 
the pass band , and it is desired to ob tain the value 
of S x(f ) which is also known to be constant over th e 
pass band . 

With r eferell ce to (18), a null condition is obtained 
when S x(f ) = S y(f ). The two spec tral densities are 
thus equated. 

Let two differen t x(t) sign als b e m easured. Then 

S It U ) = S yt (f) 

S I2 ( f) = S y2 (f) . 

(25)­

(26) ,J 

The ratio 

(27) 

may be measured by means of the p recision attenua­
tor (see fig. 1), and hence 

(28) 

In this case. SXl (j) and S I2 (J) n eed not be equal 
and only relatIve values of By(f) are needed. The 
relative values of S y(f) m ay be obtained by means 
of the att enuator . 

A OW signal could just as well b e used in place 
of S y(J ). Then 

f 
t 



where 
V~ 

? A = V i 

~ a.nd is again measured by the attenuaLol'. 

) 

If Sr;2(.f) and SXIU) vary differently with frequency, 
the relationship between t hem may be obtained b;v 
using (22) to relate SXI (f) with SYI (j ) and SX2 ( f) with 
SY2(j). Noting also t hat Syz(J) = ASy1(f), the desired 
relationship becomes 

I _ro", I El~(j24) IIEl~(j27fj) 1 cos (8a- 8b)Sd j )dj 

= A.L "", I El~(j27ff) IIH~(j27fj) I cos (8a- 8b)SXI (J)(?f. 

(30) 

If th e spec tral density of SXl(f) is constant in value 
oyer the pass band , (3 0) beeo111 es 

I _row IH~Cj271"j) IIH~Cj271"j) I cos (8a- 8b)Sxz(j)dj 

I-~ IH~ (j271"j) "H~( j27fj) ! cos (8a- 8b)dj 

= ASxl(j). (3 1) 

In practice, this is what is usually measured. 
This gives the equivalent constant spectral density 
that would yield the same total power as the actual 
spectral density function when both arc integrated 
over the actual p ass band response function. This 
means t]lC relative pass band response function of the 
actual system used should be given when stating the 
equivalent Sx(f) . 

A system that meets the conditions inlposed by 
(22) lends itself very well to a measurement of the 
relative pass band response function, 

H ere K is a constant and r epresents the fact that 
onlv relative and not absolute values are needed as 
a function of frequency. The above function is 
obtained by using OW signals for both the x(t) and 
yet) signals. The yet) signal may b e varied in level 
to maintain a null as x(t) is varied in frequency but 

;> kept at a constant level. The relative values of the 
attenuator setting as a function of frequency give 
the desiTed relationship. 

Other ways of using the system may readily come 
to mind. One other will be briefl y mentioned. 
Another uncorrclated signal vet) with spectral 
density S.(J) may be combined with the x(t) signal. 
The relative amounts of this extr a sio'nal may be 
measured by an attenuator external to Ble x(t) signal 
in much the same way as is done with the y et) signal. 
In this case, the yet) signal need not be varied and, 
(19) could be written 

Sy(J) = SXI(J)+SVI(J) 

= SxzCj ) + Svz (j ) = Sd j ) + Sd j ) . (32) 

If only relative values of S,.(j) are known a useful 
relation is 

wh ere 
A _ S V3 

31- S '1 

(33) 

4.1. Broad Spectral Signals Versus CW Signals 

As indicated, either broad sp ectral signals or 
a OW signal may be used as the yet) signal to com­
pare various random x(t) signals. ~Then OW signals 
are used, it is important that the frequency of the 
OW signal be constant. Also, practical usage 
dictates finite averaging times at the ou tput. This 
means that a OW y et) signal would produce less 
random fluctuation than a random y et) signal. 

Broad spectral y et) signal s, however , place less 
stringent requirements on the constancy of the band 
pass characteristics, especially i[ their spectral 
densities are similar to those of x(t). A broad 
spectral nonrandom signal would produce less 
random fluctuation than a random signal and still 
have those advantages of broad spec tral signals. 

4.2. Residual Noise 

rr the signals za (t) and Zb(t) are correlated an 
additional term 

would have occurred. Here, ¢ ZaZb is the relaLive 
phase of the correlated par t of th e amplifi er noise 
signal in (15) . This represents a con tribution in the 
outpu t due to correlation between the two amplifier 
noise signals. While there is usually very li ttle 
correlation between the two amplifier noise signals 
there can be contributions by the t wo a mplifi er 
noises that have common origins and are therefore 
correlated. Whether the effect of this correlated 
residual noise can be ignored dep ends on the relative 
strength of signals being measLlred to t he residual 
noise and the desired accuracy of' measurement. 

This residua.l noise may p ossibly be reduced by 
proper design o[ the amplifi.er, or by using special 
n etworks that prevent couplin g or Lhat cause shifts 
in the phasc of Lhe correlaled parts of the residual 
noise s Ll ch that the quan tity 8a- 8b+ ¢ zaZb in (17) 
equals 71"/2, thus making the cosine factor zero. 

Also , the residual noise may b e simply measured 
by the use of two sources of different lmown levels. 
The principlc may be simply demonstrated bv 
assuming (this is n ot a necessary assumption) ail 
sign als have constant spectral densities within the 
amplifier pass bands and the amplifiers have equal 
phase shifts (8a= Ob). Using (15) with the assump­
tion that no signals are correlated except za (t) and 
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Zb(t) and that the null condition holds, then 

(34) 

For two different levels of SAf), this yields 

(35) 

where 

5 . Relative Error of a Single Measurement 

Any practical system will average the output over 
a finite time. Because this time is finite , l'fwdom 
fluctuations will appear in the output giving rise to 
errors when the output indicator is r eacl. 

For simplicity in evaluating this error, the follow­
ing assumptions in addition to those above (with one 
exception) will be made. 

1. Each amplifier has a squarc band pass oJ 
width B. 

2. The random proccsses giving rise to x(t), za(t) , 
and ?b(t) are considered to b e Gaussian, and the 
resp ective signals are independent and thus un cor­
r elated. Also, the various signal sources have zero 
Ineans. 

3. The signal xCi) has a spectral density S xU ) 
that is constant over the band. 

4. The signal, yet) = Yo cos (wot) , is now a de­
terministic (nonrandom) OW signal centered in the 
pass band o{ the amplifier. The former theory still 
applies. The present system merely r epresents 
sample {unctions of the ensemble with time origins 
fixed r elative to the OW signal. 

5. The two amplifier noise signals , za(t) and Zb(t), 
are noncorrelated. Their respective spectral densi­
ties S z')f ) and S zbU ) are constant over the band. 

6. The exception to the former assump tions is 
that the r esponse functions of the amplifiers and 
filt er are constant with time. 

It is quite common to represent a narrow band of 
noise of band width B around a central frequency by 
[Davcnport, p. 158] 

X (t )=X c(t ) cos wot - X ,(t ) sin wot 

= R (t ) cos [wot-¢(t)] (36) 

where Xc(t), X,(t) , R(t), and ¢(t) are random fluc­
tuations that are slowly varying (duc to the narrow 
band) with r espect to the central frequ ency, f o= 
wo/27r. Similarly 

za(t) = Z ac(t) cos woi-Z"sCt) sin wot (37) 

Zb(t) = Z bc(t) cos wot- Zb ,(t) sin wot. (38) 

It can b e sh own [Davenport , p . 1.'58] that 

(39) 

Z~c=Z~s=2Sz (O)B 
a 

(40) 

(41) 

(42) 

where S x(O ) denotes the constancy of S x with fre· ~ 
qucncy. 

Also, it can be shown [van del' Ziel, 1954] that 

where 
(43) 

R xcH = X c( t )X c(t + T) = I -"'", SxU) ej(W-WO)T df 

= 2Sx(0)B sin 7rBT (44) 
7rBT 

since S x(O) is cons tan t. Similar relationships hold 
for X,(t) , Z c(t), and Z , (t). 

It will also be assumed that the two amplifier 
noise signals are of equal strength. Hence 

The inputs to the two amplifiers will be 
Input a 

ea(t)=[X c(t )+YO+ Zac(O ] cos wot 

(45) 

- [X,(t) + Z a,( t )] sin wat (46) 
Input b 

eb(t) = [XC(t)- Y O+ Z bC(t )] cos wot 

- [X ,(t )+ Zb,(t)] sin wot. (47 ) 

For mathematical convenience, the filter is con­
sidered to consist of two parts; (n a zonal filter 
(i.e., a filter that has a system Junction that is 
unity over the pass band and zero elsewhere) that 
effectively integrates [Freeman, p. 226] the output 
of the multiplier over a period long compared to 
that of the central frequency fo. and (2) a filter that 
is effective at much lower frequencies. 

The output of the multiplier, M, is effectively 
time averaged over a cycle of the center frequencj~, 
Wo, by the zonal filter. Thus 

M(t ) = < ea(t) eb(t) >=~ {[Xc(t) + Y O+ Zac(t )] 

[Xc(t) - YO + Z bc(t )] 

+lX ,(t)+Za,(t)llXs(t)+ Z b,(t)]} (48 ) 

where <ea(t)eb(t) > represents the temporal average. 
To obtain the spectral density of iV , its auto- I 
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correlation function is needed. Now 

(49) 

II' Lhe value of M(t) and M(t+ T) are usrcl as given 
in (48) together with other relationships expressed 
above, it may be shown that 

The relative error, €, in a single measurement is 
now defined as 

€ 
-J (8xm (0) - 8 nn (O) Y 

SxmCO) 

(56) 
R ( ) =~ {B2 sin2 7rBT [16S2 (0) 

:> · MT 4 C7rBT)2 L 

where 

-Jt:.S~m(O) 
8 x(0) 

~ 

~ 

+ 16Sx(0)S z(O) + 8S;(0) 1 + 4Y6S , (0)B si~ ;~T 

+ 16S~(0)B2-8Y5Sx(0)B+Y~} ' (50 ) 

Sin ce RM(T) is an even Junction of T 

(51) 

Substituting t he value of RMH as given by (50) 

ulld 
(57) 

It is assullled the operator (or servomechanism) in 
adjusting the attenuator makes an error, t:.Y, (which 
is a random variable) that just compensates for the 
flu ctuation , t:.l, in l et), where 

t:.l= l (t )- l 

and integrating oj' 

SAIU) =~[ 48x(0)B - Y oj2B(f) 

rg8,(O) +2r28~(0) + 28x(0)8;(0) 

+ 8;(O)][B- lf ll 

fol' O:::; lfl<~ 

(52) 

The mean value of the indicator defl ection , / , is 
given by 

(53) 

(58) 

This means, usin g (53), that 

(59) 

Simplifyin g b~' the use of (54) 

(60) 

where t:.Y2 lli1S been lleglected compared to t:.YYo. 
UsiJlg (58) it call be shoWJl that 

'iVhen Ha(j27rf) is nonzero except at zero and near­
zero fre<1uencies, it follows that essentially 

which may be obtained Jrorn (48) by taking the aver- t:.J2=S~I (O) f-: IH <tCj27rf) 12dj. (62) 

age over the ensemble and multiplying by the d-c 
? response fU'1ction Hu(O ). Tll e same value can be Now, from (52), and using (54) 

obtained by integrating (52) over the vicinity of 
zero frequency, taking the square root, and multi- [ 2J 
plying by H a(O ). At nu!l, of course, 7 is zero which S~I(O) =4S~(0)B 1+ 2-y+ } (63) 

occurs when where 
Y 5=48xCO)B . (54) 

In adjusting the ou tput to a null , the fluctuations 
in the output cause an uncertainty in the value of 
Yo for a null condition. This means t hat the 
measured value of Yo and consequently the meas­
ured value of 8 x (0) are random variables. These 
are designated Yom and 8 ,,,,(0) respectively and arc 
related through (54); that is 

Y6m=4Sxm(0) B . (55) 

(64) 

and the pri lll e denotes 8.11 (0) less the term involving 
t he delta functi on. 

The quantity l + y is equivalent to the operating 
noise figure. This would reduce to the standard 
noise figure when x(t) is eq uivalent to a signal that 
originates from a resistor at a temperature of 290 OK. 

Using various relations as given above, the follow-
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ing chain of relations may be obtained 

4iJ2 
HHO) Y~ 

=~ (1 +2 +')12) f '" IHa(j27ff )12clf (65) 
E ')I 2 _'" H i O) . 

For a simple RC filter of time constant T, the 

integral is equal to 2~' For a critically damped 

system the integral would be % t,hat given above. 
Using the simple RC filter , the eq uation for t 

becomes 

( 1 1 )1/2 1 
t = _+y+_),2 /_ ' 

2 4 -vET 

For example, if 
E = 5 X 103 cis 
')1 =1 
T = 3.5 sec 

then 

~= 10- 2 or 1 percent. 

(66) 

If ')1 = 10, then T must be increased to 80 sec to 
obtain the same value of~. If ,), = 0, then T need 
only be l.0 sec for the same value of ~. 

6. Conclusions 

The system described has several desirable char­
acteristics. 

l. The normally used high-speed switch has been 
eliminated. This removes the problems of switch 
noise, insertion loss, and instability. 

2. The effect of amplifier gain drift has been 
essentially eliminated. 

3. The system is operated under null conditions 
and tIle indicator null position is therefore inde­
pendent of amplifier gain settings. 

4. A precision, continuously variable piston at­
tenuator may be used. 

5. Signals of widely var}'lDg strengths may be 
compared. 

6. The system is capable of measuring its own 
effec.ti.ve pass band response to a high degree of 
preClSlOn. 

7. Problems of impedance variations in a dissi­
pative attenuator have been removed . 

8. The system is quite insensitive to "hum" and 
other such signals that might possibly modulate the 
normally present signals. This follows since the null 
condition is independent of a t im e variable system 
response. This tim e variation if produced by "hum" 
or other signals is what often gives troubles in 
systems, especially those using linear or envelope 
detectors and switching freq uencies commensurate 
with the undesirable modulating frequencies. 

Some undesirable aspects are : 
1. One must have two low noise amplifiers. 
2. The signal power is now divided in to two 

channels. 
3. A determination of the effect of correlation be­

tween the in ternal amplifiers may be necessary in 
some situations. This may be done by cO lllparing 
two standard sources of differell t levels. 

4. An appropriate multiplier is needed. Only the .~ 
output at zero frequency is of in terest and this fact 
removes many problems. Also, an ideal multiplier 
is not necessarily needed. The main consideration 
is that no output at zero frequency should exist 
when only one inpu t is energized. 

The author expresses his gratitude for the valuable 
discussions and encouragement given by M. C. 
Selb~T and M. G. Arthur. 
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