JOURNAL OF RESEARCH of the National Bureau of Standards—B. Mathematics and Mathematical Physics
Vol. 66B, No. 3, July-September 1962

Mill's Ratio for Multivariate Normal Distributions'

I. Richard Savage:?
(May 23, 1962)

Two easily applied inequalities are given for the ‘“‘tail probabilities” of multivariate
normal distributions.

A basic integral arising in statistics is of the form:
t=) t=)

F(a,M):%{% J: . [)w exp [-é (x+a)M(x+a)’] dry . . . dr, (1)

where a and x are n component row vectors, M is an n)<n positive definite symmetric matrix

with determinant |[M| and “” means transpose. In particular (1) arises in evaluating

Pr(X>b) where X is a random variable with a multivariate normal distribution, and b is a vector

of constants. In this note inequalities (upper and lower bounds) are''presented for F(a,M).
et
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A[(er)*(gw)n/z“\l)< EXMX ):

then
, . = = 1 \
F (a,M):;j(a,M)f - [ exp (—aMx’)>i(-x1><—;5x1\/Ix’)r/.r, oo o (T (2)
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Assume throughout the following,
n
A=aM>0,1i.e.,A,=> aymys; >0 fori=1, ..., n. (3)
=

The following elementary inequalities are required

(&)

r-

SY (— o) k< e ,Z (— )k for r—0, 1, .. . )

e =(

and ¢ >0. In particular, (4) will be used with ¢=}xMx’, the last quantity being positive
whenever x50, i.e., at least one z;70, since M is positive definite.
Now using the right-hand side of (4) with »=0 in (2) one obtains

F(a,M)< f(a,M) f .. f exp <—-i A,.rl) dry, . . ., dr,. (5)
JO JO i=1

After evaluating the integral in (5) one has
S =i
F(aM)< f(a,M) ( .I_Il Al.) . (I)

Now using the left-hand side of (4) with »=0 in (2) one obtains
n n

Iﬂ(a;M)>f(ayM) f .. f (1_21)'22 Tt'mij-rj>>< exp <_i Airf) (]CI'], ooy ([.7',,. (6)
JO JO ~ 1 1 i=1
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After evaluating the integral in (6) one obtains
n =il 12 n -
FaM>faM (fa) [1-5 353 my04s/6a) ] an

where 6,;=1 if =7 and §;;=0 if 777.

Inequalities similar to (I) and (II) can be obtained by using »>>01in (4). These inequalities
would be complicated notationally. In particular, however, Feller [1, pp. 166, 179]% presents
these inequalities (for general ») when n=1 and m;=1. P6lya [2] has considered the case of
>0 for the integrand in (1) for a different region of integration. Pdlya’s sequence ol inequali-
ties has the desirable property of improving as » increases until the sharpest form is obtained
and then of becoming successively weaker. Ruben [3] has considered the special case where
my=1 for =1, . . ., n and my=m for 1#j. His results appear to be complicated.

If the case considered by Ruben is specialized in the following manner: n=2 and a,=a,=a,
then one obtains from using (4) in (2) the following

1"(a,M) §f(a,M) g A2(_2A2)—i [Z(i) (2u+l‘)!(2w—{—l‘)!(2]71,)”]' (II [)

wlp'w!

where > (<) if 7* is odd (even), A=1+m, and =@ is over all u,p,w>0 such that w+ov+w=1.
It is not clear that the inequalities in (III) have the desirable feature of the Pélya bounds.
Erxample 1. Assume X has a bivariate normal distribution with mean vector zero, and

2 . .
11/21 i/ ’ Approximate Pr(X>(3,3)). The integral ex-

pression for the desired probability is

variance covariance matrix M=

[wJ nif(x,M)(l.I'l(].I'g.
J3 3

In this integral make the following change of variables y,=z;—3 and y.=xz,—3. The integral

4/3  —2/: : .
then becomes F(a,M) where a=(3,3), M=}_9;_; 45§ » and [M|=4/3. Note A =A,=2.

Now using (I) one obtains

(4/3)"2¢ ¢

Pr(X2 (3,3)< g ——=0.000114,

and from (II) one obtains
Pr(X=(3,3))>0.000114 <1——E/37_4/3’)ﬁ 0.000057.

From [5] one finds the correct value to be 0.000082.

In this example the ratio of the upper to the lower bound is 2. If one considers the same
problem, with positive correlations of 1/2 replaced by —1/2 the corresponding ratio is 54/49.
Since the probabilities are smaller with negative than with positive correlations, this is not a
surprising result.

4/3  2/3
2/3  4/3

FErample 2.  Assume M:’ so that |M|=4/3, also assume a=(2,2) so that A= (4 ,4)

then
0.0000039 > F(a,M) >0.0000031.

3 Figures in brackets indicate the literature references at the end of this paper.
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To compare the accuracy ol the results for the bivariate case with the univariate case, consider
the following univariate example where the true value is about the same as in the above bivariate
example. Let n=1, m;;=1, and a=4.5, then one obtains

0.00000355 >F'(4.5, 1) >0.00000337.

The correct value, from [4], is 0.000003398.
In the present notation, the general result for the univariate case given by Feller [1, p. 179]
18

Fla,)=a"(a, )Z“»(—_‘)(Z')',

2rla’
where a >0 and > (<) il R is odd (even).

Erample 3. 1{ m;=1"Tori=1, ... nand m, ;=m for i), and a=(a, ..., a), then |M|=
(1—m)" 14+ (n—1)m| and A,=a[l+ (n—1)m]. (To preserve the positive definite character
of M it is necessary that 14+ (n—1)m >0, i.e., m >—(n—1)""and m<'1.) Now using (I) and
(IT), one obtains

[«‘(a]M)<‘M“ 1/2(,fmd/2(27r) —n/2p—n

and

Fla, M) > [M] 2o rez(2n) e [ 2
where A=1+ (n—1)m. Consider the case with n=3, m=1/3 and a=5(3/2)"?.  (This numeri-
cal example corresponds to finding the probability that a trivariate normal variable with mean
vector zero, and covariance matrix having 1’s on the diagonal and 1/2’s off the diagonal has each
component larger than 5.) In this case the ratio of the upper bound to the lower bound
of F(a,M) is 25/13. Il one considers a=9(3/2)"? the corresponding ratio is 27/23.

With the previous notation and restrictions, consider a mnew integral, G(a,M)
obtained from modilyving F(a,M) by replacing the upper limits of integration by ones, i.e

)

G(a,M)—f f/(x+a M)da, . . . da,. )

Then evaluating the imntegral analogous to (5), one obtains

N

G@aM< @M (= sa,) )
i=1 ,
From the analogue of (6), one obtains

n AT
G(a,M)>f(a,M>[n (14()—%»)/@] {1—’3 > M <1+M~if_)
t=1 < Li=

(4

+5E me (-2 (22

Results (IV) and (V) were obtained by Professor Olkin.

A first draflt of this paper was prepared in 1954 while the author was at the National Bureau
of Standards. That work was stimulated by Dr. Benjamin Epstein in conversations on the
distribution of extreme values for dependent variables. Professor Ingram Olkin suggested
changes in the original draft which have been incorporated at this time. During the summer
of 1961, under a National Science Foundation Undergraduate Research Program, Thomas
Kieran did some additional numerical analysis for the manuseript.
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