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Several theorems are proved t hat g ive necessary and suffi cient cond it ions for A - B to 
be pos itive semidefi ~li te Hermitian . The cond it i ~lls a re in te rms of t he comparison of 
elementary sy mmet l"l c functIOn s of t he characte l"l stlc roots of A + X a nd B + X as X va ries 
over posit ive definite H ermi t ia n matrices. 

1. Introduction rJ 
In a reeent paper [4] 2 M . Stone obtain ed t he fol- E r- 1J (An(F), ... , Av+I(F»'2Er- 1J(At(G) , . . . , An- v(G», 

lowing resul t in reprov ing certain theorems of 
Ehrenfeld [1] : ij F and G are positive definit e n -square (3) 
H ermitian matrices, then p= O, ... ,7'-1 

d(I + AF) '2 d(1 + AG) (1) 1,t follows that 

for all positive defimt e n-square IIermitian matrices A 
ij and on ly ij F - G is positive semidefinite H e7'mitian. 
Here d denotes determinant a nd henceforth A > O 
( '20) will signify t hat A is positive (posit ivc semi
definite) H ermitia,n. F'2 G (F > G) will mea,n F - G 
'20 (F- G> O). Note that since A > O if a nd only if 
A - t> O the cond it ion (1) is t he same as sayin g 

E r(A + F ) '2 E r(A + G) jar all A'20. (4) 

In case G = I , (3) becomes 

E r- v(An(F) , ... , AV +I(F»'2(n- p ), p = O,·· .,1'- ] , 
r- p 

(5) 

d(A + F) '2 d(A + G) (2) which is both necessary and sufficient jar 

for all A > O. It is in the form (2) that we investi
gate what lmppens when we repla,ce d by some otllCr 
elementary symmetric fun ction of the characteristic 
roots. To be specific, suppose E r (Xl , . .. , xn) 
denotes the rtll elementary symmetric function of the 
indicated variables: 

For a fixed r , 1 ~ r ~ n , let E r(A) denote Er(At (A), 
. . . , An (A» where Ai(A) , i = 1, . . . , n , are the 
characteristic roots of A. It the Ai(A) are rea,l we 
will choose our notation so that Al (A) '2 . . . '2 
An(A). Then the problem we pose is to find con
ditions on th e characteristic roots of F and G such 
t hat 

E r(A + F) '2 E r(A + 6') for all A'20. 

"\Ve have 
THEOREM 1. A ssume F '2 0, G'20, and 1 ~r~n. 

1 rrhis research was supported in part by the Office of N aval Research. 
2 Figures ill brackets indicate the literature references at the end for this paper. 

E r(A + F) '2 E r(A + I) for all A'20. (6) 

vV e rema~·k tba,t for 7' = n t he second part of 
t heoren; 1 slmply becomes : 'A ,,(F) '2 1 if and only ~f 
d(A t }/ ) '2d (A + I ) jar all . A '2 0. Now in (1) 
multlply both Sid es by d (A - IR*R) where R is a. 11on
slLlguJar matrix satisfying R*GR= I , R*FR= K 
a nd we find that 

Now as A runs over all positive definite matrices so 
does R* A - IR and from t he above r ema,rk we con
clude t hat AnCI-() '21. The characteristic roots of K 
are just the characeristic roots of G- IF and thus 

G- t/2FG- t/2'2 I , F > G - , 

an d the resul t in [4] follows. A somewhat strono·er 
multiplicative analogue of t beorem 1 is available. 0 

THEOREM 2. A ssume F > O G'2 0, and l ~r~n. 
Then - , 

E r(AF) '2 E r(AG) jar all A '2 0 (7) 
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ij and only if 
r 

IT "'i F-IG)'::; 1. 
j~1 

(8) 

In order to prove these resul ts we use some results 
concerning compound matrices and Grassm ann prod
u cts [2]. We give the coordinate definition of thcse 
items and list several of their properties. If XI, 
... , Xr ar e vectm's in the unitary space of n-tuples, 
Xi= (Xil, ... , Xin), l '::;r'::;n, then XI A .. • A xr is t he 

C~}tuple whose coordin ates are the r-square sub

determinants of the r X n matrix (Xij) , i = 1, .. . , r, 
j = 1, . . . , n arranged in lexicographi c order. If A 

is an n -square matrix, then Cr(A) is th e (~)-square 
m atrix whose entries are the r -squar e subdetermi
nants of A arranged in doubly lexicographic order 
according to the row and column indices of A . That 
is, if l'::; i l< . . . < i r'::;n and l'::; jl< ... < }T'::;n 
are two in creasing sets of l' integers then the (iI, 
o • 0, ir), (jl, 0 . 0, j r) elemen t of Cr(A) is the deter
minant of the m atrix A[il , ... , iT /j l, . .. , jr] whose 
(8, t ) en try is ai.il ' If i s=.1., 8= 1, 0 .. , r we deno te 
the corresponding principal submatrix by A[il ' 0 0 0' 
1·r]. If A ~ U then C(A) ~ 0 ; CT(A)XI A 0 .. A xr= Ax A 

.•• A AxT ; if ( , ) is t he u sual uniLary inner product in 
the space of m-tuples then (XI A .. . A XT , YI A 0 .. A Yr) 
= d {(Xi, Yj)}, i,j= I , ... , r. 

vVe remark: that t he condition (3) of theorem 1 
will not imply that F~ G in the case 1'< n. For even 
if G= I , we can easily construct F so t hat An(F) < 1 
and ye t (3) holds for p = O, ... , r- l. However , 
there is a direct generalization of Stone's r esult to 
the compound matrix. 

THEOREM 3. Ij F > O, G> O and l '::;r'::;n, then 

CT(I + AF) ~ Cr(I + AG) jor all A > O 

ij and only ij F~G. (9) 

On ce again , 1' = n is precisely the r esul t in [4] . 

2. Proofs 
vVe prove theorem l. Let A = UXU*, U unitary, 

X = di ag (X l, . . . , X,,) . Then E r(A + F)-ET(A + G) 
= E T(U *AU+ U *FU)-ET( U*A U + U*GU) = E ,(X 
+ K )-E ,(X + H ) where K = U*FU~ O , H = U *G U 
~O . Let 

<p(XI, ... , Xn: U) = E r( X + K)-Er(X + H ). 

Then 

cP (XI, .. 0' Xn: U) = 2.:: {d [diag(x al' ... ,Xa,) 
l :'O a,< .. • <a,:'On 

+ K [ai, . 0 .,arll-d [diag (Xap . .. , xa,) 

+ H [al, . 0 ., aT]]} ' (10) 

W e see from (10) that <p is a polynomial in XI, .. 0' 
Xn of degree r in which the nonconstant terms form 
a multilinear polynomial. Let 

oP<p 

and 

Th en 

(ll ) 

where the term corresponding to p = O is just cp(O, 
... . , 0: U) . . Let w deno.te the increa~inj: sequence 
tl< . . . < t p. Unless W IS a subset of al"- ... < a, 
the partial derivati ve satisfies 

op . 
OXi .. . oXj {cl [dmg (Xal' .. . , xaT)+K [a l ... aT]] 

p p 

(12) 

If w is a subset of al< ... < aT let a'l< .. .< a~ _y be 
t he ordered complementary set of w in al< . .. "- a, . 
In this case the derivative in (12) has th e valu e 

cl[cl iag (Xa," , ... , xa~,) +K [al", ... , a~_ p]] 

- cl [clia g (Xai' , " . ,Xa ;~, ) +H [al", ... , ai"- pll . (13) 

Setting Xl = . . . = x,,= O in (13) we have 

- cl(H[al", . .. , ai"-p ]) }, (14) 

where :L:; ' indi cates that the summation is taken olll y 
over those C¥I< . .. < aT containing W = (il< ... < i p ) as 
11 subse t. R eturning to (1 1) we set Xii = . . . = Xip = t and 
allo therxj= O. Then 1> (0, . 0., t , ... , t , ... 0: U) = 
t P1>11 • •. ip + L p - l (t ) where L p _ l is a polynomial of degref' 
at most p- l in t. Since 1> (XI , ... , X,, : U) ~ O we 
conclud e, by letting tincrease, that1>~I". ip~ O . Con-
versely, if 1>11 "' ip ~ 0 and 1>(0, ... , 0, U)~ O , t hen 
1> (Xl , . .. , X,, : U) ~ O for all non-n egative Xl, ... , X". 
Let j i< .. . < }n-p denote the set complementary to 
i l< . . . < ip in 1, . .. , n . L et e" j = 1, . .. , n, be 
the uni t n-tuple with 1 in position j, ° elsewhere. 
We may rewrite (14) as 

1>1, ... i p= :L:; ' {dK[<TI , . .. , <TT_p]- clH [<T I, ... , <TT-P]} 

= :L:;' { (CT _p( K )ea A ... 1\ eq ,eq 1\ ..• 1\ eq ) 
1 r-p 1 r-p 

-(CT _p(H )eq A . • . Aea ,Cq A . . . Aeq ) ;' 
1 r-p 1 r-p 

= :L:;' (Cr -p(F )uq A •. • 1\ Va ,Vq A ... 1\ V q ) 
1 r-p 1 r-11 

- :L:; '(Cr-p(G)Uql A •.• A Uq ,_p, 

U ql A ... A U a ,_) , (15) 
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where .;8 ' indicates that the summation extends over 
preci el.\' t hose increasing sequen ce (/1< . . . < (/ r - p 

which ar e subsets of j l< .. . < j n-p. Also U j= Uej, 
j = 1, . .. , rz is an orthonormal set of vectors (recan 
that U is uni tary). l lIfe use an extrenml r esul t in 
[3: theorem 1, p . 525] to conclude from (15) that 

In case G= 1 we have from (15) again that 

for all choices of sets of n - p orthonormal vec tors 
UI, . . . , U n-p, and another application of the above 
cited extremal r esul t completes th e proof. 

To proceed to th e proof of theorem 2, choose a 
nonsin gular R such t hat F = RR*, G= RDR*, 
D = diag (t.. I(F- IG), ... , t..n(F- IG» . Let P be a n 
arbitrary nonsingular matrix and since any A > O is 
of the form (PR- I) *(PR-I) we have that (7) is 
equivalent to 

E r((PR- I) * (PR- I) RR *) ?Er((PR- I) * (PR- I) RDR*), 

or 

This last matrix has the same roots as the H ermitian 
matrix Cr(A- I+ F)-Cr(A - I+ G) and hence (9) is 
equivalent to 

Cr(A + F ) ? Cr(A + G) for all A > O. 
Now 

Cr(A + F) - Cr(A + G) = Cr(A + F) - (Cr(G) )1 /2 

Cr(G - l/2AG-1/2+ 1) (Cr(G» 1 / 2~Cr (G- l / 2r1G- l / 2 

+ G- l/2FG-II 2) - Cr(G -1I2AG- 1/2+ 1). 

Thus (9) is equivalent to 

Cr(A + 1:l) -Cr(A + 1)? 0 for nil A > O (18) 

where H = G-I/2IIG- 1/2. 

By a uni tary co ngru ence we m ay assume H = diag 
(hi, ... , hn) and bysettingA = diag (XI, .. . ,xn)?, O 
we see that 

r r 

11 (J' i,+ h i ,)? n (x i ,+ J) 
i = 1 / = 1 

for any non-negalive numbers Xip . . . ,Xi r . This 
clearly implies that eael l ht ? 1, t = 1, . . . , n. 
Thus, 0 ? II- 1= G- I/2FG- I/2_ 1 ~F- G. E r(P *P ) ? E r(P *PD), 

E r(A) ?Er(AD ) for all A > O. (16) Co nversely supp08e F - G? O. T hen II ? 1 an d if 
we set 13= A + 1> 0 we would like to co nclude that 

In (16) replace A by VXV* , V unitary, X = diag 
(XI, ... , xn)? O to obtain C,(A + 1I) = Cr(B + II- 1)?Cr(B )= Cr(A + 1). (19 ) 

E r( X) ? E r( XfI) , fI= V*DV 
or 

tr[Cr( X) (J - Gr(JI)] = 0, (17) 

where 1 is th e (~) -sq Llarc id en tity malrix. It is no t 
difficult to check t hat (17) holds JOl' rtll non-negative 
d iago na l X if a nd o ll ly if ever,\' diagonal element of 
1 - Cr (II) is non-negative . That is, 

l -(Cr(V*DV)e",,,,, .. "' e"r' e", "' ... "' e",)? O 

must hold for all V and all1 :Sal< .. < ar:S n. But 
t his is precisely equivalent to 

(Cr(D )u",'" .. "'U" " U" ,"' .. "'u,,):S 1 

[or all orthonormal uO<1' . • . ,11"r' As in the proof 
of theorem 1 we have finally that (7) holds if and 
only if (8) does. 

To prove theorem 3 it will be co nve nient to let ~ 
denote the r elation of Hermitian co ngruence. Then 
if A > O, 

Cr(I+ AF)-Cr(I+ AG)= Cr(A) 

{Cr(A - 1+ F) - Cr(A - I+ G) } ~ (Cr(A) )11 2 

[Cr(A - 1+ F) - C\(A -1+ G)]( C'r(A) )- 1/2, 

But (19) is equivalent to 

Cr(I + K) ? Cr (I ) , K = J3- 1/2(II- 1)13- 1/2. (20) 

After a uni tary congruence (20) reduces to 

Cr (1 + diag (k1, •• • , lcn»?, Cr(I), 

where k,,? 0 are the cbaracter istic roots of K . The 
proof is complete. 
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