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Space of k-Commutative Matrices'
Marvin Marcus? and N. A. Khan?

(August 14, 1959)

Let [4, X]=AX—XA and [4, X],=[A4, [4, X]x].
mute” with a fixed matrix A are investigated.

Those matrices X which “k-com-
In particular, the dimension of the null

space of the linear transformation 7'(X)=[A4, X]; when A is nonderogatory is determined.

1. Introduction

Let A be a fixed N-square complex matrix and let

(4, X|—=AX—XA, [4, XL=IA, [A, X];1]. Itis
easily checked that
5 B\
[A,XJ,C:Z(-—I)‘<S>Ak’SXAS. (L.1)
3$=0

It is clear that the set of X such that [A, X]|;=01is
a linear subspace of the space My of all N-square
complex matrices. This subspace is denoted by
(.(A). In theorem 1 is determined the dimension
of (1,(A) in terms of the degrees of the elementary
divisors of A when there is exactly one elementary
divisor for each eigenvalue. Let £, denote the set
of matrices in My with precisely ¢ distinet eigen-
values. In theorem 2 it is shown that in case

k>2(N—q)+1, then
min dim (x(A) = R(Q+1)*+ (¢— R) @*

AeE,NMN

where N=0Qq-+ I,
found.

0<R<q. The maximum is also

2. Results

Tet T denote the linear transformation on My de-
fined by 7T(X)=[A4, X] and we note that 7" X)=
[A, X];. With respect to the basis Ej; in My, or-
dered lexicographically, we check that 7" has the
matrix representation /y®A—A'®Iy. The nota-
tion is the following: F;; is the N-square matrix with
1 in position %, 7, 0 elsewhere; Iy®A denotes the
Kronecker product of the N-square identity matrix
Iy with A. Tt is clear that one may assume A is in
Jordan canonical form

A=3"J, @2.1)
8=1

where 2 indicates direct sum and the J; are the
Jordan blocks corresponding to the distinct eigen-
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values N\, s=1, ..., ¢, of A. If T:(X)=0 and
X is partitioned conformally with the partitioning
(2.1) of A, Roth * shows that

q
4Y:E * Xs’
$=1

where X is the same size as J,, s=1, . ,q. If,
further, each J; is decomposed into a direct sum of
companion matrices of the elementary divisors cor-
responding to N\; one may also effect a conformal
partitioning of the corresponding X,. It is also clear
that one may take \;=0 in examining the structure
of X, since [J;, X|]; remains invariant upon transla-
tion of J;. We are thus reduced to considering the
following situation in determining the dimension of
A.(A): Let

. ((v”

Z]

i=1

U= 7‘12 5 6 q ZT;)

where U, is an r;-square auxiliary unit matrix, an
unbroken line of 1’s along the first super-diagonal
0’s elsewhere, and suppose [/, Y]|,=0. Partition }
conformally with U, Y=(Y,,) 4,j=1,. . . ,l where
Yy is 7y X7y, and by (1.1)

k
3 (—1)S<f>U’;i"injUij:0 N

2.2)

is equivalent to [U, Y];=0. The problem then is to
determine the number of arbitrary parameters in
each Y,

Equation (2.2) for a fixed 4, 7 represents a linear
transformation mapping Y; into 0, and with respect
to a suitably chosen basis this transformation has the
matrix representation 7'/ where

Tij: <[7i®UTj_U;i®Irj)' (23)
To simplify the notation, put r,=n, r;=m where it
can be assumed without loss of generality that n >m.
The similarity invariants of 7', as computed by

(1:)3\2;. E. Roth, On k-commutative matrices, Trans, Am. Math. Soc. 39, 483



ROth are fl( ) _fmn m(x)—l fmn m+p(x)_
pat?l p=1 ,m and A=n—m. Hence T';
is similar to the direct sum of the companion matrices
of these nontrivial similarity invariants,

: gé Oat+20-1). 2.4)

The sizes of these companion matrices arranged in
decreasing order are A+2m—1, A+2m—3,
A+3, A+1.

L

Now, if k>A+2p—1, then (CO(x 212771))* =0
If k<<A+42p—1, then

p({C@r T\ =A+2p—1—F,
where p denotes rank.
Let n denote nullity.
Levmma 1: (a) 2(T%)=km if 1<k,
W ar=tn— (552 4o
if A<k<m-+n—1,
() a(Ti)=mn if k=m-+n—1,
where C1s 0 or 1/4 according as (k—A) s even or odd.
Proor:
(a) 1 <k<A.
Then B
p(T’ij):;(AﬂL%— L—k)=mn-mk,
and 2(TE) =mk.
(b) ALk<n+m—1.

Assume k—Ais odd and observe that the size of the
(m—(k—A-+1)/2)th companion matrix in (2.4) is

A-\—2m—<2<m—(—k—_3¢1)>—1>=k+2,

and the size of the next companion matrix is k.
Hence,

p(TH)=@A+2m—1—k)+ (A+2m—3—k)+. ..
+ (k+2—k).

The last term in this sum is the rank of the kth
power of the (m— (k—A-+1)/2)th companion matrix

5W. E. Roth, On direct product matrices, Bull. Am. Math. Soc. 40, 461 (1934).
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in (2.4). Thus,
o(T) :<2m—k2—|—A— 1)(2m4k2+A+ l>

In case k—A is even, it is observed that the size of
the (m—(k—A)/2)th companion matrix in (2.4) is
k+1. Also the size of the next companion matrix
isk—1. Hence,

p(TE)=(A+2m—1—k)+(A+2m—3—k)+ . . .
S S
:(m——

Hence, in either case

(k—2)Y*
2

n(Tl) =mn—p(TF)
:mn-—<m——<k%A)>2+0
(540

where (' is 0 or 1/4 depending on whether k—A is
even or odd.

(e) k>m-+n—1.
Then
{0(2:“‘2”“1) }k:O
and

1(TH)=mn

TaEOREM 1.

Assume A is N-square with distinct
eigenvalues Ny, . .

s N and let (x—N;)¢ be the elemen-

tary divisors of j—l S 626> ... €.
Partition the mtegers 1, , q so that
G o o oo :€q1>€q1+1: “ e

=€, . .. g Tl= ... =¢,=¢.
Then

() dim Olx(A)=kN—g (%2—0> if b<2e,—1,

un (5-0)

(22) dim U (4) =k Z g+ >3

= q:-1+1

if 2¢,,—1<k<2¢, ,—1

(i5) dim qk(A)=$2 S

0 or Y% according as k is even or odd.



Proor: Since there is only one elementary divisor
of A for each eigenvalue of A it may be assumed, as
in (2.1), that

q

A=>° J,,

s=1

where J,=\/ +U,, U,

the e-square auxiliary

unit matrix, s=1, ., ¢. 'Then, if X is contained
in ((A4),
¢
X=>7* X,
s=1
where X is e-square, s=1, . . ., ¢. By lemma 1

we know that the number of arbitrary parameters
in X;is (by putting m=n=¢,)

2
(b) n=ek—E4C i k<2e-1,
(¢) € if k>2e—1.
Consider (¢) first: k<{2¢,—1. Then k<2¢ —1
=1l , [, and hence X has n; arbitrary param-

Go—1 values of s such
Hence,

eters in it. There are ¢,—
that ny=n, (g,=0 for convenience).

dim (1, (A)_Z n, ~Z (¢o—qo—1)7y,

s =

l kz ,
:,; (q«:_q«7—l><k€qv—z+ ( )

Next assume that (i) 2¢,—1<k<2¢, ,—1.
. k?
In this casen, =€, , o=t,. .. land n%:keqo—z—{— @5
o=1,...,t—1. Hence,

(=1l l
dim ak(A) = 21 (qﬂ_ qll—l)nq,+2=t (Qa_ qqfl> 5%,

2
k5 et 2 d—gn(f-0)
$=q,+1
If (177) k>2¢,—1, then k>2¢;,—1 forj=1,..., ¢
and

dim Og(A)=3"¢.
8=1

532245—60——>5
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In case there is more than one elementary divisor
corresponding to a particular eigenvalue there does
not seem to be any simple formula for dim (1;(A)
in terms of the degrees of the elementary divisors of
A. However, by repeated use of lemma 1, it is pos-
sible to compute dim (x(A) for any particular A.
For example, if

0 0 0 2

then dim (1,(A)=37 for k=3.

Next are determined the largest and smallest
values that dim (1,(A) may take on as A varies
over I, the set of matrices with precisely ¢ distinct
eigenvalues, under the condition that £ >2(N—¢q)-+1.

Lemma 2.
satisfying

If € >

. >€, are positive integers

> ¢ =N=¢@+R, 0<R<g,
j=1

then

q

o

R(Q+1)*+ (¢— R) @< S (N—q+1)*+(g—1).

The Lower bound is achieved for

=er=0Q+1,

and the upper bound is achieved for
ae=N—q+1 and e= ...

€= ... G o o o =E=),

=g=ll.

Proor. The lower inequality is proved by induc-
tion on R. In case R=0, then N/¢g=@, and if
€, . . ., € are regarded as continuous variables, then

q .
> e2has aminimum fore,= @, j=1,. . ., q.
=1

suppose the result is true for all remainders obtained
by dividing N by ¢ that are less than R. We first
claim that there exists an integer 7< ¢ such that
e >€eqy and ¢, Q+1. Clearly the set of integers j
such that eJZ(J+1 1s nonempty otherwise (since

R>0),

Now

q
;Z;; e, <gQIN.

Let 7 be the largest integer j such that ¢,>@Q-+1;

then if 7z were ¢, &> .. . >¢>Q+1 and
3 62q(@+1)>N.



Hence 7<(¢ and from the definition of 7, € >e. .
Let p=¢, 771 and w;=¢,—1. Then w> . .
ZHey M . +u,=N—1=Qq¢+R—1, and b\'
induction
Eﬂ (B—1)(@+1)°*+-(¢— (B—1)) @*=R(Q+ 1)
g B (-1
Now
S =2 62t
i=1 =1
and thus, ! ’
q
;632R(Q+1)2+<Q—R)Q2+2(€i—Q“1)-

Since €, Q-+1, the proof is complete.
bound 1is edbll\' obtained.
TaroreM 2. If k>2(N-¢)+1, then

The upper

min dim Qx(A4)=R(Q+1)*+ (¢—R)Q?

AeE 0 My
and
max dim (zx(4) =(N—q+1)*+q—1,
AeE n My
where
N=¢Q+R, O0<R<q.
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Proor. Let Aelf, and suppose ¢ > . >¢ are
such integers that ¢ is the sum of the degrees of all
elementary divisors of A corresponding to X\

J=1 - g

Then
q
2

and hence, ¢ <N—q+1 and 2¢—1<k. Thus k is
at least 2u—1 where p is the degree of any elemen-
tary divisor of A. From lemma 1 one may check

in this case that min dim (1,(A) may be evaluated
AeEqNMy

by confining A to those matrices having precisely one
elementary divisor for each eigenvalue. Hence

(z—X,)e; may be taken as the elementfuv divisors
of A, jkl ., ¢. By theorem 1 if Aef7,
dim ((A)= E €2,

and the results follow from lemma 2.

WasaINGTON, D.C. (Paper 64B1-21)
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