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The subject of radio-wave scat tering by t urbulen t irregu lari t ies in t he t ropospheri c 
index of refraction is reviewed . D escriptions of the t urbulen t medium a re considered first, 
together wlth a st atus report on phys ical t heories for t he spectrum of irregula ri ties. Pha e 
and amplit ude scin t illations induced on electromagnetic waves p ropagated a lo ng lin e-of­
sigh t paths are dlscussed next. The compleme ntary problems of sig nal statist ics a nd elec­
tromagnetic-propagation calculat ions a re s umma ri zed a nd co mpa red wi t h available data. 
Bot h t he geometrical optics and wave theory a pproac hes a re di sc us ed. The theo r y of 
propagation beyond t he hori zon by scatter ing from t ile same irregul a ri t ies is t hen descrihed. 
A curre nt re view of the predi ctions for received power, signa l fluctuation s, an d a n tenna 
effects is g iven. The pape r is prima ri ly a revie w of t he esse ntia l a nd a uxili a ry p redi ctions 
of scatte r t heory, b ut a lso co nta ins a co nsiderable a moun t of unpublished re ear ch by t he 
a u t ho r. 

1. Introduction 

'[he existence of random irregularities in the atmos­
pheri c index of r efraction has been well established 
by direct meas urements with microwave r efractom­
eters [1, 2).2 'rhe inAuence of these refract ive 
irregularit ies on electromagnetic waves is confirmed 
by the random fading of microwave signals received 
beyo nd the optical horizon. Stochastic phase and 
amplit ude variations imposed on electromagnetic 
w~ves propagated along line-of-sight paths confirm 
tlus .cause-effect relationship . rrhis i not to deny 
the mfluence of other mechanisms (layers d ucts 
et al.) which may also co ntribu te to scatter-field 
strengths. I t does certify that the electromagnetic­
ally predicted relat ion between (turbulent) refractive 
var iatio ns and signal characte ri t ics is indeed es­
tablished. 

The entire subj ect of electromagnetic propagation 
th~'o ugh turbulent refractive irregularities has re­
celved considerable theoretical and experimental 
attent ion during the post-war era. This attent ion 
is due to the enormous importance of "scatter 
propagation" communication sys tems on the one 
hand, and a basic limitation imposed on radio track­
ing and guidance systems for space vehicles on the 
other. The subj ec t also has considerable scientific 
interest in its own right, particularly insofar as it 
unites electromagnetic theOl)' , t~rbulence theory, 
and probablhty 111 an essentIal mlxt ure. Once es­
tablished , the influ ence of atmospheric irregulari ties 
on electromagnetic waves presents a valu able tool 
for studying turb ulence at very large R eynolds 
numbers by simple radio means. 

It now seems appropriate to try to establish how 
far the considerable volume of origin al research 
has brought the subj ect. This is particularly im-

I ConSUltant, B.oulder Laboratories, NBS; permanent address, Space T'ech­
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' Figures in hrackets indicate the liLeratur(' references at t he end of thi s paper. 

portant since the basic concep t is periodically brough t 
under attacks of vario us sorts, and it is desirable 
to try to set forth the essential and auxili ary pre­
dictions of the basic theory in a coh erent, unam­
biguous fashion. More important, however , is the 
need to present a balanced status repor t on Lhe 
theor eLical predictions, against which accumulating 
experimental resul ts can be ranged to establish the 
true role of thi s mechanism in an objective manner. 

The presen t paper is primarily a r eview of the­
oretical research on line-of-sigh t and scatter prop­
agation in the United States, wi th a short status 
report on t urbulence theories of atmo pheric irregu­
larities. It is not a genuin e r eview, in th at it leans 
rather heavily on the aut hor's own research as a 
basis for unifying diverse results. Furthermore, a 
substantial amo un t of unpublished material is 
included h erein. Th e report goes one step further 
and poin ts out a number of outstanding problems 
which ar e solved in principle, but not in detail. A 
detail ed, balanced comparison of these th eoretical 
results with experimen tal data was not attempted 
for th is broad field, although occasional references to 
significan t res ul ts and prior comp ariso n s are i nelica ted 
by way of stimulating this crucial testing. 

The substance of this report can be summarized 
briefly . In so far as the single scatteri ng (Born) 
approximation and/or geometrical optics are valid 
representations of the electroma gnetic response of 
propagating waves to r efractive irregulari ties, th e 
entife subj ect is solved in principle. The geo­
metrical-propagation effects can be comp uted in 
any desired detail (or at least be r educed Lo inLegrals) , 
independent of the turbulence model employed. 
This importan t separation is achieved by using the 
spectral representation for th e space correlation of 
refractive irregularities, which allows any spectrum 
model to be combined with any propagation model. 
The more difficul t electromagnetic problem of 
multiple scattering h as not been considered ade­
quately and is not discussed here. 
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2. Description of the Turbulent Medium 

2.1. Statistica l Characterization 

The tropospheric index of refraction varies from 
point-to-point in a random manner. To describe 
this effect, one decomposes the dielectric constant 
(e = n2) into its mean value and a small stochastic 
component. 

-4 -4 
e(r, t )=eo+ LlE(r, t ). (2.1.1) 

It is this quantity which enters into the basic elec­
tromagnetic equations. EO is usually a function of 
altitude (h) only, and its gradient appears in certain 
physical theories of turbulent irregularities. The 

-4 

stochastic function LlE(r,t) is treated as a stationary, 
zero-mean random process in space and time, and 
is usually assumed to be spatially homogeneous and 
isotropic. If brackets denote ensemble, space, or 
time averages (which are equivalent for a statistically 
stationary, homogeneous atmosphere) the first two 
moments of LlE are: 

-4 
(LlE (r, t» )=O (2.1.2) 

(2.1.3) 

The in tensity of dielectric fluctuations (LlE2) is 
measured experimentally [1 , 2) as several parts in 
10- 12 . The space-correlation function O(R) falls 
to l /e in a distance of several hundred feet, which is 
related to the scale length lo of theirregularities. Little 
attention has been paid to higher moments of LlE, 
except to note that they are completely specified in 
terms of OCR) if the LlE form a Gaussian random 
process. 

2.2. Space Correlation Models 

The space-correlation function OCR) is the funda · 
mental characterization of the turbulence. First · 
order propagation quantities depend upon integrals 
of OCR), and one must assume an analytic model to 
perform the mlevant calculations. The correlation 
must have the form 

OCR) - j(R/lo) , (2.2 .1) 

where j(x) is the Fourier transform of a non-negative 
function. lo is called the scale length or average 
size of the blobs in the hierarchy of decaying eddies. 
The popular models for j(x) are plotted together in 
figure 1. 
1. Bessel: f(x) = xK1 (x) 

This correlation model was devised to predict: 
(a) The observed linear-wavelength dependence of 
average power for tropospheric scatter propagation; 
and (b) certain features of line-of-sight propagation 
experiments. It has zero slope at the origin, and 
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FrGURE l.- Plot of four common space correlation models for 
isotropic atmospheric irregl.iarities. 

is suggested by the theory of turbulent mixing-in­
gradient. 
2. Exponential: j(x) =e-X 

This function has been widely used to study scatter 
propagation. However, its cusplike behavicr (finite 
slope) at the origin implies infinite values for angle-of­
arrival errors and other phase-derivative processes. 
The exponential model is possibly suggested by the 
physical theory of turbulent pressure fluctuations. 
3. Gaussian: j(x) =e-x 2 • 

This is widely used for line-of-sight calculatIOns 
because it can be integrated easily. It does not 
predict the results of tropospheric scatter experiments 
adequately and apparently has no foundation in 
physical theories of turbulence. 
4. Oauchy: j(x) = [1 + x2t 2 

This model has been used for line-of-sight ray 
theory calculations, but is not founded in physical 
theories of turbulent irregularities. 

It should be emphasized that any correlation function 
is only a model of the atmospheric irregularities, and 
must 'be carefully evaluated in terms of its ability to 
predict the results of experiments. 

It is possible to generalize the foregoing to include 
anisotropic and inhomogeneous turbulent structures. 
Anisotropic irregularities can be described by intro­
ducing different scale lengths in orthogon al direc­
tions, viz, 

. ([X2 y2 Z2J 1/2) 
OCR) = f II+n+ l~ , (2.2.2) 

and such effects are apparently relevant in the 
troposphere.. . . 

'Refractometer expel'lments show that the ll1tenslty 
of dielectric fluctuations decreases with altitude [1). 
One can describe an inhomogeneous fi eld of this sort 
with a height-dependent (LlEt) in eq (2.1.3), s~ long 
as the intensity does not change slgmficantly III the 
several scale lengths lo required for the (space) 
averages. 
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A more difficul t problem is encountered with the 
assumption of tationarity. There now seems to be 
experimental evidence [3] that the dielectric varia­
tions either: (1) do not form a stationary process; or 
(2) that th er e is a great deal of power in the low­
frequency part of the spectrum of ~f , which appears 
as trend when viewed over a short span of time or 
space. Both explanations are probably partially 
correct, with a rapidly fading stationary process 
superimposed on long-period (diurnal, seasonal) 
harmonic components. Unfortunately, there is no 
adequate theory of nonstationary processes available 
to describe such effects . 

2.3. Turbulence Spectrum Method 

An equivalent characterization of a turbulent 
medi um is given by the spectrum of irregularities ...., 
S(k ) [4, 5], which is the Fourier decomposition of 
the space correlation fun ction , 

(2.3. 1) 

This representation has tbe advantge of exhibitin g 
an explicit R-dependence for the correlation without 
commit ting the study to a particular tmbulencemodel. 
Propagation calculations can be performed on the 

generic term exp [- ik· R] by reversing the orders 
of integration . The physics of the atmospheric 
irregulari ties re-enters the problem eventually in the ...., 
spectrum S(k), which must be introduced to com­
plete the wavenumber (k ) integration. If the ...., ...., 
medium is isotropic, S(k) depends only on Ilc l, and 
the space correlation becomes: 

(2.3.2) 

The mean square fluctuation at a point , 

(2 .3.3) 

indicates that the spectrum represents the ability of 
each blob-size group (wavenumber range) to produce 
irregularities. 

Equation (2.3.1 ) may be inverted to establish the 
spectrum which corresponds to each of the correla ­
tion functions discussed earlier. Table 1 indicates 

TABLE 1. Correspondence of turbulence spectrurn and space cor­
relation functions f or several rnodels of atmospheric irregularities 

Bessel Exponential Gaussian Cauchy 

Space ~I(I (~) ,- Rilo e- R2m [ R]_2 correlation 1+/2 C (R) to 10 0 

- k2l2 
rrurbulence (a.2}tg (a.2)tg _ 0 

.. 2(a.2)tg. -kto spectrum 6 .. 2--- 8 .. -- .. 3/2(a .2}tge • 
S (k) [Hk2t~l' / 2 [Hk21~J2 

, 
the spectra for the B essel, Exponential , Gaussian 
and Cauchy models. The small R behavior of the 
correlation is determined by the large lc range of the 
spectrum and vice versa . 

2.4. Physical Theories of Dielectric Irregularities 

The ind ex of r efraction in the (nonionized) tropo­
sphere and str atosphere is independent of rad io­
frequency from 10 to 10 ,000 :Mc. Variations of the 
r efractive index from unity are measured as several 
hundred parts per million, and arc r elated to standard 
meteorological parameters by the empirical formula : 

n- l = { 77.6~+3 . 73 105 ;2 }10-6 (2.4.1) 

where 
T = air temperatme is degrees Kelvin (absolute) , 
P = total air pressure in millibars, and 
e = partial water-vapor pressure in millibars. 

Diclectric variations (f= n2) are thus related to tem­
perature , pressure and water-vapor flu ctuations by 

r - t,T (776 ~,H.4G 10' ; ,) l 
t,, ~2 10-'1 + t,P C;,6)+t" e 7~,1O') J 

(2.4.2) 

Dielectric variations in the lower troposphere arc 
governed pri nci pally by waLer-vapor irregularities, 
and one is dealing with the irregulariti es established 
in a passive scalar by turbulent movements of th e 
random atmospheric velocity field . This process is 
characterized by the turbulent mixing theories de­
scribed below. 

In the stratosphere there is a negligible amount 
of water vapor, and dielectric variations are prod uced 
almost exclusively by thermodynamic fluctuations: 
D.T and D.P. The primary mechanism for producing 
irregularities in the stratosphere is a lso probably 
turbulent mixing by rotating eddies. However , one 
must now recognize thermodynamic expansion (per­
haps adiabatic [6]) of the gas as the eddies transfer 
parcels of air between different altitude levels, cor­
responding to different ambient temperatures and 
pressures. This expansion correction is not domi­
nant in the lower troposphere, but probably plays 
a central role in the propagation of scatter signals 
to distances greater than 700 km by common volume 
elements in the stratosphere [6]. 

The spectrum method makes direct contact with 
physical theories or turbulent irregularities which 
predict S(lc) in certain wavenumber ranges. These 
theories iden tify three dist inct ranges of the spec­
trum, as shown in figure 2. 

1. O< k< ko: The input 01' blob-creating range 
corresponds to very large scale lengths, which are 
probably anisotropic. The upper end, ko, of this 
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FIGURE 2.- T ypical spectrum of dielectric i1-regularities plotted 
vel'sus wovenwnber, showing various turbulence ranges. 

range is approximately the reciprocal of the correla­
tion or scale length to discussed earlier, which is of 
the order of 100 m in the troposphere. Since we do 
not know (in detail ) how turbulence is created from 
a laminar flow, turbulence theories carefully avoid 
this range. It is important to note that the spectra 
listed in table 1 do make definite statements about 
this range, so the large R behavior of the correspond­
ing correlation models must be regarded as extra­
polation or pure guesswork .. 

2. k o<k < k s: The inertial subrange is character ­
ized by r edistribution of the turbulent " energy" 
toward higher wavenumbers and represents the 
progressive subdivision of eddies in the turbulent 
structure. Dimensional analysis can be used here 
with considerable confidence. Tropospheric-scatter 
propagation depends principally on this inertial 
r ange . 

3. k s< k < 00: 'rhe dissipation range is character­
ized by a sharp drop in turbulent activity, du e to the 
destructive action of viscosity and diffusion. In the 
troposphere, ts= k;; l is of the order of millimeters. 
W e do not consider the dissipation range, since 
aperture and recorder smoothing effectively elimi­
nate the contributions of such tiny blobs in the 
troposphere.3 

'rhrec turbulence theories have been developed 
which predi ct S(k) in the inertial range: 

a. Pressure Fluctuations 

Fluctuations of the velocity fi eld induce pressure 
variations according to Bernoulli 's law. If variation 
of pressure, densi ty, and water-vapor content arc 
related linearly, the spectrum of dielectr ic fluctua­
tions is given by [7], 

( VO)4 k~/3 
S(k) = C k ia /a ' (k > ko) (2.4.3) 

where Vo is the speed of the largest blobs and c the 
3 T he dissipation is apparently qu ite im portant for ionospheric·scattcr propa­

gation at vh f. 

local speed of sound. Most writers now agree that 
this mechanism is unimportant for the lower tropo­
sphere [8] . 

h . Obukhov's Mixing Theory 

In this theory, an external source is imagined to 
feed flu ctuations into the spectrum at the largest size 
(ko). Subsequ ent redistribution down the inertial 
range is attributed to turbulent convection, for which 
dimensional a rguments give [9 , 10, 11] 

(2.4.4) 

If the external source is identified only with the 
mixing of a gradient by the largest blobs, the in­
tensity is given by 

(" 2\ - k - 2 (dEo) 2. 
uE J- 0 dh ' (2 .4.5) 

which is supplied at the inpu t wavenumber ko. 
Adiabatic expansions of the mixing eddies modify 
the ambient gradient in the stratosphere [6]. 

c. Mixing·in-Gradient Theory 

This approach considers an ini t ial refractive-index 
gradient and how it is changed by turbulent con­
vection at all wavenumber-so The ro tating turbu­
lent eddies transfer parcels of water vapor from low 
to high points on the profile and vice versa, and 
establish irregular con trasts thereby . The mech­
anism for turbulent flu ctuations appears explicitly in 
this theory at all wavenumbers ancl no extern al 
source is required. The iner tial range is aga in 
amenable to unambiguous dimensional arguments 
[8 , 12]. 

(2.4.6) 

and the result is independ ent of turbulent paI'am­
eters, except for restrictions on its range of validity. 
Adiabatic expansions of the eddies are again im­
portant in t he stratosphere [6]. In the range 
k > ko, we see that t his model agrees with the sp ec­
trum computed from the Bessel space-correla tion 
model indicated in table l. 

Both of the mixing theories predict that the 
intensity of turbulen t fluctuations should be pro­
pOl·tional to the local gradien t of the inhomogeneous 
mean profile. A good correla tion between the 
strength of scatter signals and the monthly mean 
refractive gradien t has been observed experimentally 
on many paths [1 3]. Since strong scattcred signals 
are associated with large dielectric fluctuations , 
this must be considered an important success for 
the gradient-dependent mixing mechanisms. On 
the other hand, observed absences of dielectric 
irregularities at inversion layers and other stable 
meteorological interfaces suggests that the mixing­
in-gradi en t models may not be applicable to very 
sharp gradien ts . 
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2 .5. S,p~ce-Time Correlations of Irregularities 

The averfJ,~ed product of two dielectri c fluctua­
t ion taken ~t different positions and times is of 
considerable i:tnportan ce in studying the time vari­
ability of sigrw,l amplitude and phase for both line­
of-sight andbtlyond-the-horizon propagation. 

...., ---...., ...., 
<~f (r, t )4.f (r + R ,t + T) )=<~f2)C(R,T) (2.5.1 ) 

T emporal varia~ions of ~f are associated with motion 
of the carrier rn l?¢tium, and two distinct types of 
atmosp heric motiQ,~ are important: 

a . !?rifting Convection 
...., 

A prevailing wim:l with constant velocity U 
would bear a frozen t urbulent structure along in tact 
and would transl~te ~~e entire structure a distance ...., 
U T in a time T. Sill lJC the atmospher e is assumed 
to be homogeneous, thi~ would be just the same as 
measuring the space ·correlation between llTegu-...., 
larities separated by ll, clistance of U T at the same 
time. 

b. Random Motion 

The random motion ~ssociated with the con­
t inuous eddy-breakup p~·ocess rearranges the tur­
bulent irregularities in tim,. This self-motion effect 
is probably isotropic for f1.1JlaU (k) scale irregularities. 
The random motion woulA be apparent even if there 
were no drift velocity, or if one rode along on t he 
prevailing winds. 

The spectrum method i particularly well-suited 
to describing t he combjlled effect of t hese two 
motions, in that t heir effects can be explicitly 
separated in the integralld of the wavenumber 
integral representation of Lhe space-time correla­
tion [4, 14] . 

<~f (~t) ~ f (r+ R,t + T»= ~~3f d3kS(k);k7Il+U7) ." (k, T) 

(2.5.2) 

For an isotropic specjtrum of irregulari ties, this 
becomes: 

-> ---,> 

<~E (r,t) ~f (r+ R ,t + T) ; 

The function .,, (lc,T) describes the time autocorrela­
tion of fluctuations contained in a fixed wavenumber 
interval k, ,a,ud· is uni ty for zero time displacement T. 

Dimens.ioI).al turbulence arguments indicate that 
.,, (k ,T) should depend only on the product4 Vok6 /3 p /3T 
in the iqertial subrange [1 5, 16], although no func-

tional dependence has yet been established. How­
ever, detailed studies of t he turbulen t velocity 
field-time correlatio ns over the entire spectrum 
indicate t hat t he coefficient of T varies from p /3 to 
k [17] . 

Convective motion is probably Lhe dominant 
effect for line-of-sight propagation, since eddy 
speeds Vo are usually much less t han the prevailing 
wind speed U.s However, scatter propagaLio n 
geometry discriminates against a horizon tal clrifL 
velocity at t he path midpoint and Doppler 11ift 
in troduced by t he random motion can domin ate. 

3. Line-of-Sight Propagation 

3.1. Introduction 

Phase and amplitude instability on line-of-sighL 
propagation paths is important in practice becau e 
of the limitations it imposes on lllterferometric track­
ing schemes and freq uency ynchronization opera­
tions. Before launching into detailed discussions of 
problems, it is well Lo examine the two principal geo­
metrical situations shown in figure 3. These prob­
lems are idealized by omission of ground reAections, 
which are ignored since they do not contribute scin­
t illations unless moving foliage or water surfaces arc 
a major factor. 

o 
-- Primary Field 
- - -- Scottered Field Roy Poth 

Fw URE 3.- Typical my paths for i deolized l1:ne-of-sight pJ·ob­
lems: (a) Helay l-ink immersed in an infinite tU1·bulent me­
dium, . and (b) radio star viewed vertically thr01lgh a tU1·buient 
mantel. 

a . Relay Link Problem 

Receiver and transmitter are both immer ed in an 
infinite turbulent region a distance L apart. The 
transmitter emits spherical waves and the receiver is 
also assumed to be omnidirectional. 

b . Radio Star Problem 

Plane wav es are assumed to fall on a semi-infinite 
turbulent medium with the receiver located a dis­
tance L below the upper boundary . The turbulence 
may be graduated toward its upper boundary by 

4 170 and ko are the speed and wavenumber at the inpu t stage of the tll rbulclJt 
velocity spectrum . 

, Since the turbulent velocity field itself is a (small) pa rtition of t he kinetic 
energy in the lam inar (drift) fie ld . 
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using an inhomogeneous turbulence intensity (LlE2(r» ). 
It is significant that the receiver always stands in 

the (tropospheric) turbulent medium for line-of-sight 
propagation, and blobs which are just on top of the 
receiver play an important role. 

3.2. Signal Statistics and Vector Voltage Diagrams 

The typical ray-path trajectories shown in figure 3 
indicate that th e field which falls on the receiver is 
composed of two terms: (a) The unperturbed primary 
field Eo propagated along the line-of-sight, and (b) 
the incoherent superposition of waves scattered to 
the receiver by all volume elements in the scattering 
region V. The primary field induces a constant 
voltage Ao in the receiver, which serves as a con­
venient phase reference . Because of the randomly 
varying multipath combinations, the total scattered 
wave induces statistical signal components x(t) flnd 
yet) which are in and out-of-phase with respect to 
the constant vector Ao, as shown in the vector volt­
age diagrams of figure 4 . Experiments measure the 
composite amplitude A and the relative phase excur­
sions a -about the phase reference Ao. A typical 
phase record is shown in figure 4, together with the 
vector vol tage diagrams appropriate to two displaced 
times tl and t2 . 

FIGURE 4.- Typical phase record of randomly-vU1'ying line-of­
sight signal showing the corresponding time-displaced vector 
voltage diagrams for a constant signal plus noise. 

The basic statistical problem is to estimate the 
probability distributions for amplitude A and phase 
a, and from these the relevant statistical estimates 
of the randomly varying quantities. Since the orthog­
onal signal components x(t) and yet) are induced by 
the scattering contributions from many independent 
blobs, they may be characterized by a Gaussian dis­
tribution according to the Central Limit Theorem. 

[
X2 y 2 2PXYJ --+---dx dy 1 . 0"; 0"; O"xa1/ 

P[x,y] dxdYI=2-- ~exp- 2(1- 2) . 
7r0"x<T1/ 'V 1- p2 P 

(3.1.1) 
The moment parameters, 

should be determined from explicit propagation cal­
culations. Previous statistical discussions have 
assumed, 

(3 .1.2) 

in order to simplify the analysis. We should like to 
point out, however, that such assumptions are not 
in agreement with available propagation calculations, 
which suggest rather that 

<Ti + a; =constant, P finite. (3.1.3) 

A new effort on the statistical problem is required for 
propaga tion work. 

For present purposes, we simply review available 
results derived on the assumptions (3.1.2). If the 
(Ao) displaced cylindrical coordinates of figure 4 are 
inserted into eq (3 .1.1 ), the joint amplitude-pha~e 
distribution becomes: 

AdAda 
P (A,a)dAda=-2--2- exp 

7r<T 

The distribution of total vol tage amplitudes A 
was established by Rice [18] from (3.1.4) by inte­
grating the phase a from - 71' to 71'. 

P(A)clA= AdA fo (AAo) exp_[A2+~~J' (3.1.5) 
~ ~ 20" 

From this e:-"':pression one can calcula te the ampli­
tude moments. 

(3.1.6) 

and 

(3.1. 7) 

The probability that the amplitude exceeds a pre­
scribed level a is obtained by integrating (3.1.5) 
from a to ro. Numerical tables of this probability 
have been prepared [19] and are reproduced on 
Rayleigh graph paper in figure 5. The addition of a 
cons tan t vector evidently increases the average signal 
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FIG URE 5.- Probability that the lotal am plil1lde exceeds a g'iven 
level, measured relative to the amplitude oj the constant vector 
A o, from [19J. 

level distribution, but reduces the range of ampli t ude 
fading relative to Ao. 

The distribu tion of phase i derived from eq 
(3 .l.4) by in tegra ting over all values of the ampli­
t ude A [20] . 

P ( )d cia -A'/2<r 2 {1 +~:;;:Ao A' cos2 a/2u2 a a= - e 0 - - cos a e 0 
2~ 2 u 

(3. l. 8) 

This distribu tion is plot ted in figure 6 and indicates 
tha t the phase is evenly dis tribu ted when the con­
stant vector Ao is very small compared with the 
rms multipath-scatter vector amplitude .J2u. WJlen 
the constan t vector is rela tively large, Bremmer [20] 
proves that the phase is distributed about zero in a 
Gaussian manner , 

1· P () Ao , (A~ ) 2 lIll a ---7 ~ exp - 22 a , 
q« A o u,/ 2~ u 

(3. l.9) 

N orton et al. [21] have also calcula ted the probabili ty 
that the phase exceeds a given angle for various 
values of Ao/.J2u, The first and second moments of 
phase deviations have been evaluated numeri cally 
[22] using the result (3 .l.8), and a re reproduced in 
figure 7 as functions of 2u2/Ag. 
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FIG UR E 7,- Average phase val'iation and root mean square 
phase vaTiations about constan t l'eferences voltoge A o as j'1mc­
tions of the ampli tude ratio of signal-to-n oise, from [22]. 

Bremmer [20] has considered the probabili ty dis­
tribu tion for time-displaced amplitudes (AI, A 2) and 
phases (a i, a2) corresponding to figure 4. His de­
velopment is based on special assumption s (see sec. 
4 .l. ) for the t ime correlfttion between x(t) and y (t ), 
but is qui te interesting in that he establishes phase 
and phase-rate dist ributions fo[, the sam e instant 
by manipulation of the probabili ty density for time­
displaced phases. 
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3.3. Electromagnetic Scattering by IrregularitiEs 

The stochastic dielectric constant (2.1.1) en ters 
electromagnetic theory through the relation between 
the electric vector and displacement vector. 

--> [ --> J --> D= Eo+~E (r,t) E. (3.2. 1) 

When the magnetic field is eliminated from Max­
well's equations, the electric vector is found to 
satisfy [23], 

(3.2.2) 

--> 
Time derivatives here operate principally on E, since 
the field oscillates much more rapidly than the -, 
medium. The vector components of E are mixed 
in the right-hand term and give rise to depolarization 
effects. The magnitude of this term is small for lin e­
of-sight microwave propagation and is usually 
omitted. (See, however, references [24] and [25]. ) 
With a harmonic time dependence (k,= w/c= 2'rr) >") , 
one finds 

--> 
[V'2+k}( EO+~E)]E=0, (3.2.3) 

which is the basic propagation equation. 
It is not possible to solve (3.2.3 ) exactly, smce 
--> 

fJ.E (r,t) is an unknown (stochastic) function of posi· 
tion. The Born approximation is widely used to 
describe single scattering by such fluctuations. This 
is essentially a thl"ee-dimensional iterative solution 
of the wave equation, which gives the total field in 

--> --> 
terms of the unperturbed wave Eo(r) as 

-4-4 ~--t f --t-t ---1---1'---1 

E(R) = Eo(R) - kj J v d31'G(R,r)~E(r, t)Eo(r) sinx 

(3.2.4) 

where V is the volume of irregularities illuminated 
by both the transmitter and r eceiver, X is the angle 

--> 
b etween Eo and the Poynting vector of the reradiated 
wave (see fig. 21) and is nearly 90 degrees for line-of-

--> --> 
sight propagation. G(R, r ) is the free-space spherical 
Green's function connecting the scattering point 
--> --> 
r and r eceiver R. 

--> --> 
--> --> eikfl R-r I 

G(R, r) = -->--> (3.2.5) 
47rIR-rl 

The first term in (3 .2.4) represents the trans­
mitted wave and the integral expression is the scat­
tered wave. The total field induces voltage com­
ponents in the receiver, as shown in figure 4. The 
primary field Eo sets the phase reference Ao. The 

integral term gives rise to the in- and out-of-phase 
random signal components x(t) and y(t), corre­
sponding to the real and imaginary par ts of the 
integral term in (3.2.4) respectively. The rcceiver 
measures the total voltage A and its phase a . It is 
inherent in the Born approximation that E s must 
b e small compared with the mean signal Eo, so that 
instantaneous fluctuations of the total amplitude 
and phase are (consistently) approximated b y: 

The variances of phase and amplitude fluctuations 
thus depend upon six-fold in tegrals of the space 
correlation function (2.l.3) 

It is common practice to use the geometrical 
optics approximation to describe line-of-sight prop a·· 
gation. This is equivalent to a one-dime nsional 
(WKB) solution of the wave eq (3.2.3), which recog­
nizes only the random speeding-up and slowing­
down of the wave as it propagates along the ray 
path (8). The phase of the vector voltage diagram 
in figure 4 is given directly by this method, 

(3.2.8) 

and is to b e computed along the nominal (recti ·· 
linear) ray path 8. This expression is always a good 
approximation to the volume integral (3.2 .7), and 
it is generally used to study phase variations because 
of its simplicity. Geometrical optics also predicts 
amplitude variations of the received signal. These 
are due physically to bunching and diverging of the 
energy-bearing rays by random refractive bending ; 

oA _~ lL [02a 02a] 
A - 2 ds A 2+ A 2 

o 1(" 0 u X uY 
(3.2.9) 

where a is given by expression (3 .2.8). This expres­
sion is usually not a good apprm;imation to the more 
precise wave theory result (3.2.6) . 

The geometrical optics approximation is a special 
case of the single scattering wave theory of eq (3.2.4) 
[4, 5, 26]. To understand this correspondence, note 
that the scale length of the irregularities lo is ordin­
arily much larger than the wavelength of the radia­
tion. The blobs act like very shallow lenses and 
project almost all of the scattered radiation in a 
cone of angular opening A/lo about the line-of-sight. 
The effective scattering volume over a pa,th length 
L , therefore, has a maximum width LA/lo as shown in 
figure 8. If this width is much less than the average 
blob size, the scattering volume consists of cylindrical 
plugs "cored" from successive blobs as in figure 8a. 
The propagation is then subs tan tially one dimensional 
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FIGURE 8. P ictorial representation of the effective scaUe?" volume 
f or line-oJ-sight radio star problem: (a) Fresnel scattering, 
and (6) Fraunhofer scattering. 

and random variation of the phase speed of the wave 
is the measured effect. This corresponds to Fresnel 
scattering and is correctly treated by geometrical or 
ray optics. The opposite extreme occurs wlum 
LX/7r1o> > lo; the rece iver sees many whole blobs fl.>; 
in Ggure 8b. The problem is then necessarily three 
dimensional and requires the wave solution (3.2.4), 
corresponding to Fra unhofer scattering. Th e scatter­
ing parameter 

(3.2.10) 

is rvidentl,v th e important var ia ble in these d.i>;­
criminations. One finds that the wave theory expres­
sions (3.2 .6) and (3.2 .7) reduce exacLly t,o the geomet­
rical optical results (3 .2.9) and (3.2.8) if 'Y is less than 
unity. If 'Y is g reater than (or near) uni ty, how­
ever , one must use the full-wave theory to compute 
ampli tude scintillations. 

The single-scatterin g approximaLion (3.2.4) breaks 
down at large distances L and/or high frequencies, 
since the convergence of the Born series is related 
to the smallness of the mean square phase expres­
sion [5], 

(3.2.11) 

As the wave progresses deeper into the turbulence, 
scattering out of the main beam gradually dissipates 
the primary signal Ao in figure 4 and one is left only 
with the correspondingly increased random field 
E s. The method of Rytov [27] has been used to 
describe this "phase creep" zone, where the amplitude 
and phase fluctuations are not small. 

-) -) [ k 2 f -)-) -) -) ] E(R) = Eo(R)exp- !:; . d3I'G (R,r)!J.E (r ,t )Eo(r) 
Eo(R) 

(3.2.12) 

This expression reduces to (3 .2.4) in the limit of 
small signal variations, but i t is not clear how this 
method accounts for mul t iple scatterings. It is 

significant that the integral term in the exponent of 
Rytov's expression is identical to the first Born term 
in eq (3 .2.4). Difficult propagation calculations of 
the real and imaginary parts of this integral term 
computed for single s ·at tering theory can thus be 
used in calcula tions based on (3 .2.12), once the 
appropriate signal-statistical description is estab­
lished. 

Feinstein [28] used the Kirchhoff-Huygens approxi­
mation to study propagation of scalar waves through 
a succession of un correlated random slabs. His use 
of the second order phase approximation is equivalent 
to tracing the phase front along various ray paths, 
or neglecting diffraction over the slab thiclmess. 
The result can be expressed as a power series in 
< !J.E2> , the first term of which is the geometrical­
optics approximation. 

3 .4. Propagation Calculations Based on G eometri­
cal Optics 

The foregoing discussion presented general expres­
sions for the phase and amplitude scintillations of 
waves which are propagated through random media . 
To compare theory and experiment, it is neces­
sary to combine these propagation expressions with 
the descriptions of turbulen t media given in part 
[I . The results depend both on the propagation 
geometry and the model chosen to represent the 
irregularities. 

The calculation of phase variations is usually based 
on the geometrical op tics approximation. The 
variance of phase fluctuations <0'2> about the 
constant reference vector Ao can be comp uted by 
simply squaring and averaging the integral expres­
sion (3 .2 .8). Using any of the correla tion models 
deseribed in section 2.2 gives the following simple 
result, 

(3.3.1) 

where L is the line-oI-s igh t path len9'th and A the 
wavelength of the radiation employed. q is a con­
stant of order uni ty which has been evaluated for 
each of the four correlation models. R eferences to 
sueh detailed calculations are summarized in table 2, 
together wi th r eferences to other phase and angle-of­
arrival quantities. The reader should consult these 
references for specific results. 

The wavelength depenclen.ce of expression (3. 3. 1) 
has been confirmed experimentally by simultaneous 
measurements [33 , 34] of phase shifts on three fre­
quencies, 100 , 1,000 , and 10,000 Mc, on line-of-sight 
paths to mountain tops . The path length (L) de­
pendence is difficult to ch eck experimentally, since 
paths of different lengths are apt to go through 
regions of the troposphere which do not have the 
same level of turbulen t activi ty. Attemp ts to corre­
la te phase variations with aU'borne and ground-based 
refractometer measurements of < !J.€2> and lo in the 
propagation paths have b een moderately successful 
[3, 30] . 

Such results are conveniently summarized with the 
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TABLE 2. References for line-of-sight calculations of phase and 
amplitude fluctuations using geometrical optics for four space S(k) 

correlation models of the irregularities 

~...,.:.~: B ..... E ,(., B~o","'''' G~""" G~cl" 
Calculated " model e-' <-" [1+"]-' 

quautity "~ ___________ 1 ____ 1 ____ _ 

Meau square pbase ____ _ 
Finite patb corrections 

to <a'>_. ___________ _ 
Aperature smootbing 

corrections to <a'> __ 
Finite data sample cor-

30 

30 

31 

29, 30 29,30 29, 30 

30 30 30 

31 31 ___________ _ 

rections to <a'> _____ _________________________ ___________________________ _ 
Parallel path space cor- -relation _ _ __________ __ ________________ 29 29 29 
Rotated path space 

correlation __________ _ 
T ime correlation of pbase _______________ _ 
Power spectrum of pbase _______________ _ 
Phase fading rate ______ _ 
Number of phase max-

ima _________________ _ 
M ean square augle-of-

30 

30 

30 
30 

D iverges 

29 

29,30 

29,30 
Diverges 

Diverges 

arrivaL ___ ___ ______ __ ________________ Diverges 
Time correlation of au-gle-oC-arrivaL __ ___ _____ ________ _____ _ 
Spectrnm of angle-of-

29 

arrival _________ _________ ____________ _ 29 
Meau square ampli-

tude variance ____ ___ _ Diverges Diverges 

29 

29,30 

29,30 
32 

29 

29 

29 

29 

29,30 

29,30 
32 

29 

29 

29 

spectrum method, suggested in section 2.3 , where a 
model choice is delayed until after the propagation 
calculations have been performed. In terms of the 
blob-size spectrum S(k ), the mean square phase 
fluctuation becomes [4]: 

<a2>=;~ 50'" dkkS(k) , (3_3.2) 

which exhibits directly the dependence of the meas­
ured « a2» on the controlled variables Land A. 
The spectrum method is particularly advantageous 
when computing corrections to this expression due to 
aperature smoothing, finite data sample lengths (T) 
and finite propaga.tion path lengths (L). These 
effects can be analyzed exactly within the framework 
of geometrical optics, and produce appropriate fac­
tors in the wavenumber integration which filter the 
sI,>ectrum S (k) preferentially. Analyzing the indi­
vldual effects separately and multiplying them 
serially one finds [4] . 

<a2>=;~ 50'" dkkS (k) [2Jk~a)J 

X [~{ Si(kL) l -C~l(kL)}] 

[ 2 f kUT J (kUT) ] 
X l-kUT Jo dz J o(z)+2 lkUT . (3.3_3) 

This composite spectrum filtering is illustrated in 
figure 9. The first factor accounts for the masking 
of small blob (large wavenumber) contributions to <a2> due to smoothing by a receiving aerial of 

k =+ a La 

FIGURE 9. Typfcal spectrum showing preferential filtering 
factors: (1) fimte path length, (2) finite data sample length and 
(3) aperture smoothing corrections . ' 

radius a. The second factor describes finite path 
length correlations, and indicates that blobs larger 
than the total path length L cannot contribute 
effectively to signal fluctuations. The last factor 
~escribes th~ effect of a finite data sample length T 
m su:ppressmg very low-frequency scintillations, 
assummg that they are due only to a convective 
speed V This pl'e~icts that the rms phase variation 
should mcreas~ wlth sample length T, which is I 

observed experimentally [3]; although nonstationary 
trends could give the same result . References to 
explicit calculations of the individual effects for 
various spectral models (i.e., correlation functions) 
are given in table 2. 

The space correlation between phase variations 
measured on a.cljacent propagation paths has been 
calculated for a variety of turbulence models (see 
table 2) for both the rotated line-of-sight and 
parallel path configurations indicated in figure 10_ 

o 

a b 

FIGUR E 10. Geom etry for space correlation of phase experiments: 
(a) Rotated paths with common transmitter and (b) parallel 
rays from source of infinity_ 
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The spectrum method summarizes these results m 
succinct form [4]. 
Parallel rays: 

L f a> 
< a(x)a(x+ D»=;A2Jo dkkS(k)Jo(kD), (3.3.4) 

Rotated rays: 

<a(4))a(4>+ IJ) >=;~ i a> dkkS(lc) lc~1J !okLO duJo(U). 

{3.3.5) 

These filter factors essentially eliminate the con­
tribution of small blobs (large wavenumbers), which 
are not large enough to affect both paths simul­
taneously. 

It is found that the Bessel model gives good 
agreement with spaced receiver experiments [33,30] 
for small baseline distances. At very large separa­
tions, however, the experimental correla tion falls 
more slowly than the theory predicts. This is 
tentatively ascribed to lack of spatial homogeneity 
and /or temporal stationarity. Since the correlation 
at great distances is due to the joint influence of very 
large blobs on the two propagation paths, tbe phase 
correlation should depend on the large R behavior 
of C(R), which is not tied to phy ical theories, as 
noted in section 2.4. 

Th e random variation of singlc path phase records 
with time is due to the action of drifting convection 
and turbulent self motion. The space-time correla­
tion of dielectric :Huctuations (2.5 .3) permits one 
to calculate the time corrclat ion of phase records 
quite generally for an arbitrary spectrum. If the 
convective wind blows normal to the propagation 
path [4], 

< a(t)a(t + T» 

(3.3.6) 

The effect of self-motion is usually discarded (i.e., 
'17 = 1), since the turbulent speed (Vo) is much less 
than the drift speed U. 

The e>q)erimental data on phase scintillations is 
usually expressed in terms of frequency spectra of 
the phase records. For drift motion alone [5], 

(3.3.7) 

The mixing-in-gradient model (2.4.6) predicts that 
the frequency spectrum W(f) should vary as j-\ 
while the Obukhov model (2.4.4) predicts an 
j-2 .7 variation. The most recent data [3] indicates 
a frequency variation of j - 2.8 from 1 cycle per hour 
to 10 cps for very low-level paths. This data argues 
strongly for the Obukhov ML"Xing Theory, unless 
self-motion effects playa dominant role. 

The average number of mean (zero) crossings and 
maxima can be expressed in terms of ratios of mo-

ments of the frequency spectrum W(f), which in 
turn can be related to moments of the turbulent 
spectrum S(lc)[4]. Filter factors at the high-wave­
number end, such as that provided by aperture 
smoothing, are especially important if such results 
are to be compared with e:>..'-perimental data. 

Tracking devices which measure bearing angles 
ordinarily measure the normal to the instantaneous 
phase front by interferometric means. Angle-of­
arrival errors are thus related to the space coherence 
(correlation) of phase scintilla tions along this phase 
front . The mean square angle of arrival is given by 
[4] 

(3.3.8) 

and has been evaluated eA':plicitly in the references 
of table 2. The autocorrelation of olJ(t) and the 
corresponding frequency spectrum havc also been 
discussed in general [4] and specific terms [29]. 

Amplitude fluctuations have not received as much 
attention as phase (see however, ref [36] and [37]) 
since oA/Ao must be small compared with (a)nns 
for the geometrical optics expression (3.2.9) to 
be valid. In terms of the spectrum, the percentile 
ampli tude fluctuation is given by 

(1~12 )~Dia> dkk5S(lc) , (3.3.9) 

which depends critically on the behavior of the cor­
relation model near the origin (i. e., lc = <Xl) . Only 
the Gaussian and Cauchy correlation models pre­
dict finite results, viz, 

(3.3.10) 

where g is a constant of order unity. This distance 
variation and absence of a frequency dependence 
does not agree with most experiments [33, 38], so 
one must seek a more satisfactory solution in the 
wave theories. 

3.5. Propagation Calculations Based on Wave 
Theory 

When the scattering process is necessarily three­
dimensional in the sense of figure 8, one must use 
the Born expressions (3.2.6) and (3.2.7) for line-of­
sight amplitude and phase. The variance of phase 
and amplitude depend upon six-fold integrals of the 
space correlation function (2.1.3 ). Such calcula­
tions have been performed primarily with the 
Gaussian function, which has important analytical­
simplification properties, although even then one 
must exploi t approximations. 

The spectrum method has simplified the evalua­
tion of these wave theory expressions enormously. 
Using the method described previously [4], one 
can establish the following general expressions for 
the radio-star problem: 
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« 2)=;~100 dkkS(k) [1 -iJ>e;:~)} 

<I~~I)=;~ 100 
rlkkS(k)iJ) (k;:'A} 

<\a ~\)=;~ l OOdkkS(k)'lr (k;:'A} (3.4.1) 

where the fundamental scattering filter functions are 
defined by 

iJ) (X)=2(I ~X2) +0 GL} 

'lr (X) =2 ( I ~X2) +0 GL} 

(3 .4.2) 

(3.4.3) 

The corresponding filter factors in the spectral inte­
grals of (3.4.1) are plotted together in figure 11. 

0.8 1-- -----\ri---- -I-----+- --+------I 

I-ci>(x) 

0.6 1------+---""f.-.:-----1----+-------1 

O.4 I------+------::*"-.:,-----1----t----1 
<l> (x) 

0.2 1-----..,I~4_---=-l-~ 'i'(,) --t-----j 

I 2 3 4 

SCATTE RING PARAMETER> x= k~~ 
FIGU RE 11. Fundamental scattering filter f actors for 

theory treatments of line-of-sight propagation. 
wave 

These functions depend upon the scattering param­
eter 'Y = k2L}.. for each blob-size group in the dis­
tribution described by S(k). Those blobs in S(k ) 
which scatter in the Fraunhofer zone ("I» 1) 
produce equal phase and amplitude variations, each 
one-half as great as the ray theory result (3.3.2). 
The Fresnel regime ("1«1) gives the geometrical 
optics phase result (3.3.2) directly. Using the 

2 

small argument behavior iJ>(x)~i' the geometrical 

optics result for amplitude fluctuations (3.3.9) is 
regained. 

Explicit expressions for the phase and amplitude 
correlations can b e established by introducing a 
particular spectrum model from table 1 into (3.4.1 ) I 

and performing the single remaining wavenumber 
integration. Barrows [35] has evaluated these in­
tegrals for the Exponential, Gaussian, and Bessel 
models, and finds 

(3.4.4) 

where the scattering parameter-dependent functions 
have approximately the same form as the filtering 
functions iJ> (x) and iJ>(x). The r esults obtained in 
this way are substantially the same as those ob­
tained by Fannin [42], Mintzer [6], Obukhov [39], 
and Chernov [40] by the more laborious direct 
calcula tion of six-fold volume integrals. Since their 
results differ in details of propagation geometry, 
space correlation models , and scattering theory, 
we have constructed table 3 to summarize the 
essential assumptions and results of each paper . 

The derivation of expressions (3 .4.1) given in 
reference [4] does not lend itself to calculating space 
and time correlation effects. A new method was 
devised which combines the integral expressions 
(3 .2 .6) and (3.2.7) with the original r epresentation 

TABLE 3. Ex plicit calculations of phase and amplitude fluctuation quantities using three dimensional wave theory 

Author Rerer­
ence 

Scattering t heory Propagation model Space correlation 
model 

Ampli-
P hase tude 

variation variallce 

Phase- I Space 'rime 
ampJi- correla- corrc]a- Others 

tude eor- tion tion 
relation 

--------1---1------1-------1-------1------------------
Obukhov __ ______ ____ __ . ___ _ 39 R ytov ____________ R adio star _______ _ Gauss ____________ _ 
Chernov _____ _________ __ __ _ 40 ____ _ do ____ __ __ _____ ___ _ do ___ ___ __________ _ do ___ ___ _____ _ 
Tatarski. _____ __ ________ ___ _ 
Mintzer __ __ ______ __ ____ ___ _ 

41 _________ ___ ___ _____ . ___ do __ ______ ___ . Exp __________ ____ _ 
6 Born __ ____ _____ ___ Relay link ________ Gauss ____ ___ _____ _ 

Fannin _____ __ __________ ___ _ 42 ____ _ do __ ____ _____ _ ____ _ do __ _______________ do ___ ________ _ 
Ellison _____ ____ ___ __ ___ ___ _ 26 _____ do ____ ________ Radio star. _____ ____ ___ do ______ _____ _ 
Wheelon __________________ _ 23 _____ do __ ___ ____ ___ __ ___ do __ ____ _________ _ do __ _____ ____ _ 
Barrows _____ ___ _______ __ __ _ 35 _____ do __ __ _____ . ______ _ do __ __ ________ Bessel Gauss _____ _ 
Wheelon _______ ___ ____ ____ _ 5 _____ do __ ____ __ __ _______ do __ ____ ___ ___ GeneraL ___ ______ _ 
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(2.3 .1 ) of the pace correlation function, rather than 
the specialized form of eq (2.3.2) . For example, 

( --)--) ( --) --) --) 

(a2)=kj J v cflrlm [G (R,r) Eo Cr) ] J v cflr'Im[G (R,r')Eo(r')] 

II --)---) 
X8~ cflkS(k) exp ·ik·(r-r') 

k4 I 1 ( --)--) --) --) --) /2 =8:3 d3kS(k) J vcflreikT Im [G(R,r)Eo(r)] 

(3.4.5) 

t Barrows [35] has found that the volume integral 
can be evaluated rigorously for either the radio star 
or relay link problem. In principle one can include 
the influence of ground reflections indicated in figw'e 
12 , by simply redefining the Green's function G(R,r) 
and incident field Eo(1') in eq (3.4 .5) to satisfy the 
boundary conditions at the earth's surface. This 
can be accomplished analytically for a perfectly 
conducting earth by simply adding image sources 
and image scattering blobs to represent the ground­
bounce paths. 

,./ ,./ 
./ 

b a 

Flf:Un,;; 12. Typical ray paths Jor line-oJ-sight propagation 
including ground Teflected effects: (a) R elay link & (b) radio 
sim" problems . 

The new representation (3.4.5) is well adapted Lo 
describing time autocorrelations of the phase. Using 
the space-time correlaLion spectral representation 
(2.5.2), we find 

1 
( --)--) --) --) --) 12 

X J v d3reikT Im [G(R,r)Eo(r) ] (3.4.6) 

which uses precisely the same geometrical propaga­
tion integrals required for the phase variance calcula­
tion in (3.4.5) . Space correlations follow directly 

--) 

if one replaces the drift displacement UT with the 
--) 

receiver separation D , providing the appropriate dis­
placed coordinate system indicated by figure 13 is 
employed. If the wavenumber integration is per­
formed in polar coordinates, it is found that the 
geometrical integrals do not depend on the (k ) 
azimuth angle, and therefore, 

z , 

~""'" 
r - r '- 0 I 

("y,Z)~ 
f--- 0-----1 

L-______________ __ 

FIGURE 13. Co01'dinates for calculation of phase con'elation 
between adjacent Teceivers. 

k4 ( a> ( " 
(a(x) a(x+D) = I6~2J o dkP S(lc) Jo dO sin OJo (kD sinO) 

If' --)--) --) --) --) 12 
X vd3reik'T Im [GCR,r)Eo(r) ] . (3.4.7) 

The effect of aperture smoothing with a circular 
parabolic dish of radius a can be evaluated by the 
same integration technique used with the less ac­
cW'ate geometrical optics solution [4, 31]. 

I ( --)--) --) --) --) 12 
X J v d~reik'T Im [G (R, 1') Eo (1') ] (3 .4.8) 

Even tbe difficult ques tion of polarization dependence 
can be discussed conveniently in this framework, if 
a tensor Green's function is used in the Born ap­
proximation [24, 25]. In this way one can build up 
theoretical estimates of considerable interest to 
measurement programs. The method keeps the 
geometrical and turbulence problems separated until 
the last possible step, so as to allow each to develop 
as fully as possible. 

3.6. Physical Interpretation of Scattering 

It is valuable to pause briefl~T to r e-examine the 
mathematical expressions (3 .2 .4) in troduced by the 
Born approximation. Figure I4a indicates a typical 
singly-scattered ray trajectory for the radio-star 
problem. The scattered ray path concept may be 
identified with terms in the integrand of (3.2.4). 

--) --) 

The incident plane wave Eo(r) propagates recti­
linearly to the scattering volume element d3r. The 

--) 

dielectric fluctuations /).e (r,t) scatters a small fraction 
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a 
SINGLE SCATTERING 

P OUBLE SCATTERING 

FIGURE 14. Ray paths for single and double scattering of 
plane wave by a semi-infini te region. 

~ ~ 

of the wave Eo(r) in all directions. (This reradiation 
is strongly concentrated in the forward direction, 
since the refractive variations act like very weak, 
overlapping lenses with radii of CUl'vatUl'e lo much 
larger than the radiation wave length ;>..). A portion 
of the scattered energy is propogated along the line 

-4 -4 

connecting the receiver Rand scatterer r. The 
propagation of this component is described by t he 
Green's function (3.2.5) , which characterizes thc 
spherical expansion of the (unit) scattered wave. 
The total scattered field is simply the summation 
of all such multipath contributions, as given by the 
integration (3.2.4) . These scattered waves are out 

~ 

of phase with respect to the primary signal Eo pro­
pagated along the line-of-sight, in virtue of their longer 
path lengths. Random fluctuations of the strength 
of these scattered components (i. e., Lle) give r ise to 
the characteristic fading suggested by figUl'e 4. 

The typical ray path for double scattering pro­
cesses indicated in figure 14b can be compared with 
the second Born approximation 

-4 -4 

Lle (1" ,t ) Eo (1" ) (3.5.1) 

The double integral term has the following meaning : 
-4 

an incident wave Eo(r' ) falling on the first scattering 
~ 

element d3r' is scattered by Lle (r' ,t), and reradiated 
-4 ~-4 -4 

to l' by G(r,r' ) . The second clement Lle(r, t) scatters 
the wave again and reradiates the result to the 

-4-4 

receiver via G(R, 1') . The double integration simply 
sums the contribu tions over all possible pairs of 
scattering elements. 

This tracing of ra.ys between scattering events is 
similar to Feynman's diagl'amatic technique for 
describing the space-time history of particles in 
Quantum Electrodynamics [43]. In t reating the di­
electric fluctuations Lle as a sequence of scattering 
events, however, one must give up the concept of a 
continuously refracting medium. Phase fluctuations 
are no longer regarded as the result of random 
changes in the velocity of propagation along the 
line-of-sight path. Rather, phase instability is looked 
upon as the random composition of many multipath 
components with the primary signal (see ref [44]). 

Oul' description has been something less than 
accurate thus far in that expansions like (3.5. 1) 

-4 

imply more power at the observation point R than 
would have appeared in the absence of refractive 
fluctuations IEoI2. We have evidently overlooked 
scattering out of the primary beam on the line-of­
sight ray path to the receiver. A scattering event 
robs the beam of some energy at each point along 
this path. Such losses are just compensated by 
energy which is projected back into the receiver by 
off-axis blobs. Inspection of figUl'e 15 shows that 
for each point to which the line point scatters energy 
out of the beam, there is a corresponding point on 
the wave normal which projects an equal amount of 
energy back into the receiver at the same angle. 
If the receiver is isotropic, the two effects just cancel. 

/ 

.; Loss 
/ 

FIGU RE 15. S ingly-scattered ray paths fo r radio star problem 
indicating power balance between scattering losses out of the 
beam and projection of energy into the receiver by off-axis 
blobs. 

Energy can re-enter the primary ray only by a 
double scattering process, which changes its dircction 
back to the original line-of-sight. This means that 
the power balance must be maintained at each level 
of iteration, and is related to the unitary relation­
ships which must hold between the various terms in 
the Born series. It is important to observe that 
such conservation cannot be demanded of the fluctuat­
ing field strength, but only of the averaged power. 
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4. Scatter Propagation 

The transmission of telephonic and even television 
signals well beyond the optical horizon at UHF fre­
quencies is such an important component of world­
wide communications today that it requires no 
historical introduction. Suffice it to say that weak 
but dependable communication signals are received 
out to distances of 1,000 km if sufficient transmitter 
power and receiver sensitivity are employed. The 
signal envelope is observed to fade in an irregular 
manner . This suggested that the propagation might 
be due to radiowave scattering by the r efractive ir­
regularities (turbulence) which were known to exist 

, in the t roposphere. The mathematical theory of 
this scattering was developed by Pekeris [45] and 
Booker and Gordon [46], using the single scattering 
approxima tion. 

The r efractive scattering explanation of micro­
wave propagation beyond the horizon is illustrated 
by figure 16. Turbulent blobs in the common volume 
of the r eceiver and transmitter are imagined to scat­
ter minute fractions of the line-of-sight fields into 
the receiver. '1'he case of omnidirectional aerials is 
shown in figure 16a, and indicatcs that the common 
volume is defin ed by the tangen t planes to the trans­
mitter and rcceiver . The incoheren t addition of 
signal contributions throughout this volume gives 
rise to random orthogonal voltage componen ts in the 
receiver , as suggested by the drawing. The narrow­
beam case, shown in figure 16b , indicates that the 
corresponding scattering volume is controlled by the 
antenn a patterns. 

A substantial amount of reliable experimental data 
was first published in 1955 [47] . The overall experi­
mental situation at that time was ably summarized 
by Bullington's r eview paper [48]. Additional r esults 
have been published sporadically in succeeding years, 
and it is somewhat difficult to es tablish the precise 
stat e of affairs at this time. An up-to-date summary 
of theoretical r esearch on the subj ect in the United 
States was presented to URSI in 1957 by taras and 
the author [49] . The following ection extends that 
report by de cribing a considerable amount of un­
published work. We also attempt t o correlat e the 
theoretical predictions wi th experimen tal r esul ts 
where possible. 

4.1. Signal Statistics and Vector Voltage Diagram 

The electromagnetic field received beyond the 
horizon via tbe scatter mode induces a complex 
voltage 

x(t) + iy (t) = R (t) ei 4> (t) (4.1.1) 

in the receiver , as shown in figure 16. The orthog­
onal signal components x and y r esult from the in 
and out-of-phase incoherent addition of waves 
scat tered from many independent blobs in th e com­
mon volume. Application of the Central Limit 
Theorem to this scattering process by many blobs 
ensures that x(t) and y et) are distributed in a Gaus­
sian manner. 'rhe components change randomly 
with t ime because of the changing pha e relationships 
of the sca t tering contributions from randomly mov­
ing blobs. The processes x(t ) and y Ct) are probably 
stationary over brief observation periods, but do 
exhibit diurnal and seasonal varia tions which are 
quite predictable. 

The probabili ty distribution for ampli tude R (t) 
and phase cf>(t) a t a fixed time t can be computed 
direc tly from the Gaussian distribution for x(t ) and 
y et) suggested above. It is usually assumed that 
bo th these components have equal variances (T2 in 
the far field scattering range of beyond-th e-horizon 
propagation. 

where 

(X2)= (y2)=(T2 

(xy) = (T2p. 

Transformation to the polar coordinates of (4.1.1) 
yields the joint amplitude-phase dis tribution. 

(4.1.2) 

FIGUR E 16. Geometry Jor scatter pl'01Jagation beyond the Previous discussions of random signals have taken 
horizon: (a) B road beam aerials, and (b) narrow beam aerials. the cross-correlation (p) between the in and out-of-
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phase components to be zero. This is justified for 
electrical shot noise which is a randomly phase­
modulated signal. It is not justified for scatter 
signals, which are essentially amplitude-modulated . 
This cross correlation has been computed explicitly 
for line-of-sight propagation geometries [40], and is 
definitely not zero in that case. Although a similar 
calcula tion needs to be performed for scatter propa­
gation geometries, it is quite possible that p has a 
finite value. 

The distribution of signal amplitudes is established 
by integrating (4.1.2) over all values of the phase, 
(- 11" to 11"). 

P[R]RdR 

tIf the cross correlation p were zero , this would reduce 
o the Rayleigh distribution for R [50, 51]. The 

root mean square amplitude is independent of p, 

(4.1.4) 

and forms a convenient amplitude reference. 
The probability that the amplitude exceeds a given 

level r is obtained by integrating (4 .1.3) from l' to 
infinity, and is plotted in figure 17. The theoretical 
curves for different p are plotted on Rayleigh paper, 
so as to exhibit departures from the straight line plot 
of a simple Rayleigh distribution (p=O). This 
curve indicates that finite values for the cross 
correlation enhance large values of R relative to those 
of the Rayleigh distribution. The probability of 
observing very small signal values is correspondingly 
smaller than for the Rayleigh case. It is quite 
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FIGURE 17. P robability that instantaneous signal amplit1ide 
exceeds a given level measured in terms of the RMS signal 
level for various cross con'elations p . 

significant that this very departure has been ob­
served experimentally on many scatter links [47, 52]. 
It should also be noted, however, that a signallevel 
trend superimposed on the random amplitude process 
would produce the same general behavior for finite 
data samples. 

The possibility of a steady signal being admixed 
with the random scatter signal cannot be ignored, 
especially on short paths where the ground wave 
or reflecting layers may be important. The cor­
responding statistical problem of a constant vector 
plus a random process was summarized in section 
3.1. It is apparent that the entire signal level distri­
bution is raised by such an addition, which offers a 
third possible explanation for the non-Rayleigh 
character of the signal level distributions. 

The average signal level can be computed from 
(4.1.3), 

< R> = rr .J; [.b + p ~ E (ffp)], 
2 7J' l + p 

(4.1.5) 

where E(x) is the complete elliptic function of the 
second kind. The correlation-dependent factor in 
square brackets varies by only ten percent over the 
entire r~nge of p, so the Rayleigh form is an adequate 
expreSSIOn. 

The distribution of signal phases can be estab­
lished by averaging (4 .l.2 ) over all possible ampli­
tudes. 

P[<f>]d<f>= de/> .J9 
27J' I - p s1ll2e/> 

(4.1.6) 

This is plotted in figure 18 for 0< <f> < 7J' (since it is 
symmetric about the origin) and various p , indi­
cating the departure from a uniform phase distri­
bution which is usually associated with a Rayleigh 
distribution of amplitudes. 

The foregoing description applies to the signal 
fluctuations observed during an interval ranging 
from several minutes to several hours. A sub­
stantial amount of experimental data is presented 
in terms of distributions of hourly medians, which 
are found to b e "log-normally" distributed [53]. 
McCrossen [54] used this experimental result to sug­
gest a phenomenological theory of nonstationary sig­
nal distributions for all time spans. The essential 
idea is to treat the signal variance in eq (4,1.3) asa 
long-term random variable. It is assumed that rr is 
sufficiently constant over intervals required for the 
averaging of short-term fluctuations. The quantity 
which is observed to be log-normally distributed is 
the hourly median of received power, 

(4.1. 7) 

where p is taken to be zero for convenience. The 
distribution for Z is thus 

P(Z)dZ= _ I - ~exp_[[log (Z-Zo) - J.tF] . 
.fEr!; Z - Zo 2t;2 

(4.1.8) 
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The corresponding shor t-term amplitude fluctuation 
must now be considered as a conditional probabili ty 
density; that is, given (J or Z , the cI is tribu tion of R is, 

dRR { R2l0g 2 } P (RIZ)= Z log 4 exp - Z . (4.1.9) 

McCrossen [54] has evaluated the probability that R 
exceeds a fixed level To at any instant, by integrating 
this expression over all possible values of Z, as well 
as R > To. 

4 .2. Electromagnetic Scattering 

The basic field eq (3.2.3) for propagation tlll'ough 
a turbulent medium also generates th e solutions 
which describ e propagation beyond the optical hori­
zon. The single scattering (Born) approximation 
(3.2.4) is consistently used to describe scatter propa­
gation [7 , 45 , 46]. Eo is the fidd which would be .... 
r eceived at R if there werc no refractive irrcgulari ­
ties , and is therefore the spherical ear th d i ff raction 
fi eld at points beyond the horizon. I t bas been 
es tablished experimentally [47] that the scatter field 
strengths are many orders of magnitude greater than 

the diffracted fields 50 km beyond the horizon , so 
that Eo must b e omitted as tbe source of the scatter 
signals. This leaves the integral term in eq (3. 2.4), 
which we have iden tified with single scattering of 
direct rays by the refractive blobs, as in fi gure 19a. 
The initial field Eo is that which would be received 
at the scattering blob by line-of-s igh t propagation 
from the transmitter . The scattered wave proceeds 
from irregularity to receiver along th e econd 
(dashed) line-of-s igh t path, and is thus generically 
similar to the relay lin]\: problem characterized by 
figure 3a. The crucial differen ce lies in the catter­
ing region V, which is now the common (wedge­
shaped ) volume defin ed by th e intersection of tan­
gent planes a t the transmitter and receiver (see 
fig . 19a). 

a 

--Primary Line-of-Sight Field 
- - - Sca ttered F'ield Roy Path 
............. Diffracted Field Roy Pa.th 

FIG URE 19. Ray paths for scaLLer ]J1'OlJagaL-ion: (a) Common 
(wedge) vohime for line-of-s1;ght my paths, and (b) scattering 
of diffracted wave in shadow zone. 

The scattered field represented by the integr al 
term in the Born approximation (3 .2 .4) gives rise to 
orthogonal signal components x(t ) and y et ) which are 
in- and out-of-phase respectively relative to the 
comparatively wcak phase reference Eo. 

r ........ .... 
x+iy= FEs= Fk/ J v (PrG( R ,r)6.€ (r,t )E o(r) sin. x, 

(4.2.1) 
F is the receiver gain factor, 

which transforms field strength (volts/cm) into r e­
ceiver voltage (volts). We omit the polarization 
factor sin X for the time being. Separating (4.2.1) 
into real and imaginary components 

x( t )=F Iv d3rt!.f (~t) Re [ -k7G (H,r) Eo~)} 

y et ) = F Iv d3r6.€ (~ t ) 1m [ - k }G(H,;)E o(;) } 

(4 .2.2) 
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completes the identification of voltage components 
in figure 16a and eq (4.1.1). 

The variance and cross correlation of the orthog­
onal voltage components required in (4.1.2) can be 
established from these expressions using the spectrum 
method, as given by (2.3 .1). Interchanging the 
orders of wavenumber (k) and scattering volume (1') 
integrations yields compact results similar to (3.4 .1 ) 
in which the turbulence model S(k) and geometrical 
considerations are explicitly separated. 

(y2) = ::3 Id3kS (k) IIv d3re1.·-: 1m [k;G(R,;)Eo (;) Jr 
(xY>=::3Id3kS(k) {Iv d3re1.7 Re [kJG(R,;)Eo (;) J} 

X {IT c[31'e1.7 1m [k}G(R,;)Eo(;) J} (4.2.3) 

The last integral is real in virtue of the Hermitian 
property of the spectrum S*(k)= S(-k), which 
follows from eq (2.3.1). The two basic scatter 
propagation integrals contained in (4.2.3) have not 
been evaluated explicitly to date. They have been 
attacked by the author at two levels of sophistication. 
The first method employs the simple common volume 
cutoff indicated by figure 19a. Eo(r) is taken as a 
spherical wave expanding from the transmitter, and 
G(R,1') is the free space Green's function of eq 
(3.2.5), representing unshielded expansion of the 
scattered wave from the blob to receiver. The 
common volume is then the wedge-shaped r egion 
described above and it is convenient to use rectangu­
lar coordinates centered on the wedge apex and the 
great circle plane between transmitter and receiver. 

The second approach is indicated by figure 19b 
and recognizes the role of both line-of-sight and dif­
fracted primary and/or scattered waves. In this 
case, one takes Eo to be the actual (series) solution 
for a dipole radiating above a spherical conducting 
earth. This automatically includes line-of-sight 
propagation to blobs in the common volume, as well 
as blobs below the horizon which are reached only 
by the diffracted component of Eo. Subsequent 
propagation of the scattered radiation must also 
recognize the earth-screening effect, which is to say 
that the Green's function G(R,1') must be that appro­
priate to the exterior of a conducting sphere. How­
ever, this is just the field due to a unit dipole placed at 
the scattering point, and is therefore given again by a 
series solution of the form used for Eo. This ap­
proach treats the three types of scatter paths shown 
in figure 19b exactly, and includes the scattering of 
diffracted waves and diffraction of scattered dif­
fracted waves in a natural fashion. This r efinement 
is probably of academic interest only, since Arons [55} 
has concluded that such effects are quite small for 
normal scatter circuits. This approach does have 

the advantage of treating height-gain effects and 
near horizon paths in a unified manner. The volume 
integrations in (4.2.3 ) required for this approach are 
not trivial and the surviving summations must be 
performed by the Watson transformation [56} in 
the end. 

All of the precise development described above 
is essentially new and unpublished. The con­
siderable theoretical literature on scatter propaga­
tion is based on t he cross section approach which is 
built on a series of approximations to the integral 
representation (4.2.1) for the (complex) scattered 
field , and treats only the average scattered power 
(R2) = (X2)+(y2). The first step is the far field 
approximation, which notes that the scattering 
blobs are always many, many wavelengths from 
both the transmitter and receiver (see, however, 
ref. 24). This allows the scalar distance between 

~ ~ 

the receiver R and variable scattering point l' to be 
expanded as follows: 

(4.2.4) 

~ 

where k2 is the propagation vector of the scattered 
~ 

wave (lk21=k!= 27r/A). The field Eo incident on the 
point l' is representable as, 

~ 

where kl is the upgoing (line-of-sight) propagation 
vector. GT is the gain of the transmitter along 
~ 

kl' and P T is the transmitted power. Combining 
these expansions with (4.2.1) yields: 

The mean square received power is given in terms 
of receiver aperture An= GnA2/47r by 

(4.2.6) 

where k l' k2 and the gam functions are implicit 
functions of position. The second approximation 
is now invoked by noting that the space correlation 

~ ~ 

in (4.2.6) vanishes unless the points rand 1" are 
within several hundred meters of one another. 
The other factors in the integrand are relatively 
insensitive functions of position, so that 
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over the important joint regions of integration. By 
transforming to sum and difference coordinates, 

one can rewrite (4.2.6) as 

Because C(p) is nonvanishing only over a small 
volume of p space, the p integration can be extended 
over all space without misrepresentation. The 
Fourier inverse of (2.3.1) then indicates that this 
(difference) integral is nothing more than the 
spectrum S(k) evaluated at the uniquely important 
"scattering wavenumber", 

(4.2.7) 

where 0 is the scattering angle formed by line-of­
sight rays to the volume clement r.P1', 

This expression indicates that the scat tering process 
selec ts those blobs in the hierarchy described by S(le) 
whose wave numbers satisfy (4.2 .7). This corre­
sponds to constructive interference of the waves 
diffracted by the appropriate grating (i. e., blob) 
spacing for the Bragg angle O. This selective isola­
tion of only a certain size class of blobs is equivalent 
to the narrow band filter shown in fig ure 20 applied 
to the spectrum of irregularities. 

S( k ) 

I 

f 
I 
I 
I 
I 
I I . 
~_ nert lal 
I Sub rang e 

I 
i Narrow Band 
I Fi lter -

I 

I 
k=4; sinf 

FIGUR E 20. Typical spectl'um of refmctive i1'1'egulal'ities show­
ing narrow band filter at the scattering waven1l1nber which 
chamcterizes tropospheric scallel'ing. 

o is the average scattering angle and A is t he radiation wave length. 

The expression (4.2.8) for received power is often 
quoted in terms of a scattering cross section 

(4.2.9) 

This cross section measm es the energy scattered per 
unit volume V, into a unit solid angle dw which makes 
the angle 0 with the initial Poyting vector So. This 
is illustrated in figure 21. The scattering cross 
section is always defined for a unit incident power, 
so that at a distance R from the scattering element V, 

(4.2.10) 

which is equivalent to (4.2.9) in virtue of the Born 
approximation (4 .2.1) for E s. (J' has the uni ts em- I, 
since it is an ordinary cross section (cm2) per unit 
volume (em- 3) . 

F I GURE 21. Geometrical description of scattering cross section 
(J pel' ttnit volume and sol1:d angle dll 1)er uni t i ncident power. 

The angular dependence of (J' is often interpreted 
as the scattering polar diagram of an averafO"e blob. 
Reference to table 1 shows that almost al of the 
scattered radiation is projected into a small cone of 
beamwidth A/lo about the forward direction. This 
means that scatter propagation circuits depend on the 
extremely weak side lobes of the scattering blobs, 
which explains, in part, why large dishes and high 
power are required to operate such link:s. F esh­
bach [57] has suggested that many small angle 
multiple scatterings could be more efficient than a 
single large angle scattering. Such effects certainly 
become increasingly important at frequencies above 
1,000 M c and/or very long paths, since the con­
vergence of the Born series is rela ted to the smallness 
of the equivalent line-of-sight rms phase variation 
computed along the equivalent (k:inked) ray path 
eq (3.2.11) with L ':::::::'.cZ. If this view is correct, the 
entire subj ec t. which is summarized in subsequent 
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sections, requires revision . Further research should 
be directed to this interesting point. 

The equivalence between (J and S given by eq 
(4.2.9) can be used to produce the familiar expression 
for received power P R ", (R2) to transmitted power 
P T'" IEol2 

(4.2.11) 

The corresponding spectrum integral is more funda­
mental, since the joint frequency-distance dependence 
is emphasized thereby. 

(4.2.12) 

Data taken with very narrow beams (see fig. 16b) is 
usually expressed in terms of this ratio.6 If the 
beams are so narrow that the scattering angle, and 
hence the spectrum, is substantially constant over 
the common volume, the integration can be collapsed 
to 

(4 .2.13) 

since Rl~R2~d/2. The scattering volume is set by 
the aerial beamwidths (3 and the transmission distance 
d by V~2((3d/4) 3/0, where the average scattering 
angle is O= d/a for d~a. 

(4.2.14) 

The majority of broad-beam data is given with 
respect to the free-space power PFS which would be 
received over a line-of-sight path of the same 
length d. 

(4.2.15) 

This measu!'e 0'£ transmission efficiency emphasizes 
the loss whlCh IS due to the scattering propagation 
agency alone, 

P R _ 2 l2 r l3 _ 1_ S (47f . 0) 
P FS - 7f G J / r Ri R~ ); SIn 2" . .16) 

The recei ver and transmitter gains also cancel in this 
expression, since they are relatively constant over 
the scattering volume. The equivalent expressions 
(4.2 .12) and (4 .2.16) will be used interchangeably 
in what follows. 

6 Additional factors of two Hrc sometimes included [49J in such expressions to 
represent the addition of ground refiected waves. OUf gain factOfs are defined to 
include all Rucb effects. 

4.3. Radiofrequency Dependence 

The variation of received power with carrier fre­
quency can be established without evaluating the 
difficult volume integrals presented in the last section. 
This is because the value of A and 0 relevant to most 
scatter paths combine to emphasize "scattering­
wave numbers" which lie in the inertial range of t he 
spectrum of tropospheric irregularities.7 The physi­
cal models for S(k) are proportional to simple inverse 
powers of k in the inertial range, and the radio­
frequency dependence of the power ratio expressions 
(4.2.12) or (4.2.16) can be brought outside the 
integrals. If S(k) = Sok- n , one has from (4.2.12), 

PR _ An - 2f d3r GTGR So 
PT - 16 v Rim (4 . o)n 

7f sm"2 
(4.3.1) 

There is still a frequency dependence concealed in the 
gain functions, which is due to both wave length­
dependent height gain factors and the absorbing 
area-gain relationship GR=AR 47f/A2• The ratio of 
received powers for scaled aerials on the same path 
is therefore 

(4.3.2) 

The mixing-in-gradient model (2.4.6) corresponds 
to n = 5 and predicts a linear-wavelength dependence 
of scattered power. This prediction is in good agree­
ment with careful analysis of the data from nu­
merous broad-beam experiments when the role of 
height gain factors is carefully included [58]. The 
same model implies a A3 variation for the ratio 
PR/P T , which is quite consistent with narrow beam 
data [59]. It would appear that the A - 0 .33 dependence 
predicted by the Obukhov model (2.4.4) is not con­
sistent with present radio data. 

Bean [60] has studied the effect of tropospheric 
absorption on scatter signals as a function of fre­
quency and distance, and finds that such effects do 
not influence the above conclusions. The variability 
of the frequency scaling exponent has been noted 
on all links, and one must be quite explicit about 
just which quantities are being compared on the 
two frequencies. It would seem that ratios of hourly 
means on the same path for the same hours would 
be the best choice of data, since [1] two widely 
separated frequencies do not fade together (see 
section 4.9), and [2] diurnal and seasonal effects 
may affect two frequencies differently. On the other 
hand, the NBS group finds that hourly medians on 
adjacent identical paths are not always the same, 
and a further examination of the problem is indi­
cated. The above statements about frequency de­
pendence refer to the average power, and hence to 
the average frequency exponent. It should be em­
phasized that it is this average value, and not the 
extreme values, [58, 61] which should be correlated 
with present (smoothed) experimental data. 

7 For example, if j=I,OOO Mc and d=400 miles, A=l ft and 0=0.1 radian eq (4.2.7) 
gives K =2 m -I. 
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4.4. Distance Dependence 

A large amoun t of experimental data on signal­
power attenuation relative to free spac~ ~rawn from 
reference [62] is plotted In figure 22. ThIS IS a hetero­
O'eneou sample of long-term medians, obtained in 
~ost cases with broad beam antennas. The data 
were taken during the wintertime, mostly in the after­
noon, when tropospheric scatter is expected to be 
the dominant propagation mode. These data .have 
not been normalized for the effects of radIOfre­
q uency, antenna heights, terrain . or meteorological 
influences, which explains the consIderable data scat­
ter. If the observed linear wave-length dependence 
of the scatter signals is used to reduce these data ~o 
a common radiofrequency base, the data scatter IS 
reduced . The empirical curve dra:vn thr~)U~h th~ 
data corresponds to an exponentIal vanatIOn of 
signal power at large distanc~s, with approxi~ately 
0.1 db/mile. At shorter dIstances, the dIstance 
dependence is more complicate~. . 

The distance dependence of scattered power IS 
not as simple to extract as t he radiofreS\uency vari­
ation. This is because such predlCtIOns depend 
upon car eful integration of the spectrum's angular 
dependence over the common volume V, which, in 
turn, is defined by the transmission di~tance d. The 
gain factors are essentially constant m . (4.?12), s.o 
that the distance dependence of the mL'Gng-m-gradl­
ent model (2.2.4) can be expressed in terms of the 
integral 
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where all factors in the integrand depend on the great 
circle path distance d. The mi,-xing-in-gradient model 
is subj ect to a more severe test than other models 
because it contains no (adjustable) turbulence pa­
rameters. The NBS group has used the meLeoro­
logically observed exponential variation of dEo/dh 
up to stratospheric heights to predict the experi­
mental data presented in figure 22 quite well out to 
700 miles [61 , 62]. 

A substantial amount of early theoretical predic­
tion [58 , 63 , 64] was based on height dependences 
assumed for the mean square dielectric fluctuation 
< D.E2> cx.h- n• This also increased the distance scal­
ing law exponent by n and supplied some of the 
missing exponents for older correlation function 
models thereby. Insofar as one believes in the 
physical theories of mixing models, it is more realistic 
to insert measured profiles for Eo(h) and let the 
theories be tested thereby . 

In making precise compari sons between theory and 
experiment, it is neces-a)'y to recognize several 
important details. The effect of (irregular ) terrain 
obstacles in modifying the tak:eoff angles, and hence 
the minimum scattering angle versus distance rela­
tion, led the NBS group to the concept of effective 
angular distance [58] . Refraction of the upgoing 
and downgoing beams by the mean profile EO h as 
been analyzed thus far by the equivalent earth radius 
method [58]. Bean [60] establish ed theoretically the 
corrections due to tropospheric absorption on dis­
tance dependent scaling laws. 

The simplest case to analyze is that for narrow­
antenna beams, since the volume integration is Lhen 
collapsed and approximated by eq (4.2. 14). The 

Frequency 
in Me per Second 

40- 88 Me 

88- 300 Me 

>300 Me 

Period of Record 
> I Mo. < I Mo. 

• N.R.L. 50-Minute Medians Over Water 

.. 
760 

DISTANCE ,STATUTE MILES 

FIGURE 22. Experimental data on distance dependence of tropospheric scatter field strength 
relative to fl 'ee space for all freq1.encies, after Rice, Longley, and Norton [62] . 
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mixing-in-gradient model (2.4.6) predicts the follow­
ing distance scaling law, 

P R "'-J [d~oJ 2 constant 
P T - dh V d7 

(4.4.1) 

for identical antennas and height gain effects. This 
result is independent of turbulent parameters, 
whereas the Obukhov model (2.4.4) gives 

P R [d~oJ 2 1~/3 (V) 
P T ~ dh v ~ constant. (4.4.2) 

Both models depend upon the gradient of the mean 
profile ~o at the average scattering altitude. This 
point rises as the path length is increased and the 
gradient probably decreases accordingly. The nar­
row-beam data [65] suggests a scaling law of the 
form 1/d9 , or possibly even e- trt . Appropriate 
fitting of d~o/dh and/or ko in the foregoing can bring 
either theoretical result into agreement with almost 
any experimental scaling law, so that this type of 
measurement cannot be considered a very severe 
test of the theory at the present time. 

4 .5 . Absolute Power Estimates 

Probably the most difficult problem in scatter 
theory is to make reliable absolute power estimates. 
All of the explicit and implicit factors in (4.2.12) 
must be carefully evaluated. The following points 
must be recognized in reaching accurate power 
predictions: (a) Horizon limitations of local terrain, 
(b) height gain effects in the antennas, (c) lobe 
patterns of the antennas, \d) variation of dielectric 
irregularity intensity with height, (e) refraction of 
primary and scattered rays, (f) absorption, (g) 
anisotropy influences, and (h) transmitter and 
receiver antenna loading. 

The problem has only been solved completely by 
the NBS group, using numerical techniques [61, 62]. 
They considered broad-antenna patterns with the 
mLxing-in-gradient model and obtained good (ab­
solute) agreement with experimental data. 

The problem is primarily one of finding a judicious 
coordinate system in which to perform the com­
plicated volume integration of (4.2.12). The NBS 
spherical system [66] can be integrated exactly for 
many turbulence models [67], but is not adaptable 
to height-dependent scattering cross sections. The 
rectangular system used by Staras [64] circumvents 
this problem, but relies on approximations which 
are difficult to assess. It is anticipated that the 
precise integration schemes suggested by eq (4.2.3) 
will supply an accurate means for making absolute 
power level comparisons. A height-dependent 
factor (d~o/dh) 2 in the spectrum enters into (4.2.3) 
as a factor d~o/dh in each fundamental integral. 

An important achievement for scatter theory is 
the reliable prediction of signal strengths beyond 
the horizon from surface measurements of (d~o/dh)o 
at the earth's surface [62]. This means that diurnal 
and seasonal (relative) variations of scattered power 

can be anticipated without recourse to complicated 
volume integrations, since the gradient profile, 

d~o=[d~oJ F (h) 
dh dh 0 ' 

(4.5.1) 

permits the time-variable ground level factor to be 
removed from the geometrical integrals. 

4 .6 . Amplitude Stability of Scatter Signals 

The characteristic random fading of the amplitude 
of scatter signals is of considerable practical im­
portance, since useful information can only be 
transmitted when the signal strength is above a 
fixed level. The temporal variations of the signal 
envelope are physically related to the incoherent 
addition of (random) Doppler-shifted waves received 
from different elements of the scattering volume. 
A typical time record of scatter signals is shown in 
figure 23, together with the time-displaced vector 
voltage diagrams corresponding to the instants tl and 
t2 • The basic theoretical problem is to predict the 
joint probability that the signal amplitude will 
assume the values RI and R2 at times separated 
by an interval 7= t2-tl . The average time between 
maxima and zero crossings, amplitude auto correla­
tions, etc., can all be computed from such a result . 

The purely statistical descriptions of fading must 
be discussed frrst. The distribution of time-dis­
placed signal amplitudes shown in figure 23 depends 
on the four dimensional probability density for the 
set (XI, YI, X2, Y2)' Since the individual orthogonal 
signal components x(t) and yCt) are considered to be 
distributed in a Gaussian manner at each instant, 
the required density is a four dimensional Gaussian 
multivariate form, 

Y2 ~2 
<P z 

FIGURE 23. Typical time TecoTd of mndomly jading scatter 
signal amplitude with COT responding time-displaced vector 
voltage diagrams. 

(R) is tbe average amplitude and ", is tbe instantaneous pbase or tb e signal. 
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where Zl =X(t), Z2= y(t), Z3 = X(t+ T), Z4= y(t+ T). 
of the fading ignal. 

[

(X2(t) ) 

M - (:c(t)y(t» 
- (x (t + T )x(t» 

(x (t)y(t + T» 

(x(t)y(t) ) 
(y2(t) ) 
(x(t+ T)y(t» 
(y(t)y(t+T» 

The matrix M ij is symmetrical because the compo­
nent processes are assumed to be stationary. The 
cylindrical transformations x= R cos 1> and y = R 
sin 1> which define the signal amplitude and phases 
(see fig. 23 ) must be inserted into expression (4.6.1 ) 
to establish the time-displaced phase and amplitude 
distribution. This portion of the problem is ana­
lytically very complicated unless the moment matrix 
M ij assumes especially simple forms, and it is desir­
able to investigate the t ime correlations themselves 
before pursuing th e statistical problem fur ther. 

The propagation problem is to compute the 
moment matrix of eq (4.6.2) e:\.'})licitly. This has 
not been done. One can, however, establish general 
expressions for th e time-displaced correlations 9 in 
M ij by using the integral representation for x(t) 
and y et) established previously from the Born 
approximation (4.2.2), viz, 

The moment matrix Mij is the basic characterization 8 

(X(t)X(t+ T) 
(x (t+ T)y(t» 
(x2(l + T» 
(X(t+ T)y(t+ T» 

(X(t)y(t + T) J 
(y(t)y (t+ T» 
(X (t+ T)y(t + T) 
(y2(t + T» 

x(t)= Iv d3r/:"e (r,t)H(r), 

4.6.2 

(4.6.3) 

where H (r) and J (r) are the real and imaginary 
parts respectively of the complex product [FG(R,r) 
Eo(r )] in eq (4.2.2). The appropriate average can 
now be computed using the integral representation 
(2.5 .2) for the space- and time-displaced correlation 
of dielectric fluctuations. 

(y (t)y (t + T»= (2~)3 I d3le S (lc)rJ (le,t ) e-it'~IJ~ d3rJ(r) e"1';T 

(x(t )y(t+ T) )=(X(t+ T )y (t» 

= (2~)3 I d3le S (le)rJ (k ,t ) e-it.~ elv d3I'H(r)e"1·-: ) elv d3r' J (r' )e- it.Tf ) (4.6.4) 

The important point to note here is that the geo­
metrical integrals involving H (r) and J (r) are pre­
cisely those required for the same-time calculations 
of signal properties. Although these integrals have 
not been evaluated to date, it is significant that the 
two-time problem is no more difficult than the same­
time problem as far as the propagation calcula tions 
are concerned. 

The statistical problem has been treated hereto­
fore [51 , 69] by assuming very special forms for the 
momen t matrix. 

(xi) = (xD= (yI)= (y~)= cr2 

(Xj X2) = (Y1Y2) = cr2jJ. ( T) (4.6.5) 

jJ.(r) is here called the basic propagation correlation 
coefficient. All cross correlations are assumed to 

8 IAII is the determinant of ]v!;; and A1",,' its in verse. 
II The one-time components arc special cases of the tim e-displaced correlations, 

c.g. , (x(t)y(t)=(x(t)y (t+T»,=O. 

vanish identically. The joint probability density 
(4.6.1) now reduces to a comparatively simple form, 
which is readily transformed into the polar amplitude­
phase coordinates of figure 23, 

(4.6.6) 

The joint amplitude di trioution for H j and R2 is 
obtained by integrating this expression over both 
phase angles. 
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The amplitude autocorrelation can be expressed in 
terms of complete ellip tic functions, 

(R(t)R (t +r) )= (R 1R2)= rr 2{2E(I-') - (1- 1-'2)K(I-') } 

(4.6.8) 

and is plotted in figure 24 as a function of I-' (r). 
For large time separations (i.e., iJ. small), this result 
approaches the square of the average amplitude, 

(R)2=~ rr2. For small separations or iJ. near unity, it 

approaches (R 2) = 2 rr2. The frequency spectrum of 
amplitude variations can be obtained from (4.6.8) 
by the Fourier cosine transformation, if I-'(r ) is 
known explicitly as a result of propagation calcula­
tions. 
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FIGURE 24. Normalized autoc01'l'elation of scatter signal 
amplitude versus basic propagation correlation coefficient 
p. (r ). 

The envelope fading rate, or average number of 
positive crossings of the median signal level R per 
unit time in figure 23, is a convenient measure of 
the time-varying random signal. This fading rate 
N can De identified in the small argument expansion 
of the amplitude autocorrelation [30]. 

(R(t)R(t+ r) )=(R2) [1 -Yz(Il·Nr)2 ... ]. (4.6.9) 

If the basic propagation correlation coefficient iJ. (r) 
has a similar expansion, 

(4.6.10) 

Reduction of expression (4.6.8) leads to the following 
relationship : 

(4.6.11) 

The basic propagation problem is to predict the 
radiofrequency and distance dependence of 'Y. 

Early studies of fading rates on scatter links 
recognized that the primary fading mechanism was 
due to Doppler-shifting of the signal by motion of the 
scattering medium. An rms sum of the drift velocity 
U and average eddy velocity Vo was imagined to 
give the effective speed [32, 68] 

N ~ [(2U Sin ~Y+~ V~J (4.6.12) 

where 8 is the average scattering angle in the com­
mon volume. The linear frequency dependence is 
characteristic of simple Doppler-shifting. 

The geometry of a broad-beam scatter link shown 
in figure 25 indicates, however, that the situation is 
rather more complicated [69]. Consider first the 
midpoint (A) in the scattering volume. Since 
Doppler shifts are only caused by net elongation (or 
contraction) of the propagation path, the predomi­
nantly horizontal drift will cause no fading of the 
signal scattered from midpoints. On the other hand, 
the smaller random velocity Vo has an arbitrary 
direction and can impose Doppler shifts on this 
component of the scattered signal. Consider next 
an off center scattering element (B ). The drift 
velocity U now has a small component U.l which 
bisects the propagation paths, and therefore does 
impose a Doppler shift . The fading contribution of 
these off-axis blobs is small because : (i) U.l is a 
small projection of U, and (ii) the power scattered 
from point B is considerably smaller than that from 
point A due to the larger scattering angle 8'. Direct 
confirmation of this prediction was obtained by the 
Lincoln Laboratory Group [59], who noted that the 
fading rate decreased IV hen very narrow -an tenna 
beams are swung simultaneously away from the 
path midpoint A. 

A considerable advance in analyzing this fading 
phenomenon was made recently by using the spectral 
representation of the turbulent dielectirc fluctuations 
[14]. The explicit separation of drift and random 
velocity contribution to the space-time correlation 
of 6.f in eq (2.5.2) suggests the following time-displaced 
generalization of the cross section result (4.2 .12), 

FIGURE 25. Geometrical description of doppler shifts imposed 
-> -> 

by horizontal drift speed U and random velocityVo at: · (A) 
Path midpoint, and (B ) off axis scattering volume elements . 
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( R ( t ) R ( t + 7)~ Jv d3rS (I K I) ei j{ ' UTYJ [VOkOI /3IK I2/37], 

(4.6.13) 

where R is t he scattering difference vector defined by 
(4.2.7). Since the major component of the drif t 
speed is usually horizontal, and therefore perpendicular 

to K for midpoint scattering, the significant co ntri­
bution of drift is made by volume elements far from 
t he midpoint . The random self motion Tlo has no 
such proj ection factor and contributes throughout 
t he scattering volume. Expansion of (4 .6.13 ) in a 
power series of 7 a nd identification with expression 
(4.6.9) indicates that the fading rate due to self­
motion is proportional to .F/3 , while drift motion 
gives the usual linear Doppler dependence on fre­
quency. Available data indicates a variable fre­
quency exponent less than one [32], so that some 
miXture of the two effects is indicated . Further 
experimental resul ts are needed, especially data on 
t he distance-dependence of N. The theory needs 
to be clarified by evaluating j.L (7 ) from eq (4.6.4) for 
several propagation models. 

4.7. Phase Stability of Scatter Signals 

The phase stabili ty of scatter signals has received 
li ttle attention to date- either theoretically or 
experimentally. The qnestion is potentially quite 
in teresting because of the possibility of passing stable 
freq uency references beyond line-of-sight by this 
mode. Frequency excursions about a single carrier 
are completely cquivalent to time rates of change of 
t he signal phase ¢(t) defined in figure 23. The mean 
frequency change is thus given in terms of the auto­
correlation of phase 

(oP) = (4)(t ) ¢(t + 7) I T=O = - Cf:2 (¢(t )¢(t + 7) I T=O' 

(4.7.1) 

The relative change in phase between two instants, 

is independen t of the absolu te path phase reference, 
and is probably easier to measure experimentally. 

The central quantity in such studies is the auto­
correlation of phase taken between two instants. 
For the special assump tions indicated by (4.6 .5), it is 
possible to derive this result in terms of the basic 
propagation correlation coefficient j.L (7). Integrating 
(4.6.6) over the amplitudes RI and R2 gives the dis­
tribution for ¢l and ¢2 deduced by Bunimovich [70] 

(1_ j.L2) [ 1 i+ sin- IW] 
P[¢I ' ¢2; 7] =~ 1_ w2+w (1_ w2)3 / 2 (4.7.3) 

where w= j.L cos (¢'-¢2)' Wagner 10 has used this 
result to calculate the phase autocorrelation, 

10 R . J. Wagner, to be publisbed. 

(4.7.4) 

and this is plot ted in fi.O'ul'e 26 versus j.L ( 7). For 
very large 7 or j.L mall , the phases arc completely 
uncol' related. For j.L unity, expression (4 .7.4) ap­
proaches the mean square value (¢2)= 7f2/3. 

It is interesting that the phase correlation can be 
inferred from experimental data on ampli tude corre­
latIOns, since j.L is only a parameter which may be 
eliminated between eq (4 .6.7) and (4 .7.4) . When 
the more general moment matrix (4 .6.2) is used, 
however bo th results will depend on two or more 
basic functions of 7. In that case, it is s till possible 
to convert phase into amplitude data and vice versa 
by eliminating 7, although one must first complete 
explicit progagation calculations for j.L (7), etc. 

4.8. Space Correlation and Diversity Reception 

A combination of two or more spaced recei vel'S is 
freq uen tly exploited to overcome signal loss during 
deep fades. This diversity reception depends upon 
spacing the an tennas sufficiently far apart to insure 
independent fading of the two signals. The best 
experimental data available is that taken at 1,046 
Mc by the NBS group [72]. The statistical problem 
is very similar to that illustrated in figure 26 , if 
one reinterprets R I as the instantaneous signal 
amplit ude induced in the first receiver and R2 that 
induced in the second, at the same instant. The 
joint probability density for R l and R2 is given by 
eq (4.6.7), if t he basic correlation coefficient j.L (D ) 
is now the space correlation between the orthogonal 
signal componen ts at the two receivers. Staras [731 
computed the probability that the g~eater of the two 
(diversity) signals is above a speCIfied level, as a 
function of t he correla tion coefficient j.L (D ). These 
statistical prediction have been checked agains 
experimental data [74] and seem to fi t quite well . 

The propagation problem is to estimate the space 
coefficient j.L (D ). Gordon [63] and Rice [68] pre­
sented qualitative analysis which showed that the 
correlation distance normal to the propagation path 
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FIGU RE 26. Autocorrelation of scatter signal phase versus basic 
propagation correlation coefficient J.I (7). 
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(horizontal and vertical) ought to be of the order 
}..a/d, where d is the transmission distance and a 
the radius of the earth. A correlation distance 
}..a2/d2 along the path was also estimated. The 
RCA experiments [74] at 390 Me for path lengths 
of 73 and 153 miles, however, failed to show the 
predicted decrease of horizontal and vertical corre­
lation lengths with path distance. On the other 
hand, the simple wavelength dependence of these 
results is borne out by multiple frequency experi­
ments [53, 75]. 

Analytical propagation calculations of all three 
wrrelation functions 11 as functions of receiver 
separation distance were derived by Staras [64], 
using the exponential space correlation model. 
His results have the same form as Gordon's , but are 
numerically different by substantial factors. Staras 
also included the effects of anisotropy in the refrac­
tive irregularities and found that this affected the 
predicted horizontal (transverse) correlation distance, 

8=1.471" (~)}.. 
r d ' 

(4.8.1) 

where r is the vertical-to-horizontal scale length 
ratio. By fitting data taken on 100 and 1000 Mc 
153, 72] he suggested that this ratio should be about 
0.25. Such comparisons are important in that they 
bear directly on the question of anisotropy, but more 
good data is needed. 

The realization of plane-earth height-gain advant­
ages is limited by space coherence between the actual 
receiver and Its image. The usual height-gain curve 
is realized if the antenna is less than one-half the 
vertical correlation distance (}..a /2d). Only slight 
improvement is gained above this height by the 
gradual decrease of the scattering angle. 

4.9 . Frequency Correlation and Medium Bandwidth 

The signal-frequency bandwidth which the scatter 
medium can support without serious distortion is 
intimately related to the mul tipath delays which 
are experienced. These depend upon the size of 
the effective scatter volume, which in turn is de­
termined by the antenna bandwidths and/or the 
scattering pattern of the blobs. When the antenna 
patterns ({3) are broad, the multipath is controlled 
by the scattering blobs and the approximate resul t 
of Gordon [63] predicts that 

or numerically 

d 
{3 » -

a 
(4.9.1) 

where d is in hundreds of miles. T his result shows 

11 Along, horizontally normal (transverse) , and vertically norm al to tbe 
propagation patb . 

that the bandwidth decreases rapidly with distance. 
Rice's estimate [68] of !J.j varies inversely with the 
path length d, but is based on an oversimplified 
physical model. 

A real improvement in bandwidth capabilities is 
obtained with very narrow beams. Although some 
antenna gain degradation is experienced with 
narrow beams, the angular distribution of multipath 
signals which are admitted to the receiver is reduced 
and the bandwidth thereby increased. Booker and 
de Bettencourt [76] examined this problem for beams 
narrower than the average scattering angle 8= d/a 
and found 

{3 « ~ 
a 

(4.9.2) 

This result indicates steady improvement with an­
tenna size and decreases less rapidly with distance 
than (4. 9.1) . When aircraft fly through the path, 
the solid bistatic reflections from them supply a 
multipath signal of unusual magnitude and the above 
estimates for broad-antenna beams are meaningless. 

Figure 27 indicates typical successive plots of 
amplitude versus frequency, such as might be ob­
tained by sweeping a narrow-band transmitter 
about the carrier jo. The joint ampli tude distribu­
tion (4.6.7) can be used to describe this situation if 
RI is interpreted as the signal strength at jo and R2 
that at jo+ !J.f. The basic correlation function J.l. is 
now a function of the frequency separation !J.j and 
other propagation variables. If the correlation is 
high, it means that the signal components at either 
end of the frequency band being used are behaving 
essentially in unison, and little or no distortion is 
expected. Staras [64] evaluated substantially this 
function directly for omnidirectional antennas with 

R T ime t, 

Threshold 

R T ime t2 

Threshold __ 

FIGURE 27. Typical successive amplitude records plotted versus 
carrier frequency over a band Af. 

The receiver tbreshold level indicates tbe role of absolnte power level in correla­
tion comparisons. 
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the exponential space correlation model, and finds 
that the frequency conelation drops to 0.5 when 

(4.9.3) 

where d is in hundreds of miles. Reference to 
figure 24 indicates that (4.9.3) refers also to the 
envelope (R) correlation, so a factor of eight differ­
ence exists between (4.9. 1) and (4.9.3) . This prob­
lem evidently requires further clarification and care­
ful comparison with experimental data. It is 
possible to llse the spectral separation of turbulence 
and propagation effects indicated by (4.6.4) to 
calcula te th e frequency correlation coefficien t }J- (D.f) . 
One need only evaluate the results of the frequency­
dependent geometric integrals at displaced fre­
quencies and set 7= 0 in (4.6.4). 

The published experimental data has been taken 
with narrow-antenna beams, and is therefore not 
directly useful in resolving the theoretical conflict. 
The recent Lincoln Laboratory data [77] measures 
the frequency correIa Lion in the manner of figure 
27, by using a rapid frequency-change sys tem. 
Their results indicate that signals separated by 2 
Me at 2,300 Mc over a 188-mile path give an ampli­
tude correlation of 0.4 . This is consistent with 
the television exp eriments of Tidd [78] on a similar 
path at 5,000 Mc. 

It is important to note that the receiver threshold 
level influences the apparent bandwidth of a system . 
Figme 27 indicates how amplitude fading at time 
t2 can reduce the frequency band over which the 
signal is correlated with the proceeding signal. 
This has lead to the concept of "instantaneous 
bandwidth," which finds application in designing 
efficient modulation systems to work with the scatter 
propagation mode. 

4.10. Gain Loss or Antenna-to-Medium Coupling 

When very narrow beams are used on scatter 
circuits, it is found that free-space antenna gains 
are not realized. This is known as gain loss or 
antenna-to-medium coupling loss and arises from 
the fact that signals arrive at the receiver from an 
extended scattering volume V . Narrowing the 
antenna beam eventually reduces this common 
volume faster than the aerial gain is increased (see 
fig. 16b) so that a relative gain loss is incurred. 

Booker and de Bettencourt [76] analyzed this 
problem for similar conical antenna patterns at 
the transmitting and receiving ends of the circuit. 
They argued that no gain loss should be incUTred so 
long as the beamwidth f3 is greater than %d/a. When 
the beams are sharper than th~s average scattering 
an@:le, they suggest that a relatIve power loss factor 

(4.10.1) 

will be incurred. They point out that this result is 
probably too large because the height dependence 

of (Lle2) was neglected and sharp beams were em­
ployed. The calculations by Nortion, Rice, and 
Vo~ler [58] used an exponential correlation function 
and an inverse square height dependence of (Lle2) . 

S~al:as. [79] treated anisotropic irregularities and 
dlssIlllllar antenna patterns. His results arc between 
5 and 8 db les severe than these predictions by 
Booker and de Bettencomt, and eem to O'ive rather 
good agreement with experimental dat~ . 

Hartman and. Wilkerson [80] have reinvestigated 
the problem, llsmg an exponential decrea e of iso­
tropic ~mbulent fluctuation s with height. Their 
calculatIOns produce gain loss estimates which arc 
sever~l decibels less than th.ose predicted by Staras, 
and 111 good agreement wIth considerable experi­
mental data. 

4.11. Beam Swinging 

It is found experimentally that the scatter siO'nal 
amplitude decreases when narrow beamwidLh b an­
tel1l~as arc jointly swung off the great circle path, 
or sImultaneously elevated as shown in FiO'ure 28. 
For azimuth swingi~lg, the effect is simply to increase 
the average scattermg angle fJ between the ray paths 
(beam) [81]. This reduces the scattered power 
because of the large exponent of in fJ /2 in the various 
scattering cros section expressions (see sec. 4.2). 

Booker and de Bettencourt [76] analyzed the effect 
of swinging the transmitting and receivinO' aerials 
simultaneo~sly . in azimuth and clevation~ They 
used a hmght-mdependent exponential correlation 
to malce estimates of Lhis power reduction which 
are apparently in good agreement with available data. 
. The dependence of l?ower loss on elevation swing­
mg must also recogmze the ob erved decrease of 
turbulent in tensity with height. Since (/::'e2) prob­
ably deCI'eases e.xpone~tially with height, the con­
comItan t scattenng hClgbt change /::,l! can effect the 
power levels significantly if it is comparable with the 
atmospheric scale height H = 22,000 ft. The prob­
lem eVldently needs. further analysis and comparison 
of theory and experiment. 

FIG URE. 28: Geometry for vel·tical beam swinging experiment 
showmg tncreased scatter angle and higher common volume. 

231 



The preparation of this paper is due in large part 
to the hospitality extended by the Boulder Labora­
tories of the NBS and to invaluable discussions 
with my colleagues there. W . Hartman and E. 
Barrows of that laboratory were particularly helpful 
in bringing the paper to final form and checking the 
analytical results. 

5 . References 
[1] C. M . Crain , Survey of airborne microwave refractom­

eter measurements, Proc . I.R.E. 43, 1405 (1955). 
[2] G. Birnbaum and H . E. Bussey, Amplitude, scale and 

spectrum of refractive index inhomogeneities in t he 
firs t 125 meters of the atmosphere, Proc. I.R.E . 43, 
1412 (1955) . 

[3] M . C. Thompson and H . B. Janes, Measurements of 
phase s tabi li ty over a low-level t ropospheric path, 
J . Research NBS G3D, 45 (1959). 

[4] Albert D . Wheelon, Relation of radio measurement to 
the spectrum of tropospheric dielectric fluctuations 
J . Appl. Phy. 28, 684 (1957). 

[5] D . Mintzer, Wave propagation in a randomly inhomo­
geneous medium, J. Acoustica l Soc. Am . I : 25, 922 
(1953), 1I :25, 1107 (1953), III:25, 186 (1954). 

(6J H. G. Booker a nd \V. E . Gordon, The role of s t rato­
spheric scattering in r adio communication , Proc. 
I.R.E. 45, 1223 (1957) . 

[7] F . Villars and V. F . Weisskopf, The scattering of electro­
magnetic waves by turbulent atmospheric fiuctuations, 
Phys. Rev. 94, 232 (1954). 

[8] F . Villars and W. F . Weisskopf, On t he scattering of 
radio waves by turbulent fluctuations of the atmo­
sphere, Proc . I.R.E. 43, 1232 (1955) . 

[9] A. M . Obukhov, Structure of the temperatu re fi eld in 
turbulent flow, Izvest. Akad . Nauk S.S.S.R. Ser. 
Geofiz. 13, 58 (1949) . 

[10] R. A. Silverm an, Turbulen t mixing theory applied to 
radio scatterin g, J. Appl. Phys. 27, 699 (1956) . 

[11] R. Bolgiano, The role of t urbulent mixing in scatter 
propagation, IRE Trans. PGAP 6, 159 (1958). 

[12] Albert D. Wheelon , Spectrum of turbulent fluctuation s 
produced by convective mixing of gradients , Phys. 
Rev. 105, 1706 (1957). (See a lso J . Geophys. R esea rch 
62, 93 (1957), Radio frequency and scattering angle 
dependence of ionospheric scatter propagation at 
VHF, et seq.) 

[13] B. R . Bean and F . M. Meaney, Applications of the 
monthly median refrac tivity gradient in tropospheric 
propagation , Proc. LR.E. 43, 1419 (1955). 

[14] R. A. Silverman, Fading of rad io waves scattered by 
dielectric turbulence, J . Appl. Phys. 28, 506 (1957) . 

[15] W. Heisenberg, Zur statistischen theOl'ie der turbulenz, 
Z. physik. 124, 628 (1948). 

[16] C. F . Von Weizsacker, Das spektrum der turbu lenz bei 
grossen R eynolds'schen zahlen, Z. physik. 124, 614 
(1948). 

[17] G. Munch and A. D . Wheelon, Space-time correlations 
in stat ionary isotropic t urbulence, Phys. F luids I , 
462 (1958). 

[18]. S. O. Rice, Mathematica l analysis of random noise, 
BSTJ, 24, 46. 100 et seq. (1945). 

[19] K. A. Norton, t. E. Vogler, W . V. Mansfi eld, and P . J. 
Short, The probability distribution of t he amplitude 
of a constant vector plus a Rayleigh-distrib uted vector, 
Proc. I.R.E. 43, 1354 (1955) . 

[20] H . Bremmer, On the theory of fading properties of a 
fluc t uating signal imposed on a constant signal, 
NBS Circ. 599 (May 1959) . 

[21] K A.Norton, E . L. Sch ultz, and H . Yarbrough, The 
probability distribution of the phase of the resultant 
vector sum of a constant vector plus a R ayleigh­
distributed vector, J . Appl. Phys. 23, 137 (1952). 

[22] J . R . J ohler, and L. C. Walters, The mean absolute value 
and standard deviation of the phase of a constant 
vector plus a Rayleigh-distributed vector, J . R esearch 
NBS 62, 183 (1959) RP2950. 

~ l 

[23] Albert D . Wheelon, Near-fiflld corrections to line-of­
sight propagation, Proc . I.R.E. 43, 1459 (1955). 

[24] M . Balser, Some observations on scattering by turbulent 
inhomogeneities, IRE Trans. PGAP AP-5, 383 (1957) . 

[25] S. Stein, Some observations on scattering by turbulent 
irregulari ties, IRE Trans. PGAP AP-G, 299 (1958)_ 

[26] T . H . E llison, The propagation of sound waves through. 
a medium with very small r andom variations in 
r efractive index, J . At mospheric and T errest . Phys. 
2,14 (1951) . 

[27] S. M . Ryt ov, Light diffraction by ultrashort w!'ves, 
Izvest. Akad. Nauk S.S .S.R . Ser . Fiz. No. 2 (1937). 

[28] J . Feinstein , Some stochastic problems in wa ve propaga­
tion- Part II, IRE Trans. AP-2, 63, (1954). 

[29] R . B . Muchmore, and A . D . Whee lon , Line-or-sight 
propaga tion phenomenon, I Proc . I.R.E. 43, 1437 
(1955). 

[30] J . "V. Herbstreit, et aI. , R adio studies of atmospheric 
turbulence, vol. I and II, May 31, 1956 (to be pub­
lished) . 

[31] E. Levin, R. B. Mu chmore and A. D . Wheelon. Apera­
t ure-to-medium coupling on line-of-s ight paths: 
Fresnel scattering, to be published in IRE Trans_ 
PGAP (1959). 

[32] K . A. Norton , P . L . Rice, H . B. J anes and A. P. Barsis, 
The rate of fading in propagation t hrough a t urbulent 
atmosphere, Pmc. I.H.E. 43, 1341 (1955). 

[33] J . "V. Herbst reit, and M . C. Thompson . Measurements 
of the phase of radio waves received over transmission 
paths with electrical lengths varying as a result of 
atmospheric turbulence, Proc. I.R.E. 43, 1391 (1955). 

[34] A. P . Dean, and B. M. Fannin, Phase difference varia­
tions in 9350 m c radio signals a rriving a t spaced 
antennas, Proc . I.R.E. 4,3, 1402 (1955). 

[35] E. Barrows, Effect of tropospheric fl uctuations on radio 
star signals, to be submitted for publication to J. 
Research NBS, Section D (Radio Propagation). 

[36] V. A. Kras il'nikov, The effect of var iations of the co­
efficient of refrac t ion in the atmosphere upon the 
propagation of ultrashort rad io waves, Izvest . Akad. 
Nauk. S.S.S.R. Sev. Geograf i Geofiz 13, 33 (1949) . 

[37] P . G. Bergman, Propagation of radiation in a medium 
with random inhomogeneit ies, Phys. Rev . 70, 48f} 
(1946) . 

[38] E . C. S. Megaw, I nterpre tation of stellar scintillation, 
Quar t. J . Royal Meteorol. Soc . 80, 248 (1954). 

[39] A. M . Obukhov, On the effect of weak atmospheric 
inhomogeneities on sound and light propagation , 
Izvest . Akad. Nauk. S.S.S.R. Ser. Geofiz. No.2, 155 
(1953). 

[40] L. A. Chernov, Correlation of the amplitude and phase 
fluctu ations in wave propaga tion in media with ran­
dom inhomogeneities, Akust icheskii Zhurnal 1, 89 
(1955) and A. N . Doklady, USSR 98, 953 (1954) . 

[41] V. 1. Tatarskii, On the theory of t he propagation of sound 
waves in a turbulent strea m, Zhur. Ekspti'i i Theoret 
Fiz . 25, 74 (1953). 

[42] B . M . Fannin, Line-of-s ight wave propagation in a 
randomly inhomogeneous medium, IRE Trans. 
PGAP, AP- 4, 661 (1956). 

[43] R . P. Feynman, Space-time approach to quant um elec­
dynamics, Phys. R ev. 76, 769 (1949). 

[44] R . B . Muchmore, and A . D . ViTheelon, Line-of-sight 
propagation phenomenon II, Proc. I.R.E. 43, 1437 
(1955) . 

[45] C. L. P ekeris, Note on the scattering of radiation in an 
inhomogenous medium, Phys. Rev. 71, 268 (1947). 

[46] H. G. Booker, and W. E . Gordon, A t heory of r adio 
scattering in t he troposphere, Proc. I.R.E. 38, 401 
(1950) . 

[47] See papers in the Scatter Prop. Issue, Proc. I.R.E. 43 
(Oct. 1955). 

[48] K . Bullington, Characteristics of beyond-t he-hori zon 
ra dio transmission, Proc. LR.E. 43, 1175 (1955). 

[49] H . Staras, and A. D . Wh eelon, Theoretical research on 
tropospheric sca tter propagation in the Unit ed States 
1954- 1957, IRE Trans . PGAP AP- 7, 80 (1959) . 

232 



l 50] R . A. Sil verm" n, So me rema r ks on scattering from 
eddie, Proc. T.R.E. 43, 1253 (1955) . 

151] M . Balser, a n I R . A. ilvcrm a n, Statistics of electro­
magne ti c rad iat ion scattered by a t urbulen t medium, 
Phys. R ev. 96, 960 (1954). 

152] II . B. J a nes, An a nalys is of wi thin-the-hou r fadin g ill 
100-to- l000-Mc t ra nsmissions, J . Research N BS 54, 
23 1 (1 955) RP 2585. 

,[53] A. P . Barsis, J. W. Her bstreit a nd K . O. H omberg, 
Cheye nne Moun tain t ropospheric propagation experi­
ments, N BS Circ. 554 (1955). 

154] G. Mc Crosse n, Analys is of the long term distribution of 
instantaneous r ece ived power (to be published). 

I551 L. D. Arons, An a nalysis of mdio-wa ve scattering in t he 
diffmc tion region, Cornell Univ . E. E. Report 312 
(30 Oct. 1956, Ithaca, N .Y .) . 

156] H . Bremmer. Terrestial Radio Waves (E lsevier Press, 
Inc., Houston, Texas, 1949). 

157] H . Feshbach, Unpublished Lincoln La bomtory Memo­
ra nda. 

158] K. A. Norton , P . L. Rice, and L . E . Vogler. The use of 
a ngula r di stance in estimating t mnsmission loss a nd 
fadin g range for propagation t hrough a t urbulent 
a tmosphere ove r irregula r te rm in , Proc. 1.R.E. 43, 
1488 (1955). 

{59] J . H . Chrisholm , P . A. P ort ma nn , J . T . deBctLe nco ur t, 
a nd J . F . R oc he, In vestigations of a ngula r scatterin g 
a nd mul t ip a tll propert ies of t ropospheric propagation 
of short m dio waves beyo nd t he horizo n, P roc. 1.R.E. 
43,13 17 (1955) . 

{60] B. R. Bean, a nd R. Abbott. Oxygen a nd H 20 vapor 
a bsorpt ion of radio wavcs in t he at mosphere, Gcofi 
pura e app l, 37, 127 (H)57). 

{61] R. L. Abbott , unpubli shed work . 
162] P. L. Ri ce, A. G. Longle.v, an d K . A. Nor to n, Pred iction 

of t he cumulati ve dis t ribu t ion wi th t ime of g round 
wave a nd tropos pheri c wave t rans mi s ion loss, N BS 
T echnical Note 15 (July 1959). 

{63] W. E . Gord on, Radio Scatte ring in t he Troposphere, 
Proc. 1.R. E. 43, 25 (1955). 

{64] H . Staras , F orward scatte ri ng of radio waves by a niso­
t ropi c t urbulence, Proc. 1.R.E. 43, 1374 (1955). 

I65] ~T . F . R oge rs, VH F fi eld st rength fa r beyo nd t he radi o 
hori zo n, P roc. LR.E. 43, 623 (1955). 

{66] J . W. H erbs t r'eit, K A. No rto n, P. L. Ri ce, and G. E. 
Schafer, Antennas a nd propagation, IRE Co nvent ion 
R eco rd, Pa rt 2, pp. 85- 93 (March 1953). 

233 

67] A. T . vVaterma n, Some generalized scatte ring relation­
ships in tmnshorizon propaga t ion , Proc. l.R.E. 46, 
1842 (1958). 

[68] S. O. Rice, Statist ical flu ctuat ions of r adio field strength 
fa r beyo nd the hori :-lon , Proc . IRE 41, 274 (1953). 

[69] J . B . McG uire, a,nd A. D . Wheelon, Calc ulation of th e 
fading rate fur t ropospheric scatter propagat ion, 
Prese nted at spring UR SI Meeting, VVashington, D .C. 
(1 958) . 

[70] V. 1. Bunimovich, F lu ctuat in g processes a oscillat ions 
wi th ra nd om a mplit udes and phases, Zhur. Tekh . Fi z. 
19, 1231 (1949). 

[7l] C. L . Mack, Divers ity R ecept ion in UHF Long R a nge 
Communication , Proc. I.R.E. 43, 128 J. (1 955) . 

[72] A. F . Bargha usell , M . T . D ec ker, a nd L . J . Ma loney, 
Measurements of correlat ion, height gain , a ll d path 
a ntcnn a gain at 1046 Nl. c on s paced antenn as fa r 
beyond the radio hori zo n, 1955 I RE Convent ion 
Record, P a rt I , Vol. 3. 

[7 3] H. Staras, Di ve rs ity rece pt ion wi t h co rrelated signa ls, J . 
Appl. Ph y . 27, 93 (1 956), see a lso P roc. I.R.E. 44, 
]057 (1956). 

[74] R .C. A. Report , Study and ill vestigat ion of t ropospheric 
scat te ring, P a r t A, 91 (1956), pe r U.S. Army Signa l 
Co rps E ng. La bs, Con t ract D A- 36- 039- SC- 64555. 

[75] H . B . J anes and P . 1. Weli s, So me tropospheri c scatter 
propagat ion measuremen ts nea l' the h orizon, Proc. 
LR.E., 43, 1336 (1955). 

[76] H . G. Booker a nd J . T . dc Bettencour t, Theo ry of radio 
t ransmission by t ropospheri c scatte rin g us ing very 
na rrow beams, Proc. IRE, 43, 28 1 (1955). 

[77] J. H . Chisholm, L . P . Ra in v ilie, J . F . R oche, a nd H. G. 
Root, Measurements of t he bandwid th of r adio waves 
propagated by the t ropos phere beyo nd the h ori zon , 
I R E Tra ns. P GAP, AP- 6, 377 (1958) . 

[7 8] \'iT. H . Tidd , D emonstration of ba ndwid t h capabili t ies 
of beyond- t he-hori zon t ropospheri c radi o propagation, 
Proc. IRE., 43, 1297 (1955). 

[79] H . Staras, An tenn a- to-medium co uplin g los., IRE Trans. 
PGAP , AP- 5, 288 (1 957). 

[80] W. H a rt ma n and R . Wilkerso n, P a th a ntenna gain in an 
expo nentia l atmosph ere, to be published in J . R esearch 
NBS, 63 0 (Nov . 1959). 

[8 1] D . K . Bailey, ll. Batema n, and R. C. Kirby, R adio t rans­
mission at VHF by scatterin g a nd othe r processes in 
the lower io nosphere, Proc. IRE , 43, 1181 (1955). 

B OULD ER, COL O. (Pllper 63D 2- 19.) 


	jresv63Dn2p_205
	jresv63Dn2p_206
	jresv63Dn2p_207
	jresv63Dn2p_208
	jresv63Dn2p_209
	jresv63Dn2p_210
	jresv63Dn2p_211
	jresv63Dn2p_212
	jresv63Dn2p_213
	jresv63Dn2p_214
	jresv63Dn2p_215
	jresv63Dn2p_216
	jresv63Dn2p_217
	jresv63Dn2p_218
	jresv63Dn2p_219
	jresv63Dn2p_220
	jresv63Dn2p_221
	jresv63Dn2p_222
	jresv63Dn2p_223
	jresv63Dn2p_224
	jresv63Dn2p_225
	jresv63Dn2p_226
	jresv63Dn2p_227
	jresv63Dn2p_228
	jresv63Dn2p_229
	jresv63Dn2p_230
	jresv63Dn2p_231
	jresv63Dn2p_232
	jresv63Dn2p_233
	jresv63Dn2p_234

