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On a Theorem of M. Riesz 1 

Martin Pearl 2 

The structure of t he set of ske ~v-symmetric, orthogonal m atrices of order 4 with ele
ments in t he real field is st udied. The first and second regular representations vf t he qua
t ernion s are used to represent t hese matrices and known properties of t he q uatern ions are 
exploited to obtain charac ter izat ions of the Rkew-symmetric m atrices. In t h e second part 
of th is paper, the underl ying stru cture of the geometry is changed from the Euclidean to the 
J~o rentz ian . It is then shown t hat there are no skew-symmetric, orthogon al (in the 
LOl'entzia n se nse) matrices of order 4. 

1. Introduction 

In a series of lectures [6] 3 recrntly delivered at the University of Maryland (Sept. 1957 to 
Feb. 1958) dealing with Clifford algebras, M . Riesz proved the following 

THEORE M. Ij A and B are real skew-symmetric , orthogonal linear transjormations on E 4 (a 
Feat four-dimensionaL vector space on which there is imposed a Euclidean metric), then [A, B] = 
AB - BA is a multiple oj a real skew-symmetric , orthogonal tran~formation on E 4. 

The main purpose of this paper is to exhibit a proof of this theorem which does not depend 
{)n the structure of the Clifford algebra, but only on the proper ties of the matrices associated 
with these transformations. Moreover, it will be shown that if the underlying geometry is 
changed from the Euclidean metric to the Lorentzian metric, then the theorem is vacuously 
true since no real skew-symmetric, orthogonal (in the Lorentzian sense) matrices of order 4 
-exist . The main tools used herein are real quatemions and their representations by 4 X 4 
matrices . Incidentally, a method is given for constructing all skew-symmetric orthogonal 
matrices of order 4. 

2. Regular Representations 

Let 2( be an algebra over the (commutative) field ts' and let el, e2, . _ . , en be a basis of 
~L Multiplication of two elements in A is completely determined by the multiplication of the 
basal elements. Since el, e2, ... ,en forms a basis for 2(, 

n 

e;eJ= ~Ctjkek 
k=l 

:and it is well known that associativity in 2( is equivalent to the n4 equations. 

n n 
L2C(JkCklm= ~CikmCJlk 
k=l k=l 

(i,j , l , m= l , 2, ... ,n). 

(1) 

(2) 

1 'l'his work was completed while the author held a National Research Councik'.Jational Bureau of Standards Postdoctoral Research Associate· 
ship at the National Bureau of Standards, Washin gton, D . C. 
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If we define the n X n matrices R i= (Cisr) and 8 i= (cris ) (where r denotes the row index and s 
denotes the column index), then, by successively setting (i) m = r, l=s; (ii) i = r, m = s; and 
(iii ) j = r, m =s, we have 

(3) 

and 
(4) 

where R~ is the transpose of R i . 

Every element a of ~r can be written uniquely in the form 

(5) 
If we define 

(6) 

then the mappings a-"7R (a) and a-"78(a) of ~ into the algebras of matrices, m and 0, are homo
morphisms, called the first and second regular representations of \!{. If we further assume that 
~ has an identity, then these mappings are isomorphisms. 

We shall be interested in the particular case where ~r is the algebra ,0 of real quaternions, 
that is, the algebra over the real field with basis elements eo, el , ez, e3 satisfying the following 
conditions: 

(i) eo is the identity element of ,0, 

(iii) ei=e~=e~=-eo. 

Then Ro= 8 0= I (the identity matrix) and 

RI = [ ~ - ~ ~ ~l R2= [ ~ o 0 0 - 1 1 

o 0 1 0 0 

81 =[- ~ ~ ~ ~l 82=[ ~ o 0 0 - 1 - 1 

o 0 1 0 0 

o - 1 

o 0 

o 0 

-1 0 

o 1 

o 0 

o 0 

- 1 0 

(7 ) 

(8) 

(9) 

Clearly, R I , R 2, R 3, 8 1,82, 8 3 are each skew-symmetric and hence Do, the additive group of all 
linear combinations of the R's and 8's with real coefficients., is ·contained in ,01, the additive 
group of all 4 X 4 real skew-symmetric matrices. However, 

b 

d 

o 
- 1 

(10) 

that is, every skew-symmetric matrix Q can be expressed as a linear combination of R I , Rz, 
R3 , 8 1, 8 2,83. Thus, ,S::::lJ eDo and hence ,01=,00. Since,ol has dimension six (when considered 
as a real vector space), it follows that R I , R 2, R 3, 8 1, 8 2, 8 3 are linearly independent and form a 
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basis for QI' H ence, we have shown that every 4 X 4 skew-symmetric matrix q can be expressed 
as R (a)+ S(b) for a unique pair of quaternions, a= a1el + a2e2+ a3e3 and b= i3l el+ f32e2+ i33e3. 
A quaternion whose eo-coefficien t is zero is called a pure quaternion. 

3. Skew-Symmetric, Orthogonal Matrices 

We are particularly interested in those matrices Q of DI which are also orthogonal, and we 
shall b e able to characterize them in terms of the pure quaternions a and b. 

Since each of the R's and S's is skew-symmetric, (4) may be replaced by 

R(a) S(b)= S(b) R(a) . (11 ) 

"Ve define the norm, N(a) , of the pure quatern ion a= ajel + a2eZ + a3e3 to b e a~+ a~+ a;. 
Thus, N(a )?, O and N(a) = O if and only if a= O. Furthermore, N(aa )= a2N (a ) for every real 
number a. It follows from (7) that a2= - N(a)eo and hence 

(12 ) 

Furthermore, if a~ O , then c= aN N (a) has norm 1 and is called the uni L quaLemion in th e 
direction of a. 

"Ve shall now derive some useful properties of the matrices R (a ) and Sea ) by means of 
~ ~ 

the mapping (J of the real vector a= (aI, a2, ( 3) into the quaternion a= rJ(a). This mappin g 
is clearly an additive isomorphi.sm . Furthermore, 

~ ~ 

ab = (J (a )(J(b) = - (a li31 + a2f32+ a3i33)eO+ (ali3z- a2{3I)e3 
~ ~ ~ ~ + (a3i31- al(33)e2+ (a2f33 - a3f32)el = - (a· b )eo+ (J (a *b) (13) 

~~ ~ ~ ~~ ~ ~ 

where a· b is the scalar or do t product of a and b and a *b is t he v ector product of a and b. Since 
the mappi.ngs a ---'7R (a) and a ---'7S (a) are isomorphisms, we have 

~ ~ ~ ~ ~~ ~~ 

R (a)R (b) = - (a· b)I + R[(J (a *b»), S(a)S(b) = - (a· b)I + S[(J (a *b )]. (14) 

~ ~ ~ ~ 

It is well known that a*b=-b*a and sin ce (J( - a)=-(J(a), it foll ows immediately from 
(14) that 

~~ 

L EMMA 1. If a and b are orthogonal pure quaternions (or equivalently, if n· b = 0), then 
R (a)R(b )=-R (b)R (a). Similarly , ?Jaand b are orthogonal pure quaternions, then 

S (a)S (b)= - S(b)S(a) . 

W e define the conjugate, Q, of the skew-symmetric m atrL,( Q= R (a)+S(b) to be R (a)
S(b), and the norm, N(Q ), of Q to be N(b )-N (a). It follows from (7) and (11 ) t hat 

(/Q= [R(a) + S(b)] [R (a)-S (b)l= [R(a)J2 - [S(b»)2= QQ 

= [- N(a )+N(b)] I = N(Q) I = N(Q) I . (15) 

~ ~ 

Now, let c b e any vector which is orthogon al to b. Then c is orthogonal to b and it follows from 
(11 ) and Lemma 1 that 

S (c) QS(c )- 1 = S(c )[R (a) + S(b )]S(c)-I= R (a) - S(b) = Q. (16 ) 

Thus, Q and Q are similar matrices and consequently have the sam e rank. Furthermore, 
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det(Q)=det(Q) and by taking the determinants of the terms in (15) we have det(Q) det(Q) = 
det[N(Q) 1]= N(Q)4. Since the determinant of every real skew-symmetric matrix is non-nega
tive, we have proven 

LEMMA 2. Det (Q) = Det (Q) = N(Q)2. 

Weare now in a position to prove the main theorem of this paper. Riesz' Theorem, 
stated at the beginning of this paper, follows immediately as a corollary. 

THEOREM 1. The skew-symmetric matrix Q is orthogonal if and only if one oj the jollowing 
conditions is satisfied: 

(i ) N(Q)=- l and b= O, (and thus Q= R(a». 
(ii) N(Q) =+ 1 and a= O, (and thus (Q= S(b» . 

PROOF. Let Q be orthogonal. Then Q-I=_Q and since, by (15), Q N(Q) Q-I, it 
follows that 

Q=-N(Q) Q. (17) 

Taking the norm of each side of this equation, we have 
() 

N(Q) = N(QJ = N[ -N(Q)] = [ -N(Q)]2 N(Q) = [N(Q»)3. (18) 

Since Q is nonsingular, N(Q) ~O and hence N(Q) = ± 1. 
Case l. N(Q) =+ l. Substituting this value in (17) , we have 

O= Q+ iJ [R(a) + S(b)1 + [R(a) - S(b)] = 2 R (a). (19) 

Thus, R(a)=O and hence a= O. 
Case 2. N (Q)=- l. Again, by (17), we have 

O= Q- Q= [R(a) +S(b)] - [R(a)-S(b )] = 2 S(b). (20) 

As before, b= O. 
Conversely, if b= O then Q= Q and it follows from (15) that if N(Q)=- 1 then QQ=Q2= 

- I. Thus Q'is orthogonal. Similarly, if a= O then Q=- Q and it follows from N(Q) =+ 1 
that QQ= Q2 = - I. Again, Q is orthogonal. 

To prove Riesz' Theorem, let P and Q be two skew-symmetric, orthogonal matrices. 
Clearly, we can assume that P = R(a) for some pure unit quaternion a. If Q= S (b) for some 
b, then, by (ll ), [P,Q] = PQ- QP= O. On the other hand, if Q= R (b) for some b, then, using 
(14), we have 

~ ~ 

[P, Q] = R(a)R(b) - R(b )R(a) = 2 R[u(a*b )] = R[u(2(a*b ) )], (21) 
~ ~ ~~ ~ ~ ~~ 

If a= ± b, then a*b = O and [P, Q] = O. If a~ ± b, then a*b ~O, Since a and b each have 
~~ ~~ ~ ~~ ~'-) 

norm 1, N[u(2(a*b»] = 4N[u(a*b)]=40 where 12::0> 0. If we now set c= 2(a*b)/{48=(a*b)/{B, 
-)~ 

then R[u (2(a*b» ]= 4oR(c). Since c is a unit quaternion, R (c) is a skew-symmetric, orthogonal 
matrix and the theorem is proved. 

COROLLARY l. L et P, Q be skew-symmetric, orthogonal matrices such that P ~ ± Q. Then 
P and Q commute if and only if N(P)N( Q) =- 1. 

COROLLARY 2. Every skew-symmetric matrix Q can be written as aR+ /3S jor unique a, /3, 
R, S , where a , {3 are real numbers and R, S are skew-symmetric orthogonal matrices. 
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4. The Lorentzian Metric 

The Lorentzian metric on a real four-dimensional vector space V is defined by the matrix 

We shall denote this space by ~4 ' 

o 
+ 1 

o 
o 

o 
o 

+ 1 
o 

(22) 

The norm, N (x), of a vector X= (Xl, X2, x~, X4) is given by x' Jx=xi+ x~+x~- xi . Clearly, 
N(x ) may now take on all real values. If N(x) = O, it does not follow that x= O. A vector 
satisfying this equation is said to be isotropic or lightlike. We define a matrix A to be orthog
onal with respect to J (or Lorentzian-orthogonal) if A'JA= J. An alternate definition for 
the Lorentzian-orthogonality of a matrLx is that it be the matrix of a norm-preserving linear 
transformation on ~4 ' 

By analogy with the Euclidean case, we define a matrLx Q to be skew-symmetric if it 
satisfies the equal-,ion x'QJx= O for every vector x in ~4' Then, Q is skew-symmetric in the 
LOl'entzian sense if and only if QJ is skew-symmetric in the Euclidean sonse. Furthermore, 

L EMMA 3. A is both orthogonal and skew-symmetric (in the Lorentzian sen e) if and only 
~f A = QJ jor some skew-symmetric (in the Euclidean sense) matrix Q and 

(JQ )2= (QJ) 2= - I. (23 ) 

Thus, wo have redueed the problcm of LOl'entzian skew-symmetric, orthogonal matrices 
to a corresponding problem involving Euclidean skew-symmetric matrices satisfying (23 ). 

THEOREM 2. There does not exist a matrix Q satisjying (23) . 

PROOF. A simple calculation shows that 

JR ;J =±S ;, (+ when i = 3, - when i = 1,2) . (24) 

Suppose there exists a skew-symmetric matrix Q satisfying (23 ). Thcn we can set 
Q= R (a)+ S (b) for some a and band JQJ= R (c)+ S(d) . By (24), N (c)= N (b) and N (d)= N (a). 
Hence, 

N( Q) = N( Q) = - N(JQJ). 

Since (QJ)2=- I, we have (det Q)2 (det J)2= (det Q)2= (det (- 1)) =+ 1. 
with Lemma 2, we have 

[N(Q)]2 = det Q= det Q= + 1. 

(25 ) 

Combining this 

(26 ) 

Also, it follows from (15) that Q- I= (l /N(Q))Q and from (23) that Q- l= - JQJ. Equating 
these two expressions and taking the norm of each term yields 

N(Q) = - N(JQJ) = - N(Q- l) = - N[(1 /N(Q))Q] = - [I /N(Q)]2 N (Q)= - l /N (Q). (27 ) 

Thus, N(Q)2=- 1, which contradicts (26). 

5. Conclusion 

The corresponding problem in the two-dimensional case is trivial since there only exist 

two skew-symmetric orthogonal (Euclidean) matrices, namely, [ _ ~ ~J and [~ - ~J These 

clearly commute since one is the negative of the other. On the other hand, if the quadratic 
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form of the metric IS gIven by [~ -~J then it can be shown that no skew-symmetric 

Lorentzian, orthogonal matrices exist. 
Little is known about the structure of higher dimensional skew-symmetric orthogonal 

matrices. The methods of this paper are isolated and it is not expected that they can be used 
in a discussion of higher dimensions. 
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