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On Nearly Triangular MatrIces 1 

A. M. Ostrowski 2 

A discussion is presented of t he change in the inverse of a triangular matrix if on one 
side t he zeros are replaced by sufficiently small numbers and on t he other side t he non
vanishing elements are varied by s ufficiently small amounts. 

1. Introduction 

Consider a system of linear equations 

n 
L::: al"x,=yl' 
p= 1 

(}l = 1, . .. ,n), ( 1) 

with the matrix A, in which all diagonal clements al'l' (1-'= 1, ... , n) arc not equal to 0 and 
the elements off the diagonal satisfy for two positive numbers m, }vI the inequalities 

lal'.1 ~ mla"l' l ("< }l ; 1-' = 1, 

la",1 ~1\1I a"l' l ("> 1-' ; 1-' = 1, 

., n), } 

., n- l ). 
(2) 

If m is very small, the system docs not essentially differ from the corresponding " triangular" 
system in which all al" with v< J.L are r eplaced by zero and the matrix of which will be denoted 
by A (ol. It then appears plausible that the solution of this triangular sys tem does not differ 
very much from that of the system (1). 

However, the value of the determinant of the order n 

1 - M 

o 1 

o 

- m o 

o 
- M 

o 

1 

o 

o 

o 

- M 

1 

show that if M is, for instance, greater than or equal to 10, the determinant of our sy tern 
will not be necessarily different from zero unless m < 10-<n- 1l. A detailed study of the problems 
connec ted with the matrices characterized by (2) appears, therefore, to be of importance and 
intere t. 

As the first problem in this connectioll, we give a necessary and sufficient condition that any 
matrix A satisfying conditions (2) be nonsingular. If m< M , this condition is given by 

1 This paper was prepared under a National Bureau of Standards contract with American University. 
, American University and University of Basle, Switzerland. 
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and, if m= M , by 3 

1 
m <--· n - l 

In order to obtain a precise measure of the influence of the change from A to A (0 ) , we have to 
discuss the estimates (for convenient norms) of the norm of the matrix A-I_A (O)-l . 

We consider, in particular, two such norms defined in section 5 and denoted by 
IA- I_ A (0)-11", (p = 1,(0 ), which are particularly suitable for the problems of numerical analysis. 
Assuming, without loss of generality, that al'~= 1 (Il = ], . .. , n), we show that for given 
values of m, iV[ such that J..1~ 1.5/n, n~4, we have 

(4) 

where 1- 0 is the smallest modulus of the determinant attainable for the matrices A and is 
connected with m by the relation 

(5) 

with 

(6) 

If J..1< 1.5/n, the formula (4) need not be valid any longer, but we can prove in this case 
the relation 

(M~1.5/n) (7) 

is valid as long as m remains less than 1/2n. 
The estimate (7) is not a "best" estimate for all values of M ~ 1.5/n, bu t still it is not far 

from the best, since for m= M ~ l / (n- l) we have 

IA -I_A (O)-11 < (n - l)m 
11 1- (n - l)m (8) 

which cannot be improved for any value of m < l/(n - l). 
The condition (3) is derived in section 4, theorem B . However, we derive it as a special 

case of Ii more general theorem, where in the inequalities (2) the expressions m , M dep end on Il, 
that is to say, change from one row to another. The necessary and sufficient condition for all 
matrices A to be regular (theorem A, section 4) is in this case rather unwieldy, but still may be 
very useful in some cases because it contains 2n-2 instead of two essential parameters. The 
direct derivation of theorem B is, of course, much simpler, since, as the reader will immediately 
see, the computations of the determinant Q n in section 2 can be considerably shortened in this 
case. The connection between the formal algebra of sections 2 and 3 and theorems A and B 
is provided·-by a result concerning the so-called H-determinants and M-determinants published 
16 years ago [1]. The results about the norms IA- I_ A (O)-1lp are obtained by using th e 
explicit representation of the inverse matrix of a certain matrix .1n , which provides a majorant 
for all matrices A - I. The formulas giving L'l,;- l are derived in the second part of section 3, and 
in section 6 the norms 1 L'l,;-I_ .1 ~)- l lv are derived and discussed. The corresponding inequalities 
for IA - I_ A (O)-l l" are then obtained in section 8, by using a new theorem (lemma III) concern
ing the connection between the H-determinants and the M-determinants. 

, This condition (~o) is already contained in some results in a paper [2J ' , and also can be deduced from a well-known theorem of tbe theory of 
determin ants discussed in [4] . 

• F igures in brackets indicate the li terature referen ces at the end of this paper . 
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In tJli s section is given another application of this theorem in estimating the variation in 
the inverse matrix of a triangular matrix atisfying the conditions (2) with m= O. We obtain 
an unexpectedly simple and elegant formula (120). 

In section 8, the results are applied explicitly to the problems concerning the linear system 
(1). It may be finally remarked that these results, with obvious changes, remain valid if in 
the matrix of (1) the rows and the columns are interchanged, although no mention is made of 
it explicitly at every step.5 

2 . Value of the Determinant On 

Let K n be defined by 

Kn On 0 0 0 0 

Kn_ l Kn- l 071 _ 1 0 0 0 

Kn_2 Kn-2 Kn-2 On-2 0 0 

K n= (n~3), (9) 

K2 K2 K2 K2 K2 02 

Kl Kl KI KI KI KI 

K2 =1 

K2 02 
I= KI(K2- 02) , I{l= Kl, 

Kl KI 

where in the /-L- th row all elements to the left of the main diagonal and on iliis diagonal are 
equal to Kn_I'+I, the next element to the right is 0"-1'+1 , and all other elements are o. KI" 01' 
are here independent variables. In subtracting the second column from th e fir t, ,ve obtain 
K ,,= (Kn- On) J{n_l , and therefore th e following formula , valid also for n = ] , 2 : 

n 
K n= Kl IT (K. - O.) . (10) 

p= 2 

Consider now for n ~ 3 the determinant 

0" 0 0 0 0 f3 n 

1'71- 1 On-I 0 0 0 f3 n-1 

1'71- 2 1'71-2 071_2 0 0 f3n-2 

( I I ) 

1 1 1 1 1 0 

I Some of the results contained in t he sections 2 to 5 have been published without proof in [3J. 

321 



I 

We have in particular 

T3= "Y2 02 {32 = - (03{32+ (33(02- 'Y2» ' (12) 

1 1 0 

D eveloping T n in the elements of the first line and using the value (10) of K n, we obtain 
for n~4 

and therefore generally for n ~ 4 

Since by (12) 

we obtain 

1 

n-l 
T n= OnT n-l- {3 n II (o.-"Y.), 

p=2 

where II is identically 1, and therefore finally 
.=2 

If we now put 

T! = .. 

"Yn-l 

1 

n n ~ - 1 

T n=-~ {3~ II 0. II (0,-"'1 ,), 
1'=2 '=1'+1 .=2 

o 

"Yn-l 

1 

o 

o 

"Yn-l 

1 

T*-3-

01 0 {31 

"'12 02 {32 

1 1 0 

o 

o 

'Yn-l 

1 

{3n-l 

0 

(13) 

(14) 

(15) 

this becomes T n if the indices of {3., "Yr, O. are replaced by their complements with respect to 
n+1. We obtain then from (14) 

n n 1'-1 

T:= - ~ {3 n+l-I' II On+l-. II (On+I-. -'Yn+l-.), 
1'=2 '=1'+1 .=2 
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-------------

or in replacing the summation index J.1. by n+ 1- K 

n-l n n-K 
T:=-~ (3 . II On+l-v II (On+l-v-/'n+l-v) 

.=1 v=n+2-. v=2 

and finally , if in both products JI is replaced by n+ 1- A, 

n-l .-1 n-l 

T:= - ~ (3. II O'A II (O)'-/'X) • (16) 
• =1 X=1 'A=.+l 

Considpl' now for n~ 3 the determ inant 

0'1 - !vII - }V/ l -.M l 

- m 2 0'2 - M 2 -j\l12 

- m 3 - m 3 0'3 - M 3 

Qn= (17) 

If we subtract here the la t column from each of the preceding ones, we obtain 

Here the subdeterminant corresponding to the last element of the last row IS obviously 
n-l n-l 

II (1\I1v+ a,), so that Qn is the sum of an II (M .+ a v), and 
",=1 1'=1 

- (a ,,+m n) 

o o 

o 

III 
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This last determinant becomes Tn * if we put 

o.= M .+ a" 'Y. = }J;l.-m., {J.= - ]t.J.' (v= ], ... , n - l ), 

and has therefore by (16) the value 

n - l .-1 n-l 

- L.: (-M.) II (Mx+ a0 II (m x+ ax) . 
• =1 X=l X=.+ 1 

We obtain therefore for nn the expression 

n-l n-l .-1 n 

Qn=an II (M .+ a.)- L.: M< II (M},+ ax) II (mx+ ax). (18) 
.=1 .=1 X=1 X=.+l 

The determinant nn can be also written in the form 

an - m n - mn 

-Mn_1 an-1 - m'n_1 

- M n _ 2 - Aln_ 2 O n-2 

n n= ( L9) 

and we obtain therefore from (18) 

n n n K-l 

nn = a1 II (m .+ a.)-L.:m< II (m ,,+ a,,) II (llll' + all). 
. =2 <=2 ,,=.+1 ,,=1 

3. The Matrix An and Its Inverse 

We consider now the matrix 

r~: 
- M - M 

1 - M 

- m - m - m 

Its determinant is obtained from n" in putting in (20) 

We ,obtain 
n 

-~i\ 

- M 

1 

IAnl = (m + l)n- 1_m L.: (m + l)n-«M+ ] )<-1, 
<=2 
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and this becomes, if }.II rf m , 

l ~nl=(m + 1)n-l-m(M+ 1 ) (}.II + l)~=;:+ l)n-l 

= M 1 m[(m + l )n-l(M-m + m (M + 1»-m (M + l)n], 

I~nl= M 1 m [M(m + l)n-m (1\1 + l)n] 

while for m = }.I[ we obtain from (22) in letting AI-?m: 

I ~nl= [1 - (n- 1)m] (1 + m)n-l (m = M) . 

In particular, if O<m<M, a necessary and sufficient condition for l~nl>O is 

m M 
(m + l )n« M + l) n o 

vVe assume now in particular 

If we introduce the abbreviations 

we can write (22) in the form 

and therefore, if we pu t 

It follows from (25) for n> 2 

M - m n (n) M v-l_ m v- 1 n (n) (1+ M)n- 1-nM }.lIn n n ~ > ~ 1\lv- 2= 2 
1\1- m v=2)1 M-m v=2)1 M }.II' 

so that from (28) we have 

Mn > ~ >M . m m n 
1- M 

It follows in particular that if (24) holds, then 0> 0, O<[~nl< 1. 
In solving (29) with r espect to m and 0, we obtain 

Mnm<o< M n:, 0 

1-1\11 

• This formula can be also obtained from tbe formulas given in the proof of theorem III In [3a. p. 113]. 
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(26) 
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In order to discuss the meaning of the condition (24), consider the curve 

(31) 

we have 
./ I- (n- 1)x 

j (x)= (1 + x)n+l ' 
" (n- I )x- 2 

f (x) = n (1 + x)n+2 . 

" For x> O the curve (31) has one maximum at x= l / (n - I ) and an inflection point atx= 2/ (n-1). 
In figure 1 the curve (31) is drawn (computed for n = 5). The portion of this curve from 

the point 0 to the highest point T will be denoted as the ascending branch and the portion 
between T and X= en as the descending branch. 

f (x) 

PM T 

I I 
I I 
I I 

m m(M) I M 2 
n- I n- I 

f( x) = ( I/X)5 

FIGURE 1. 

If we assume that in (24) m is less than 11,1, we see that either · 

or 

1 
O< m<--l' n -

M >_I_ 
n-I 

1 
m<M~--· -n-I 

(32) 

In order to find for a given M > I / (n- I) the range of values of m satisfying (24) we find 
on the curve the second point PM with the same ordinate as the point x= M; then if the abcissa 
m(M) corresponds to PM, we have O< m< m(1H) . 

Finally we prove from (24) and m< M that it always follows that 

(33) 

Indeed, in proving (33) we can obviously assume that M is greater than 1 and therefore 
on the descending branch in the diagram. But then we have 

1 

and therefore in raising it to the nth power 

M n-l M 
I + M n-l> l + M' 

We see that l /Mn-l mustlie,infigure 1,betweenA1and m("M'J,and it follows that 1/1\l/.n-l>m, 
that is (33). 
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vYe arc now going to determin e the inverse m atrix 

(,u,v= 1, ... , n) (34) 

of ~n, if its determinant (22) resp . (23) is not equal to O. It is sufficient for this purpo c to solve 
the corresponding linear system 

1'-1 n 
xl'- m ~ xv- Iv1 ~ Xv=Z!, (,u = 1, . .. ,n) 

.=1 '=1'+1 

for indeterminate zIt . Put 

Xl+ . .. +xn=s, 

M 
l + M = A, 

Z. 
l + M =a., 

m - M 
M + l = IJ , 

1-
J 

Then the system (35) is equivalent with 

(I + M )xl'=(m-M)(xl+ . . +XI'_l)+.2\ls+z11 (,u=1, ... ,n), 

(,u=1, ... ,n), 
or in putting 

8.=Xl+' .. +x. (v= l , ... ,n), 8 0 = 0: 

(,u = 1, . . . ,n), 

(J.t= 1, ... ,n). 

From (37) fOl'-,u=n we have by (3 6) 

n n n 
8 n=s= ~ y.qn-v= AS ~ qn-v+ ~ a.q n-., 

,..= 1 .,= 1 1'=1 

(35) 

(36) 

(37) 

(38) 

n 1 n 
s= As ~+ ~ avqn-v, (39) 

q- 1 .=1 

where for m = .2\1, q= 1 the coefficient of AS is to be replaced by n. Since for m ~.2\I1 

we have from (39) and (22) 
n 

s= Q ~ avqn -v (m~M) , (40) 
p=1 

Q (m~M), (41) 
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while for m= M we obtain again (40) in defining Q by 

Q 
1-(n - l )m 

(m = M). 

If we now repla,ce in (38) y, by As+ a, and use for s the expression from (40), 

Bu t here the expression within the brackets is q~-t, and we obtain therefore 

~-l n 
x~=~ av q~- '- l(q- l)+ a~+ AQq~- l~ (Xvqn-v (J.L = 1, ... ,n) 

v=l v=l 

and finally in introducing a~ from (36) 

(J.L = l , . .• , n). (42) 

Introduce the two following triangular matrices : 

r: 0 

0 

o 

I:, 1 0 

q 
Un(q) = (uw ) = (43) 

- I 
q2 q 1 0 

{q~ - v-l (J.L > v) 
u~,= (44) 

0 (J.L~v ), 

V. (q) ~ (v".)~ 
g- I q-2 q-3 

Q-'+'l 0 q-l q-2 ~- n+2 

J 
(45) 

lo 0 0 0 0 

v --r ( J.L ~ v) 
~ v - (46) 

q~ -V (J.L < v). 

We see then that in (42) the matrix corresponding to the first righ t-hand sum is 

q- l m- M 
M + l Un = CM + l )2 Un' 
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whereas to the second right-hand SLlm in (42) corresponds the matrix 

where E n is the unit matrix. We obtain 

The coefficient of Un is here equal to (mQ) /( M + 1)2, both in the case (41) and (41°), and we 
have finally 

(4 7) 

We now denote by 81' the SLlm of the elements in the JLth row of the matrix (47) and by tl' 
the cOtTe ponding sum in the JLth column. If we first assume m ~lvJ, for the matrices Un 
and 17n, the JLth row sums are, respectively, equal to 

q~ - 1 - 1. 

q- 1 ' 
1 - q~ -n 

q- 1 
, 

and the vth column urns are 
qn -v- I. 

q-1 ' 
.1 - ql-V 

q-1 . 
We obtain' now from (47) by (36) 

(M+ 1)281'=mQ q~- 1- 1+M+ l + MQqn - l +MQ qn-l_ q~-1 
q-1 q-1 

=:::-i.~ Q [Mqn-m+(m-lv1)q~- 11 +M+ 1 , 

and this is by (41) equal to (M+1 ) Qq~ -1. We have finally 

Q (M+ 1)n-l 
8 = __ q~ -l q~-1 

~ M + l llinl ' 
and this remains true also for m= M, as is immediately seen. 

Similarly, we have 

(M+ 1)Zt,= mQ qn-'- l +M + 1 + A1Qqn-l+ MQ qn-l_ qn -. 
q- 1 q 

= Q [mqn-'-m+ Mq n- Mqn -l+ Mqn-l- NIqn-'l+ M + 1 
(J" 

and we have 
Q (lvf+ l)n-l t =-- qn-. qn-' 

v M + 1 llinl ' 
relation which is also immediately verified for the case m =1\1. 
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4 . Bounds for the Determinants, depending on Qn a nd An 

A de terminan t 

(50) 

will be called an M-determinant if all diagonal elements av are positive, all elements off the 
main diagonal -m~v (J.L,e.v) are not positive and the determinant M, as well as all principal 
(coaxial) minors of M of all degrees, are positive. 

In what follows we will have to use a theorem given by the author in 1937 [1], and which 
will be formulated as the following: 

L E MMA 1. IJ we haveJor the }11-determinant (50) and a determinant H = Ihl'vl (J.L ,v= 1, ... , n) 
oj order n, the inequalities 

(J.L,e.v; J.L,v = l, ... , n), (51) 

then H ,e. 0, and we have 
IHI ~M. (52) 

IJ (H), (M), respectively, denote the matrices oj the determinants Hand M, the inverse matrix 
oj (H) is majorized by the inverse matrix oj (M ) 

Suppose now that in the determinant Qn given by (17) all av are positive and my, M v non
negative. Then it follows from (18) that Q n is a monotonically decreasing function of all mv 
and from (20) that M is also monotonically decreasing in all M v. Suppose now that for a 
certain set of values of £lv, my, M v the determinant Qn,e.O. Then replace the mv and 
Mv corresponding to certain rows (VI, •• • ,vK ) by zeros; the determinant Q n cannot decrease 
and remains therefore posi ti ve; bu t then Q n becomes equal to the prod uc t of a VI a'2 . . . a" 
with the principal minor complementary to the set of indices VI, • • • ,VK • Therefore , all principal 
minors of Q" are positive. We see that Qn is an M-determinant, if the conditions 

(v= l, ... ,n); (53) 

are satisfied and Qn,e. O. But now we can easily deduce the following theorem. 
A. Oonsider the set oj all determinants A = la"v I satisJying the condit'ions 

(J.L,v = l , ... ,n), (54) 

where a" are n given positive constants and ml" M" are 2n- 2 given nonnegative constants. Then 
in order that no determinant A oj this set vanishes, it is necessary and sufficient that Qn>O. If 
this condition is satisfied, we have 

(55) 

PROOF: Since in the case Qn>O, Qn is an M-determinant, the sufficiency of our condition 
follows immediately from the inequality (52) mentioned above. 

If Qn= O, we can take obviously a"l'=al' and a",= -m" or a"v=-M" according as 
v< J.L or v> J.L and obtain a vanishing determinant A satisfying the condition (54). 
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Suppose now Qn< O, then it follows from the form (17) of Qn that Qn becomes positive jf 
all mJJ are replaced by zeros. There exists, therefore, such a positive t< 1 that Q n vanishes if 
all m JJ in (17) are replaced by tm~, but then we obtain a vanishing determinant A of our set 
in taking a~JJ = aJJ and aJJ ,= - tm JJ or aJJ ,= -]YJ~, according as 1'< /1- or 1'> /1-. The theorem A 
is proved. 

In specializing the matrix of Un to l1 n and in assuming that in particular O< m< }.;[, we 
obtain immediately from (22) and the theorem A: 

B. Consider jor two positive constants m, lvI, m ~M, the set oj aU determinants A=la~, 1 oj the 
nth order jor which 

(56) 

then, in order that no determinant A oj this set vanish, it is necessary and sufficient that jor 
- m< M the inequality 

m M 
(1+m)n« 1+ M)n (m < M), 

holds , and ij this inequali ty is satisfied, we have j01' each determinant A oj the set 

Ij m = M , the condition becomes 

and we have, ij (57°) is satisfied, 

1 
m<-n - 1 

(M= m) 

IA I ~ It.nl = [1 - (n - l )mJ (1 + m)n- l 

From theorem B we can deduce the following theorem. 

(m = M ). 

C. Let A= (a~,) (/1- ,1' = 1, ... ,n) be a matrix satisjying the conditions 

where m , .1\11 aTe two constants with O< m< M. Put 

(57) 

(58) 

(58°) 

(59) 

(60) 

Then all jundamental roots oj the matrix A aTe contained in the set oj the n closed circles described 
around the elements a~JJ with the radius 8(m,M) . The value (60) oj 8(m,lvI) cannot be improved 
'if A = t.n.7 

PROOF: Let h be a fundamental root of A so that the matrix 'AE-A is singular. Put 
mill l 'A - aJJ~ I= a; we then have to prove that a~8(m,M) . If a= O, there is nothing to prove . 

/-< 

Suppose a> O, and consider the matrix 

For this matrL",( we have 

, For l\f= m, li (m,M) becomes ('1l-1)m, but in tbis case our result is contained in Gerscbgorin's theorem, cf. [4}. 
From the t heorem C tbe result given by Stein and Rosenberg in [3a] as theorem III follows immediately. 
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Therefore, we have by theorem B 

and therefore, 

m M 

m M 1+- 1+-
a a 

m l / n- ~ M I/ n ' 

( 1 1) M m 
a m1/n- Ml /n ~ M l/n-m1/n' 

1- !.. 1- !.. 
Ai n-m n 

a~ m l/n_ M lIn= o(m, M). 

5. Bounds of the Matrix Ll;l 

For an n dimensional vector ~= (Xl, ... ,xn) the Holder norm corresponding to the 
exponent p ~ 1 is given by 

(p~l) . (61 ) 

We will only use the three cases corresponding to p = 1, 2, co : 

1 ~ l p =lxl l+ . . . +Ixn l, 1 ~ 1",=max Ix, !, 1 ~ 1 2 = .v l xI 12+ .. . +lxn I2• (62) 
" 

We have among these three norms the following inequalities: 

I ~ I", ~ 1 ~ l l ~n l ~ !"" 

! ~ I", ~ ! ~ 1 2 ~v'n ! ~ I"" 

! ~ I l ~.Jn 1 ~ 1 2 ~ .yn I ~ I " 

(63,a) 

(63,b) 

(63,c) 

which are immediately verified. The left-hand inequality (63, c) implies the well-known 
inequality between the arithmetical mean and the arithmetical mean of the squares. If 
A = (aI") is an n X n matrix, we define its norm corresponding to, the exponent p (1 ~ P ~ co) by 

(64) 

and denote it by IA!p. We will use here too only the cases p= l, 2, 00 . 

In applying to the definition (64) the formulas (63, b), and (63 , c) we obtain immediately 

.In IAII ~ IA I2 ~ v'n IA II, 

In IA I", ~ IA I2~v'n IA I", · 

(65, a) 

(65, b) 

For p = l , <Xl the expressions of IAII, IA!", are easy to write down; we have, as is well known and 
very easy to prove, 

IA h= max ~ law l (66, a) 
" " 

IA I",= max ~ lal',l· (66, b) 
" p 
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As to IA I2, its cxpression is irrational ; lA b is the square root of the mftximum fundamental 
root of the symmetric and nonnegative matrix AA*. Since the dil'ect computation of IA I2 is 
difficult in most cases, we prove the following estimate for IA I2 : 

LEMMA II . lVe have for any matrix A 

(67) 

The first part of (67) follows from (65,a) and (65,b). To prove the second part, we introduce 
the notations 

sl'=~ l al', l , t, =~ l al', 1 (J.L,1' = 1, . .. ,n). 
• I' 

The sum of the moduli of all elements in the Jlth row of AA * can be estimated as follows 

I~ al',a., I;2; ~ ~ l al',a,, 1 = ~ l al', l tK;2; s" IA ll;2; IA I",I A h· 
V," K II K 

Equation (67) follows now from the theorem of Frobenius that the modulus of each funda
mental root of a square matrix does not exceed the greatest sum of the moduli of the elements 
of this matrix in different rows. 

If we now apply these results to the matrix L'.;' discllssed in the section 3, we obtain from 
(48), (49), (66,a) and (66,b) 

(68) 

and from (67) and (65,a) 

(6 9) 

In combining these inequalities with the results given in section 4, we obtain the following 
theorem. 

D . Let A =(al" ) be a square matrix of order n satisfying conditions (56), and let (57) be 
satisfied. Then we hnve 

(p = 1, 2, CD); 

and therefore for any vector ~ 

IAtl > I ~n l I I 
S P=(M+ l) n I ~ P 

(p = 1,2, CD). 

PROOF: It follows from (52°) of lemma I at once in virtue of (66,a) and (66,b) that 

IA -II < I ~ -' I =_QP= " p M + 1 (p = 1, CD); 

(70) 

further, the matrix A - I(A-I)* is majorized by ~: ' (~:') * . By a well-known theoremof 
Probenius, therefore, the maximum modulus of a fundamental root of A - l(A-!) * is majorized 
by that of ~:' (~:')*, and so we also have 

lA - II <IA-11 <Q 
2 = U n 12 = M +~1 . 

By definition (64), therefore, in puttins A~= 1J. H'Layc 

and this is equivalent to (70). 
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6 . Bounds of the Matrix t..;: l_ t..~O)- l 

We denote by t..~O) the matrix obtained from (21) in replacing m by zero: 

1 - M - M - M 

o 1 - M - M 

t.. (O) = (71) 

o o o 1 

We will prove the following theorem: 
E. If O< m< M and (57) is satisfied, then the matrix to;l- to ~) -1 is a nonnegative matrix 

and we have 

(1 + m)n -v-lto I 
I to;l- to ~)-llp= max (1 + M) v- l n 

l;>v;>n ltonl 
(p = l,oo ). (72) 

PROOF : Since to~O) satisfies the inequalities (51) , it follows from (52°) that to;; 1 _ to~O) -I is 
nonnegative. Denote by 8~O) and t~O) the sums of the elements in the ,uth row and in the vth 
column of to~O) -x, and by 81' and t.. the corresponding expressions for the matrix to;; l- to~O) -I. 
We have 

(,u,v= l, ... ,n). 

It follows then from the formulas (48) and (4-9) that 81' runs for ,u= n, n-l, 
ame set of values as t, for v= 1, . , " n, 

Formula (49) can be written in the form 

Since to ,. becomes 1 for m= O, we have (72) and E is proved, 

(73) 

, , " 1 through the 

(74) 

Discussion of I to;l_ to~O)-llp, We prove first that t,-t, (O) increases with v as long as the 
condition 

is satisfied, Indeed, put 

In solving the three inequalities 

> k ,=l 
< 

with respect to ltonl, we obtain correspondingly 

(75) 

(76) 

(77) 

(78) 

The inequalities k. ~ 1 (v= 1, .. . , n) are obviously satisfied in virtue of (75) as long as 
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v ~ n-1. We have, therefore, in this case, in using (72) 

Max (tv-t~O»=(I + 1\Il) n-l 1~l tnl (1 + M)n-l 1 0 0' 
v I n 

1 ~ -l_ Ll (O)- l l =(1 + M),,-1 l -ILlnl (1+ M),,-1 _ 0_ 
" " v ILl nl 1-0 

Condition (7.5) can be written by using the notation (27), as 0 ~ m/M, and in virtue of (29) this is 
certainly satisfied if we have MMn~ 1, 

(80) 

Condition (80) becomes for n=3: M~0.5321. For n~4, (80) is in any case satisfied, 'if we have 

M~~ - n (n~ 4). (81) 

Indeed, if the relation (80) is satisfied for a positive 1\11, it is satisfied for any greater value 
because the coefficients of all positive powers of 1\11 in the left-hand expression are greater than 
or equal to O. To prove the sufficiency of (81), it is sufficient to prove that (l + 1.5/n)n~3.5 
(n ~ 4) . But here the left-hand expression is monotonically increasing wi th n, and this 
inequa,lity follows, therefore, from (5.5/4)4=3 .75 .. > 3.5 . 

Suppose now that we have 

Then we have, since O< m< l /(n - l ), 

(H m;;-'- I < (I +nj}"-' - I ,; (n- I ) ( ( H n~ I)" -, -I)'; (e- I )(n-I), 

n-1 

(1 + m)n-v=I + 1.720nm, 0< 0< 1 

(I + m)n-v-ILlnl= 1.72 Onm + l -ILlnl, 

and therefore by (82) (l +m)n-v-I Llnl~1.720nm+m/M. 
For n~4 we have in the case (82), since the inequality (81) is not satisfied, 

and, therefore, finally 
(v = I , . . . , n) 

(82) 

(83) 

On the other hand, since M < 1.5/n, (I+M)v-l~ (1 + 1.5/n) n<el.6=4.48I689, and, therefore, 
from (72) and (73) 

tv- t~O) ~Io.72n l~ 1 (v= I , .. . ,n; I Llnl~ I-~; n > 3} 

1 6;1_Ll~O)-1I p~Io.72n l~ 1 (P = I ,oo; I Llnl~ I-~; n> 3} (84) 

To obtain a lower bound, we take in (74) v=1. We obtain, since for n>3, O<ILl nl ~ 1, 

(I+m)n-l- ILl n l>(n- l)m>o 75 ~ 
ILlnl ILlnl' n ILln l' 
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and, therefore, 

!.1 - I _ A(O)- I ! >0 75n~ n '-'n P =. !L\n! (p=1. <Xl ;n~4). (85) 

To obtain the exact value of ! .1:I_ .1 ~) -l ip if (75) is not satisfied, we return to the inequali
ties (78) which are equivalent to (77). 

Denote by no the smallest integer between 1 and n, such that we have 

(1 ~no~n). (86) 

The parts of this inequality implying 0"0 or 0" n must be disregarded, that is to say, this inequality 
reduces to !L\n!>O"l for no=l and to O"n_l~! L\ n! for no=n. Then we see at once that 
max (tv-t~O» ) = tno _tbOl, and therefore 

(p = l,oo). (87) 

For m=~l we have no = 1, and therefore by (23) 

!.1- I _L\ (O)- I ! = (n - 1)m 
n n P 1-(n- 1)m ( m = M< _ 1 ). 

n-1 

7. Bounds of A -l_A (0) -1 

In order to obtain the theorem corresponding to E for a determinant A satisfying condi
tions (56), (57) of theorem B, we prove first the following important lemma, which generalizes 
considerably the relation (52°) of lemma I. 

LEMMA III. Consider n positive numbers ai, ... , a n and 2n2 -2n nonnegative numbers 
m"V, ~"V (J.L~V; J.L ,v= 1, ... , n), such that the matrices 

(88) 

(89) 

are ~1-matrice8. 

Consider n constants A" (J.L=1, • . . , n), such that 

(J.L = 1, ... , n) (90) 
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and 2n,z-2n constants a!" , bl" (J..L 7"'II; J..L ,1I = 1, . • . , n) such that 

(91) 

and form th e two matrices 

Al bl 2 

b'"l b21 A2 b~ n 

A = (9~) 

f
A! 

~21 

ACO) =l : 

a lii 

(93) 

Then we have 

(94) 

PROOF : W·e write M = P - T, M CO)=P-TCO), where the matrices T, T CO) have zeros 
in the main d iagonal and off the main diagonal , respectively, the nonnegative elements m", -h~., 

m~. and where P is the d iagonal matrix 

o 

an . 

We can develop the inverse of P - T = P(E- P- IT) (E is the unit matrix) in the follo \\-ing way': 

(P _ T) - I = ~ (P- IT)K P - l. (96) 
<=0 

The convergence of this development and the validity of (96) follow easily from the fact 
that the determinant of the matrix P - tT does not vanish for It I ~ 1, which follows immediately 
from lemma 1. The corresponding development holds also for (P- T CO» - I, and we obtain 
therefore 

1o.1-I_M CO)-I= ~[(P-IT)"- (P-I TCO)YJP- 1• (97) 
1(=1 

337 



The elements of P- lT are here (mpv+ Ep.) /ap or zeros, and those of P- ITo aTe mp./ap or zeros; 
therefore all elements of the matrices 

(p-I T )" - (p-I T (O»)" (K = 1,2, . .. ) (98) 

are polynomials in mp./ap and Epv/ap with nonnegative coefficients. D enote by Q the diagonal 
matrix 

o l 
I 

o J 
ncl write A = Q- 8, A (0)= Q-8(O), where the elements of 8 are bpp or zeros, and those of 

8 (0) , ap , 01' zeros. Since, therefore, we have 

Q-18(O) « P- l T (O), 

\ve have 

A - l= i= (Q- 18)"Q- I, A (0)- 1= ~ (Q-18 (O»)"Q- I, 
<=0 <=0 

A-I-A (0)- 1= ~[(Q- 18)"- (Q-18 (0»)"]Q- I. (99) 
<=0 

But now the elements of (Q- IS) '- (Q- IS(O»)' are obtained from those of (98) in substituting 
there aw/Ap instead of mpJ ap. and (bpp- apv) /Ap. instead of E~./ap. Further, we have by (90) 
and (91) 

and therefore, since the coefficients in (98) are as already mentioned not negative, 

and 

~ [(Q- IS)" - (Q-18(O» )']«~ [(P- lT)" - (p- l T (O»)"]. (1 00) 
,=1 <=1 

But from (100) by virtue of (90) it follows that the development (99) is majol'ized by (97) 
and our lemma is proved. 

Under the conditions of theorem B in sec tion 4, if the inequalities (56) and (57) are satisfied. 
we can apply lemma III in replacing the matrix M by An, A-1(O) by A~O) . We obtain 

F . Under the conditions oj theorem B , if the inequalities (56) and (57) are satisfied, we have 

IA - I_A(O) -l ip;;;;; I A; l_A~O)- l l p= max (1 + 1\1).-1 (1 + m)n -v-IAnl 
1;;:;.;;:;n IA nl 

(p = 1, (0), (101) 

where the values and the estimates jor ~he right-hand expression in (101) are obtained jrom the 
jormulas (79) to (87°) . 

Lemma III can be applied to many problems similar to that solved by theorem F . For 
instance, in the theory of the solutions of linear equations, the following problem has to be 
dealt with, although its complete discussion is usually avoided: 
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Consider a "triangular" system of linear equation 

n 
~a~,x,=y~ 
I'=p. 

(M= l , ... ,n), (102) 

where the coeffi cients a~v are only approximate values to the" true" values bpv. Suppose that 
we have generally 

how far is the solution of the system 

influ enced if the b~v are replaced by a~ v? 

n 
~bpvxv= y~ 
JJ=jJ. 

(103) 

(104) 

If we denote the matrix of (102) by A (0) and that of (1 04) by A, the qu estion can be 
answered by giving e timates of IA - 1 - A (0)-111> (p = 1, CX) ). Suppose that we have generally 

a~~= I , l a~v I 2 1\1~ 

and consider the matrL,( 

f!.. (~fl' . .. )111 _ 1)= 

r: 

lo 

-MI 

0 

(1 05) 

- MI 

-- M2 

(106) 

where all element~ to the left of the main diagonal are zeros, and all elements to tile right of 
the main diagonal in the .u th row are equal to - lvIp., 

We obtain :from lemma III at once the majorization 

A- I -A(O)- I~f!..(1\III + E, ... , lvIn_ I+ E)-I_ f!.. (1I1[ 1, ' .. , 1I1n _ I)-I . 

To obtain the inverse of the matrix f!.. (1\II I' ... , ~fn-l)' consider the system of linear equations 

To solve it explicitly, we put 

Then (107) becomes 

(.u= 1, ' . " n), 

(M= l , ' , ., n), 

(.u = l , ... , n-l) 

(M= l , ... , n), 

(.u= 1, . , ., n), 

where 8"+1=0. Dividing (111) by p~, we obtain 
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and therefore 

introducing this in (110) we have 

(J.l = 1, . .. ,n; Pn+I= O). (112) 

We obtain th erefore for the inverse of our A(M I' .. . , M n_ I ), jf E denotes the unit matrix, 

(113) 

where D is the diagonal matrix 

DJM'P' lV 2P 3 l 
0 

(114) 

I 0 

l M n-IPn 

o , 
and T the triangular matrix 

ro 
1 1 

~·l P 2 P 3 

1 
0 

1 
P 3 P n 

0 
1 

T = P n (115) 

l 0 J 
The expressions 

(116) 

obtained from (113), (114), (115) are rather unwieldy; however , w e shall obtain for its norm 
corresponding to p = l (cf. 66,a) a very simple and elegant expression. 

Indeed, if we take the sum of th e elements in the vth column of A (M I' ... , },;[n- I) - I and 
denote it by t~, we have 

I 1 v-I v-I v-I 
tv= 1 + Pv ~l\;[JlPJl+I= 1+ ~ MJlK=~+I( 1 + M.). 

If we now write out (+1, we obtain 

t;+I= 1+[~ MI'K~~:l( 1 + MK) ] (1 + M v) + 1\;[,; 
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and in comparing this with the expression for t: we see that we have t:+1 == (l + 1\1.) t ~ and 
th erefore 

. - 1 

t:= IT (l + M k). (117) 
K= 1 

We obtain now for the sum of the elements in the vth column of (116) 

.-1 .-1 
t.= IT ( l +M.+ ~)- IT (l + M.) (v= 1, ... ,n). 

<= 1 <=1 

In multiplying this by l +M.+ ~ , we obtain 

~ v ~ - l 

IT (1 +M.+ ~)- IT (1 +M.)- ~ IT (l + M.), 
<=1 <= 1 .=1 

and comparing this with t.+I , 

.-1 

t.+1=(1 +Mv+ ~) t.+ ~ IT (1 + M.). (11 8) 
/( = 1 

Th erefore, t. is mono tonically increasing with v, and we see tha t the norm of (1 16) cor
responding to p = 1 has th e value 

n- I n-I 
IT ( l +M.+ ~)- IT (l + M .) (119) 
v= l ~ = l 

and ob ta in therefore 
n-I n-1 

IA - 1-A (O)- I I I ~ IT (1 +M.+ ~)- IT (1 + M.) (1 20) 
v= l v= l 

as the solution of our problem . In appl ications i t may be be t tel'" to usc the recurrence formula 
(118). If all MIL have the same value M , the expression (113) coincides wi th that ob tained in 
section 5 for .6.,;- 1 for m = O. Bu t in this case we see from (48) and (49) that the row sums run 
through the same values as the sums in the cohrmns. We obtain, therefore, in this case the 
expression 

as the norm of (116), both for p= 1 and p= OJ. 

8. Linear Systems With a Nearly Triangular Matrix 

The results of the preceding sections give the means to discuss the following problem 
concern in g the system (1 ) in the introduc tion under the conditions (2) and th e "triangular" 
system 

n 
L:a.P..X'=YIL 
1I= J.' 

(J.l = 1, . . . ,n), (12 1) 

with the matrix A (0) . In discussing this problem we can obviously assume tha t 
ap.IL = 1 (J.l = 1, ... ,n) . Then the difference between the solution of (1) and th a t of (1 21 ) is 
given by the vector (A- l _ A (0)-1) 1), 1) = (YI, ... ,Yn), and the norm of this vector corresponding 
to one of the indices p= l , OJ does no t exceed IA - l _ A (O)- l lvl1) lv (p= l , co ) , and can indeed for 
sui table ehoice of the vec tor 1) attain this limit. Therefore, the norms IA -l_.!:I(O)- l lv measure 
the error committed in replacing the system (1) by (121) . 

For an e> O,M > O being given , how small mu st m> O be taken in order that we have 

IA - I- A (O)- l l v ~~ 
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If we introduce the quan tities I ~ nl and 0 corresponding by (22), (23), and (27) to m and 
M , we obtain from (79) and (94) the condition 

(1 + M)n-\ 0 O~E 

(123) 

as long as the condition (75) is satisfied and therefore certainly as long as M~1.5/n (n~4) . 
On the other hand, we have by (30) 

(124) 

(125) 

We see that it will be sufficient to take 

m::;mo= E 

- M n(l + M)"- l+( M n+ ~~} 
(126) 

to solve our problem, for instance, if we have M~1.5/n (n~4) or M~0. 5321 (n = 3). For 
small values of E obviously, only the first term in the denominator is essential, and we have 

1 
mo= K(n,M )E, K(n,M) = M n(1 + M)n- l' (127) 

Tables 1 and 2 give the values of K (n).£) for a set of integer },;[ from 1 to 10 and some values 
of M > 1.5/n . We have obviously 

(128) 

TARLE 1. K (n,M) 

M 
I 

n = 3 
I 

n = 4 
I 

n= 5 
I 

n= 6 
I 

n = 7 
I 

n = 8 
I 

n = 9 n = 10 

1 . 0625 .0114 · (2 )240 · ( 3 )548 · (3 ) 130 · ( 4 )316 · ( 5 )778 · ( 5) 193 
2 . 0111 · ( 2 ) 103 · (3 ) 106 .( 4)115 · (5 ) 126 · ( 6 ) 140 · ( 7 ) 155 · (8)172 
3 · ( 2 ) 347 · (3 ) 193 · (4 ) 116 · ( 6)719 · (7 )448 · (8) 280 · ( 9)175 · (10 ) 109 
4 .( 2) 143 · ( 4 ) 526 · (5 )206 · ( 7)821 · (8 ) 328 · (9 ) 131 · ( 11)524 · (12) 210 
5 · ( 3 ) 694 · ( 4 ) 182 · (6 )498 · ( 7) 138 · (9 )383 · ( 10 ) lOP. · (12 ) 295 · ( 14) 821 

6 · ( 3 )378 · ( 5 ) 736 · (6 ) 149 · ( 8 ) 204 · (10 ) 619 11 ) 126 · (13 ) 258 · ( 15 ) 526 
7 · ( 3) 223 · ( 5) 336 · (7 ) 522 · ( 9)815 · ( 10 ) 127 12)199 · (14)211 · ( 16 ) 486 
t< · ( 3 ) 140 · ( 5) 168 · (7)2{)7 I . ( 9) 255 · ( 11)315 13 )389 . ( 15 ) Ll.SO · (17 ) 592 
rJ · ( ~ ) 926 · ( 6 ) 903 · (8 )900 . ( 10 )900 · (1 2 )900 14 ) 900 · ( 16 )900 · (18)900 

10 · ( 4 ) 636 · (6 ) 515 · (8 )424 . (10 )351 · (12 ) 290 14) 239 . (16 ) 198 . (18 ) 164 
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T A BLE 2. J( (n , i\ll) 

I M 
I 

n = 3 
I 

n = 4 
I 

n = 5 
I 

n = 6 n = 7 n = 8 n = 9 n = 10 
--- ,-----. 1 --- - -- ------ ------ ------ -.----- ------ ------ - -------

. 2 ------ ------ ------ ------ ------ .0328 .0197 . 0121 

.3 - ----- ------ . 0866 . 0399 . 0196 . 0lOl · (2)533 · ( 2) 289 

. 4 - ----- .117 . 0438 .0180 · ( 2)788 · ( 2 )359 · (2 ) 169 · (3 )809 

.5 . 254- . 0718 . 024.1 · (2)891 · (2)349 · ( 2) 142 · (3 )592 · (3 ) 252 

. 6 · 181 . 0464 .0141 · ( 2)470 · ( 2) 165 · (3 )602 · (3 ) 224 · (4 ) 848 

. 7 . 134 .0313 . 00864 · (2) 260 · (3 )825 · (3 ) 270 · (4 )902 · (4)305 

. 8 · lO2 . 0218 .00548 · (2) 150 · (3 ) 431 · (3 ) 127 · (4)382 · (4 ) 116 

. 9 . 0789 . 0156 . 00359 · (3 )894 · (3 )233 · (4 )623 · (4 ) 169 · ( 5 )462 
1.0 · u625 . 0114 . 00240 · (3 )548 · (3 ) 130 · (4 )316 · ( 5)778 · ( 5 ) 193 

n = 15 n = 20 
I 

n = 25 
I 

n = 30 n = 35 
I 

n = 40 n = 45 n = 50 

. 1 . 0157 · (2 )439 · (2) 138 · (3 )469 · (3 ) 166 · (4 )604 • . ( 4) 224- · ( 5 )841 

. 2 · (2 ) 137 · (3 ) 188 · (4 ) 281 · (5 )439 · ( 6) 697 · (6 ) 112 · (7 ) 180 · ( 8 )290 

. 3 · (3 ) 167 · (4 ) 112 · (6 )793 · (7 )570 · ( 8 )413 · (9 ) 299 · ( 10 )217 · ( 11 ) 157 

.4 · (4 ) 242 · ( 6 )809 · (7 ) 277 · (9 )957 · (10 )331 · ( 11 ) 114 · (13 )395 . ( 14) 137 

.5 · (5 )399 · ( '1 )681 · (8) 118 · ( 10 )204 · ( 12 )354 · ( 14) 613 · ( 15 ) lO6 · (17 ) 184 

. 6 · (6 )729 · (8 )658 · ( 10 ) 597 · ( 12)543 · ( 14 )494 · ( 16) 449 · ( 18)409 · ( 20 )372 

. 7 · (6 ) 146 · (9 )721 · ( 11 )357 · ( 13 ) 177 · (16 )879 · (18 ) 436 · ( 20 )216 · ( 22 ) lO7 

.8 · (7 )317 · ( 10 ) 886 · ( 12 ) 248 · ( 15 )695 · ( 17 ) 195 · (20 )545 · ( 22 ) 153 · ( 25 ) 428 

. 9 · (8 )743 · ( 10 ) 121 · ( 13 ) 197 · ( 16 )322 · ( 19 )525 · (22 )856 · ( 24 ) 140 · (27 ) 228 
1.0 · (8 ) 186 · ( 11 ) 182 · ( 14) 178 · ( 17) 173 I ' (20 ) 169 · (23 ) 165 · ( 26 ) 162 · ( 29 ) 158 

The bound in (126) is obviously the "best" under the condition (75), save that the factor 
1/1Vl of e in the denominator could be replaced by an (unknown) fraction of it. 

If }';1< 1.5/n, the use of the general formula (87) is very cumbersome. We can, however, 
obtain a good working limit for m in the following way. If the inequalities (2) are valid for 
an lvl< 1.5/n = M Cn) , then they are also satisfied if M is replaced by M cn) , but then the limit 
for m obtained for }.!{Cn) is also sufficient for our lYJ. We obtain therefore in this ca e the 
sufficient condition for (122) in the form 

(129) 
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Table 3 gives the values of K(n,M (n) for n = 1,2, ... , 50. 

TARLE 3. M = M (n)= 1.5/n 

n ( I + M )n-nM - l 
I 

K (n, M ) n (1 + M)n - nM - l K(n,NJ) 

3 .871 .255 27 1. 805 .00755 
4 1. 074 . 134 28 1.811 . 00i23 
5 1. 213 . 0866 29 1. 817 .00694 
6 1. 315 .0623 30 1.822 .00667 
7 1. 393 .0480 31 1. 827 . 00642 
8 1. 454 . 0387 32 1. 831 · 00619 
9 1. 504 .0323 33 1. 836 .00597 

10 1. 546 .0276 34 1. 840 .00577 
11 1. 580 .0240 35 1. 844 .00558 
12 1.610 .0213 36 1. 848 . 00540 
13 1. 635 . 0190 37 1. 851 .00524 
14 1. 658 . 01i2 38 1. 854 .00508 
15 1.677 . 0157 39 1. 857 .00493 
16 1. 695 .0144 40 1.860 .00480 
17 1. 710 .0133 41 1. 863 .00466 
18 1. i24 . 0124 42 1. 866 .00454 
19 1. 736 . 0116 43 1. 869 .00442 
20 1. 748 . 0109 44 1.871 .00431 
21 1. 758 .0102 45 1.873 .00420 
22 1. 768 .00965 46 1. 876 .00410 
23 1. 776 .00914 47 1. 878 . 00401 
24- 1. 784 .00869 48 1. 880 · 00391 
25 1. 792 .00827 49 1. 882 . 00383 
26 1. 799 . 00789 50 1. 884 · 00374 

The expression for m~ can be written in introducing the value of M C;:) as 

3 e 

2n . ( 1 + 1 ~ 5) n 1(( 1 + 1 ~ 5) n _ 2.5) + ( ( 1 + 1 ~ 5) n _ 1.5 )e' 

We observe now that for any positive a and positive x the expression (1 + xln) n-a mono
tonically increases and tends to eX if the positive n increases monotonically to (x). Indeed, if 
we put u = l in, take the logarithm of this expression, differentiate it with respect to u, and 
multiply by u2 , we obtain 

x (u-au2)_1 (1 + ) 
l +ux og ux 

but this expression vanishes for u = o and decreases for positive u, since its derivative is 

-xu 
(l + UX)2 (2a+ x + axu). 

We see, therefore, that 

( 1 ~)n-l 
1 + ~i) t e1. 5 , (1+ 1~5y t e1. 5 

and our bound for m can therefore be replaced by 

we can replace therefore the condi tion m ;;£ m~ by the simpler condition 

e 1 
m<mo=---' 

= n 6+ 2e 
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On the other hand, we obtain at once the solution of our problem in the casem = M < 1/(n-1) 
from (87°) . 

( m = M < _ l ) . 
n-1 (131) 

This is a "best" condition, whereas the condition (130) can still be improved . We see 
however, in comparing (130) with (131), that the bound in (130) cannot be improved by a 
factor greater than 6. 

From the condition (130) we can finally derive the inequality (7) of the introduction. 
Indeed, if positive mo< 1/2n is given, we can solve (130) with respect to E, 

E 
6nmo 

1- 2nmo' 

and obtain therefore, in applying (130) for m= mo, the inequality 

I A-l_A(O)- l l p~ . 6nmo , 
1- 2nmo 

which holds for all positive mo< 1/2n and gives the inequality (7) if we replace here mo by m. 
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