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On the Accuracy of the Numerical Solution of 
the Dirichlet Problem by Finite Differences 1 

1. 1. Wa18h 2 and Da vid Young 3 

This paper derives numerical bounds for t he error, in c!'r tain closed regions, of th e differ­
enC'e analog of the Dirichlet problem. It is concerned only wi th the difference between the 
exact solut ion of the difference equation and t he solut ion of the Dirichl!'t problem. The 
error bounds obtained involve quan tities which can a ctually be computed, such as t he mesh 
size, and t he oscillation and modulus of continuity of t he given function on t he boundary. 
So far as t he method is concerned, t h e chief novelty is t h e use of the difference analogs of 
harmon ic measure and t he Schwarz Alternating Process. 

1. Introduction 

Although fiuite difference methods afford a powerful tool for obtaining numerical solutions 
of partial differential equations, little is known about the accuracy. It is the purpose of this 
paper to derive numerical bounds for th e error, in certain closed regions, of the difference 
analog of the Dirichlet problem. We shall be concerned only with the difference between the 
exact solution of the difference equation and the solution of the Dirichlet problem. The error 
bounds that we obtain involve quantities that can actually be computed such as the mesh 
size, and the oscillation and modulus of continui ty of the given function on the boundary. So 
far as method is concerned, the chief novelty is the use of the difference analogs of harmonic 
measure and the Schwarz Alternating Process. 

Gerschgorin [4] 4 derived error bounds for boundary value problems as ociated with elliptic 
partial differential equations. These, and similar bounds derived by Collatz [2] and Mikeladze 
[10] involve bounds, in the closed region, of certain partial derivatives of the solution of the 
differential equation. However, the solution of the differential equation itself is not known, 
to say nothing of its derivatives, (although approximate values for the derivatives may some­
times be found by examining the corresponding difference quotients). Also, it may happen 
that although th e derivatives in ques tion are not bounded in the closed region , the solution of 
the difference equation may still converge to the solution of the differential equa tion . 

Rosenbloom [13] presented an error bound for the Dirichlet problem which is closely 
related to Gerschgorin's but which utilizes special properties of harmonic functions. By use 
of well-known inequalities giving bounds for the partial derivatives of a harmonic funct ion at 
an interior point in terms of the oscillation on the boundary and the distance from the bound­
ary, he obtains upper bounds for the derivatives in closed subregions. Then, by solving the 
difference equation on subregions and, as the mesh size approaches zero, letting these sub­
regions approach the given region, Rosenbloom obtains an error bound involving w*(B), the 
modulus of continuity in the closed region of the solution of the Dirichlet problem. However, 
Rosenbloom does not discuss the question of finding w* (B) in terms of w(B), th e known modulus 
of continuity of the given function on the boundary. Furthermore, in practical numerical 
work one would not wish to change the boundary of the network as the mesh size is decreased. 

In section 3 we use the explicit solution of the difference analog of the Dirichlet problem 
for the rectangle, obtained by Le Roux [9] and by Phillips and Wiener [12], to derive an error 
bound involving bounds for the derivatives of the given function on the boundary. Wasow 
[15] has obtained error bounds for the rectangle which are applicable when the boundary values 

lpresented to the American Mathematical Society, September 1951; abstract publisbed in Bu!. Am. Math . Soc. 67, 478 (1951). The paper 
was prepared in part while Professor Walsh was engaged as consultan t on a National Bureau of Standards contract with the University of Cali­
fornia at Los Angeles. T he research was also supported by the Office of Naval Research nnder Contracts N50ri-Q7634 and N50ri-76, Project 22. 
with Harvard University. and later by tbe omce of Ordnance Research, U. S. Army. nnder Contract DA-36 034-0RD 966. 

, Harvard University; consultant, National Bureau of Standards contract with the University of California at Los Angeles . 
• UniverSity of Maryland. 
, Figures in brackets ind icate the literature references at the end of tbis paper. 

343 



have bounded third derivatives. Our results are somewhat more general in that we allow the 
second and third derivatives to fail to exist at a fini te number of points. Also, we obtain error 
bounds for the case where only the second derivative is bounded, and we allow the first and 
second derivatives to fail to exist at a finite number of points. In sections 4 and 5 harmonic 
measure and its finite difference analog, discrete harmonic measure, are used to obtain bounds 
for the moduli of continuity of harmonic and discrete harmonic functions, respectively, in 
certain regions in terms of w(o). Phillips and Wiener [12] showed the existence of such bounds, 
whereas we obtain suitable bounds in a precise numerical form. Then , in section 6 these upper 
bounds are used to yield a uniform error estimate for the closed rectangle in terms of the oscillia­
t ion on the boundary and o(w). In section 7 the extension to regions made up of two or more 
overlapping rectangles is discussed. 

2 . Discrete Harmonic Functions 

Let hand k be arbitrary positive numbers, and let L[h,k] denote the set of points (x, V) 
such that both x/h and y /k are integers. Let D be a simply connected closed region with interior 
R such that the boundary S of D consists of straight lines, each of which is parallel to a co­
ordinate axis and contains a point of L[h,k]. Let DL denote the subset of points of L[h,k] 
contained in D. Two points (XI,VI) and (xz,Vz) of L[h,k] are adjacent if 

[(xl-xz) /hP+ [(Yl-:-YZ) /kJ2 = 1. (2.1) 

A point of DL is an interior point of DL if the four adjacent points belong to DL. All other points 
of DL are boundary points. We let RL and SL deno te, respectively, the set of interior and 
boundary points of DL. Evidently, we have RLCR and SLCS, 

A function U(x, y) defin ed on DL is said to be discrete harmonic,5 (d . h.) in RL if i t satisfies 
the difference equation 

OZ[U(x,y)] = [2 (}"z/( l + (}"2) ][ U(x + h,y) + U(x- h,y) - 2 U(x,y )] 

+ [2/(1+ (}"2)][U(x ,y+ k) + U(x,y- k) - 2U(x,y)]= 0, (2 .2) 
where 

(}" = k/h. (2.3) 

The finite difference analog of the Dirichlet problem is the following problem: given a 
function j(x, y) defined on S, to find a function U(x, y) defined on DL , d.h . in RL and coinciding 
with j(x,y) on SL. The existence and uniqueness of a solution of this problem for bounded 
regions is easy to prove; see for instance Gerschgorin [4]. The convergence to the solution 
of the Dirichlet problem has been proved using nonconstructive methods by Le Roux [9], 
Phillips and Wiener [12], and others. 

3 . Error Estimate for the Rectangle Under Differentiability Assumptions 

Let D be bounded by the lines x= O, x=a, y=O, and y= b, where a= Ah, b= Bk and A and 
B are positive integers. Let j(x,y) be defined and continuous on S and let u(x,y) and U(x, y) 
denote respectively the solution of the Dirichlet problem and its finite difference analog with 
boundary values determined by j(x,y). In this section we shall derive an upper bound for the 
error U(x, y) -u(x,y) in the region DL , under certain assumptions about tli!e derivatives ofj(x, y ). 
If jt(x, y) is defined and continuous on S, we denote generically by Ut(x,y) and Ut(x,y) the solu­
tions respectively of the Dirichlet problem and its finite difference analog with boundary values 
jl(X,y). 

First, one can verify directly that the function Ul(X,y) defined by 

Ul (x ,y) - 1(0,0) + [j(a,O) - j(O,O)] (x/a) + [f(O,b ) - j (O,O)] (y/b) 

+ [j(a,b) +j (O,O) -j(a,O) -j(O,b )] (x/a) (y/b) , (3.1) 

• Heilbronn [5] introduced the term discrete hnrmonic function, aud studied the properties of these functions. 
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which is linear on every line parallel to either coordinate axis, is both harmonic in Rand d.h. in 
RL . Thus if jt (x,y) is defined on S and equal to Ut (x,y) on S, then Ut (x, y) = Ut (x ,y) in ilL' 

N ext, if j2(X,y) j(x,y) -jl (x ,y) on S, then we have by linearity of Laplace's equation and 
(3. 1) 

U(X,y) - u(x,y) = [U2(x,y) + Ut(x,y)]- [U2(X,y) + Ul (x, y)] 

= U 2(X,y)-U2(X,y). 

Evidently both U2(x,y) and U2(X,y) vanish at all the corners of Il. 

(3.2) 

We study arbitrary boundary values j(x,y) by studying in turn four functions each of 
which has the boundary valu esj2(x,y) on one side of Il and values identically zero on the other 
three sides. By the symmetry of the situation, it is sufficient to study in detail only one of the 
latter functions. Let us set j3(X,y) =j2(X,O) when y= O and j3(X,y) = 0 elsewhere on S. Since 
j2(X,y) is continuous and vanishes at the corners of Il, j3 (X, y) is continuous on S . 

It can be verified directly 6 that if the Fourier series of j 3(X,0) _converges to j3(X,0), then we 
have 

"' . sinh [(n7rb /a)(1- y/b)] 
U3(X,y) = 2.: An sm (n7rx/a) . h ( b/) , 

n~l sm n7r a 
(3.3) 

where 

f " A n= (2/a) Jo j 3(t,0 ) sin (n7rt/a)dt, (3.4) 

and that 7 

U ( ) -~ A* . ( /) sinh [(m7rb/a)( l - y/b)] 
3 X, y - L...J n sIn n7rX a . h ( b/) , 

n~l S ill m7r a 
(3.5) 

where 
A-I 

A :=(2h/a) 2.: sin (n7rjh/a)/ 3(jh ,O), (3.6) 
j~l 

and where m and n satisfy the r elation 

(3.7) 

Now let g(x) =j 3(X,O ). We now prove the following theorem: 
THEOREM 3.1 Let g(x) satisjy the jollowing conditions: ea) g(x) and its first (s- 2) deriva­

tives are continuous, O~ x~ a; (b) g(8-1) (x) jails to exist or jai ls to be continuous jor, at most, a 
finite number oj points in the interval ° ~ x~ a, and g(8-1) (x) is uniformly continuous in each open 
interval in which it exists and is continuous; (c) g(S) (x) e:r.ists, except possibly jor afinite number oj 
points, and is bounded, O ~x~ a. 

Then uniformly jor all (X,y) tilL, we have 

I U3(X,y)-U3(X,y) I ~ (2 + C)D2 (h/a) , 
if s= 2, and 

I U3(x,y) -U3(X,y) I ~ (1 + Ce)D3(h/a)2, 
if s=3, where 

• See, for instance [8], pages 95 and 96. 
7 See, for instance, Le Roux [9] or Phillips and Wiener [12]. 

345 

(3.8) 

(3.9) 

(3.10) 

(3.11) 

(3.12) 



and J t, i= 1,2, denotes the number oj points in the open interval O< x< a at which ge t) (x) does not 
exist or is not continuous~ Here M i , i = 1,2,3, denotes the least upper bound oj the modulus oj get) (x ). 

PROOF. 

LEMMA 3.1. Ij m and n satisjy (3.7), then 

(3.13) 

PROOF. Let p = m7rk/2a, q= n7rh/2a. Then (3.7) takes the form 

sinh p = IT sin q. (3.14) 

We now study the function p(q) defined by (3 .14) in the interval 0'5, q'5, 7r/2. One can 
verify directly that p(O) = 0, p' (0) = u, and 

p"(q) - 1T(1 + ~2) sin q < 0 
(1 + 1T2 sm2 q)3/2 - , 

- u(1 + 1T2)(1- 21T2sin2q) cos q 
(1 + 1T2 sin2q) 5/2 

pl/'(q) 

where primes denote differentiation with respect to q. By the extended mean value theorem, 
since pI! (q) '5,0, we have p '5, uq. Therefore, m '5,n. On the other hand, we also have 

1 "' ( )1< u(1 + 1T2) 11- 2u2sin2ql < (1 + 2) 
p q _ (1 + 1T 2sin2q) 5/2 _IT , IT 

since 1 (1 - 21T2sin2q) (1 + 1T2sin2q) -5/21 '5, 1. 
Again using the extended mean value theorem, we get 

and 

and the lemma follows. 
LEMMA 3.2. Ijm and n satisjy (3.7), and if a is given by (3. 12), then 

m?:an, (n= 1,2, .. . ,A) . (3.15) 

PROOF. Defining p and q by (3 .14), we have 

d 
dq (p(q)/ q)= [p' (q)q _ p(q)]/q2. 

By the mean value theorem, we have p (q)=qp'W (O<~<q). Since, as shown in the proof 
of lemma 3.1, p" (q)'5, O, we have p' (q)'5,p'W and p'(q)q- p(q) '5,0. Therefore, the ratio 
p(q) /q is a nonincreasing function of q, (0 '5,q'5,7r/2). Its minimum value in the interval 
0 '5, q '5, 7r/2 is assumed when q= 7r/2. 'I.'herefore, peg) / q?:p( 7r/2) / ( 7r/2) = (2/7r) sinh-l ( u), and 
the lemma follows. 

Now for convenience, let us define the function 

r ( )= sinh [(m7rb /a)(l-y/ b)]. 
m Y sinh (m 7rb /a ) 

(3.16) 

We shall study its behavior as a function of both m and y, where m is assumed to be a con­
t inuous variable. 

LEMMA 3.3. Ijm?:O, thenjor O'5,y'5,b we have 

d O?: dm r m(Y)?: -(7ry/a) coth (m7rb/a) exp [- m7ry/a ]. 
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PROOF. Differ entiating (3 .16) with respect to m we obtain 

d~ r m(Y)=(7r b/a){ (l-y/ b) cosh [(m 7rb /a)(l- y/ b)] sinh (m 7rb/a) 

-cosh (m7rb/a) sinh [(m 7rb /a)( l -y/b)]} inh-2(m7rb ja) 

= (7r b/a)r m(Y){ (l - y/ b) coth [(m7rb /a)(1- y/ b)]-coth (m 7rb/a)}. 

We note that for K > O, x>O, 

d 1 sinh(2Kx) - 2Kx 
dx (x coth (K x))=coth (K x)-K x csch 2 (K x)="2 sinh2(Kx) • 

Bu t since sinh(2Kx);::: 2Kx, the last expression is nonnegative; therefore by the mean value 
theorem we have 

(l - y jb)coth[ (m7rb/a) (l - y jb)] ::::;coth (m7rb/a), (O::::;y::::; b) , 
and 

On the other hand, 

~ r ( )=(7rb /a){(l- j b) COSh[(1~ 7rbja) (l - y j b)] coth(m7rb ja) rm(y)} 
dm mY Y smh(m7rb ja) 

= (7rb ja)coth(m7rb/a) { (l-yj b) cosh[~~:h~~~~~~yjb)] r m(y) } 

{ sinh (m7ryja) } 
=(7rb ja) coth (m7r bja) (l - yj b) . h ( b ') h ( bl ) (y j b) r m(Y) • SIn m7r l a cos m7r I a 

For o::::;y ::::; b, the terms in the brackets are, respectively, nonnegative and nonpositive, whence 

Finally, we note that 

1-exp [-2(m 7rb ja) (l - y/b)] 
r m(y) = exp (-m 7ryja) ::::;exp (-m 7ryja) , 

l -exp [- 2m7rb ja] 

provided8 0 ::::;y::::; b. The lemma now follows. 
LEMMA 3.4. IJm and n sati~fy (3.7), then 

(3.17) 

where ex is given by (3. 12). 
PROOF. It is easily verified that if 0 ::::;t, 0 ::::;K, then Ite -Ktl::::; (K e)-l. Therefore, 

y exp ( -m7ry/a) ::::;[(m7r/a)e]-l. The lemma follows from lemmas 3.2 and 3.3, and from the fae(. 
that coth (x) is a decreasing function of x, for x;::: O. 

LEMMA 3.5. If m and n satisfy (3.7), then 

where C and ex are given by (3 .10) and (3 .12), respectively. 

8This inequality-was proved by Phillips and Wiener [12j. 
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PROOF. By the mean value theorem we have 

The lemma follows from (3.13) and (3.17). 

LEMMA 3.6. Ij An is defined by (3.4), then 

IAnl ~Ds/ns, 

where D s is defined by (3.11). 

(n= 2,3 ) , (3.18) 

PROOF. 'rhe proof involves the use of repeated integration by parts of the integral ex­
pression for An, and is similar to that given by Jackson[8 , p. 13- 14] for the case 8= 2. We 
omit the details. 

We now define the functionj4(x,y ): 

A 

f4(X,y) = 0 unless y = O and fb,O) = 2: A" sin (n7rx /a ). 
n=1 

For s=2,3 and O~x~a, we have 

Ifb,O)-g(x) I=1 ~ A" sin (n7rx /a) I ~Ds ~ n - ss. D sf '" t - S dt= D sAI- ' /(s-I), 
n=A+I n= A+I A 

or 
Ij4(X,0) - g(X) I ~ [Ds/(s-I)] (h/a)H. (3 .19) 

On the other hand, if we replace j3(X,0) by j4(X,0) in (3.4) and (3.6), we get A: = A n, 
(n= I ,2, ... ,A- l ) . Therefore, for (x,y) E L [h,k], we have, since sin (A7rx/a ) = 0, 

A-I 
U 4(X,y)-U4(X,y)= 2: An sin (n7rx /a)[r m(y) - r n(y )], (3.20) 

n=I 

and 
A-I A-I 

IU 4(x ,y)-ulx,y) ls. 2: IA n l· lr m(y)-r n(y)Is.CD .(h/a)22: n 2- s (3.21) 
n=I n=1 

by lemma 3.5 and (3.18). It can be shown that 

A-I f A { A =(h/a) - l, (8= 2) 
2:n2-s~ l+ t2-sdts. 
n=I 1 1+ log A=I - log (h /a), (8=3). 

(3.22) 

Therefore, if 8= 2, 

I U4(X,y) -U4(X,y ) I ~ CD2(h/a). (3.23) 

Evidently (3.22) could be used to obtain an error bound for the case 8= 3, and this was done 
in the original manuscript of the present paper. Since then, however, a paper by Wasow [15] 
has appeared which contains a stronger result for the case 8=3 than the original form of theorem 
3.1. A combination of his methods and the original ones now yields an improvement (the 
present theorem 3.1) of Wasow's result in this case since we allow g (3) (x) and g (2) (x) to fail to 
exist for a finite number of points. 

Thus following [15], we obtain from lemmas 3.1, 3.2, 3.3, and the mean value theorem 
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By (3.20) and lemma 3.6 we have 

'" I u~ (X, y)-U4 (x, y)1 ~ CD scxe (hja)2 (7ryja)~ exp (- Oin7ry ja) ~ Ce D 3 (h/a)2, (3.2 4) 
n=l 

'" since for y > O, L: exp (- an7ry/a)= [exp (a7ry/a)- l] -1 ~ (Oi7ry/a) - 1. 
n=l 

Since d.h. functions possess mean value properties, they assume their maximum and mini­
mum values on the boundary as do harmonic functions. Since the functions [us (x, y) - U4(X,y)] 
and [Us(x,y) - U 4(x, y)] are harmonic and d.h ., respectively, we have 

Ius (x, y)-u4 (x, y)1 ~Max Ig (x)- f4 (x, O)I, 
0:9':5 a 

Therefore, in nL 

I Us (X, y)-Us(x,y)1 ~ I Us(X,y)- U 4 (x, y )1 + I U4 (X, y)-U4(x,y)1 + IU4(X, y)-Us (x, y )1 

~ I U 4 (X, y)-U4(X,y) I+ 2 Max Ig (x)- f4(X, O)I· 
O:5x:5a 

By (3. 19), (3. 23), and (3. 24), the theorem follows. 

4. Harmonic Measure 

Let Q denote a simply connected region with interior R and boundary S. Let S' deno te a 
ub et of S consisting of a fini te number of connected subsets of S. We define the harmonic 

measure, (h.m.), H[(x,y),S',n] as the unique function which i harmonic and bounded in R , is 
continuous in n except perhaps at a finite number of points of S, and equal unity on S' and 
zero on 8-S' . The proper tie of harmonic measure have been studied in considerable detail , 
see N evanlinna [11], chapter III. 

By analogy we define discrete harmonic measure, (d.h .m .), for region of the type described 
in section 2, as follows: H L[(x,y),S',nd i a function d.h. and bounded in E L, equal to unity on 
SLn S' and to zero on (S-S') nSL' 

For bounded regions the existence and uniqueness of h .m . is well known, sec [11] . The 
exi tence and uniqueness for the half plane can be proved by th e use of conformal mapping. 

The existence and uniqueness of d.h .m. for bounded region follows from the exi tence 
and uniqueness of the solution of the difference analog of the Dirichlet problem . La ter we shall 
prove exis tence and uniqueness of d.h .m . for a half plane and for cer tain other unbounded regions. 

We list some elementary proper ties of d.h .m., which are analogs of well-known proper ties 
of h.m. 

(4.1) 
If S' C.S"c.S , then 

(4.2) 

If S' i included in the boundary of both nL and n1 where n~n1 and if (x, y)enL, then 

Hd (x,y) ,S' ,nL ] ~Hd(x,y) ,S' ,n1] . (4.3) 

The first proper ty follows at once from the fact that the maximum and minimum values 
of d.h. functions are assumed on the boundary. The second follows from this fact and from 
the fact tha t the expression {H L[(x,y),S",nL]- H L[(x,y ),S' ,nd } is nonnegative on SL. The 
third follows since by the maximum and minimum principles HLl(x,y),S' , n1] ~ O and hence 
{HLl(x,y),S' ,n1] -lh[ (x,y),S' , nL]}~ O for any point (x,y ) on the boundary of nL. This is the 
so-called principle of gebietserweiterung. 

We shall use h .m. and d.h.m. for two purposes. In this section and in section 5 lower 
bounds will be derived to enable us to obtain upper bounds for the modulus of continuity of 
harmonic and d.h . functions in a closed region in terms of their moduli of continuity on the 
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boundary. In section 7, upper bounds will be derived which will enable us to use the Schwarz 
Alternating Process and its difference analog for overlapping rectangles. 

Let!'l denote the rectangle of section 3, and let S' denote the side contained in the line y = O. 
THEOREM 4.1. If (x-a/2) 2+ y25. o2, then 

where 

H[(x,y),S' ,!'l] ~ 1- v(b/a) (o/a) , 

HLl (x ,y) ,S' ,!'lL] ~ 1- v (b/a) (o /a) , 

v(b/a) = [4 + 7r2coth2(7rb/a) ]1 /2. 

(4.4) 

(4.5) 

(4.6) 

PROOF. Let u(x,y), U(x,y) be harmonic and d.h. functions respectively in R vanishing 
on S-S' and equal to sin (7rx/a) on S'. By (3.3) to (3.7) we have 

( )_. ( / ) sinh[(7rb/a)(l-y/ b)] 
U X,y -sm 7rX a sinh (7r b/a) , 

and U( ) . ( / ) sinh[(m7rb/a) (l-y/b)] 
X,y =sm 7rX a sinh(m7rb/a) , 

where sinh(m7rk/2a) = 0' sine 7rh/2a). 
By lemma 3.1 we have m5.l. Also by lemma 3.3 we have (d/dm) r m(Y) 5. O. Therefore, 

rm(Y) ~ r 1(y), and we get 
U(X,y) ~u(x,y). (4.7) 

Now, for 05.05.7r/2 we have 9 sin O~ (2 /7r)0; and hence for 05.x5.a/2, we have 
sin(7rx/a)~2x/a= 1 - (2 /a) (a/2-x). But since sin [(7r/a)(a!2+ p)] =sin [(7r /a)(a/2- p)] for all p 
it follows that sin(7rx/a)~ 1-(2/a)la/2-xl, (05.x5.a). 

Also 

and by the mean value theorem 

Therefore, 

1-u(x,y) 5. 1- {[1 - (2 /a) la/2-xIJ[1- (7ry/a)coth(7rb/a)]} 5. (2 /a) la/2-xl+ C1rY/a)coth (7rb/aJ. 

By the Schwarz inequality the last expression does not exceed 

(1 /a)[(a/2-x)2+ y2] 1/2v(b/a) 5. (o/a)v(b/a), 

We now observe that H[(x,y),S' , !'l]~u(x,y) , HLl(x,y) , S',!'lL]~ U(x,y). The theorem now 
follows from (4.7). 

N ow let !'lL denote the subset of L[h,k] such that y ~ ° and let RL and SL denote the interior 
and boundary of !'lL, respectively. 

THEOREM 4.2. For the region !'lL, d.h.m . exists and is unique. 

PROOF. Oonsider the sequence {Hl"l(x ,y ) }, where 

H1n) (x,y ) = HL[(x,y),S' nS1nl ,!'llnl], 

and where !'l1") denotes the rectangle with vertices (nh,O), (-nh,O), (nh ,nk) and (-nh,nk). 
Evidently H1") (x,y) exists, since d.h.m. exists for bounded regions. By (4.3) it follows tha t the 
sequence {H 1" ) (x,y) } is nondecreasing and bounded above by unity. Therefore, a unique limit 
exists which we denote by HL(x,y). 

• This is Jordan's-lnequality; see Copson [3, p. 136] . 
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Since Hlnl(x, y) is d .h ., it satisfi es (2.2) . Taking limits of both sides of (2.2), we find that 
l-h(x,y) satisfi es (2.2) and is therefore d.h. Evidently Fh (x,y) S; 1, H L(x,y) = 1 on 8 f n8L and 
HL(x,y) = 0 on 8 f - 8L. H ence IIL (x,y) has all the properties required for d.h.m. 

In order to establish uniqueness, we prove 
L EMMA 4.1. Ij U(x,y) is d.h., bounded in RL and vanishes on 8L, then U(x,y) vanishes in RL. 
PROOF. By hypo thesis there exists a constant P such tha t for (x,y) tfJL, we have I U(x,y) I S; P. 

Given any (x, y)tfJL and any t> O, let a and b be chosen so that (a,b)tL[h,k] and 

Let fJ* denote the rec tangle with verticrs at (a, b), (-a, b), (a, O), and (-a,O), and let I a denote 
the interval (-a<.c<a). Since IU(x, y) IS; P on 8* and vanishes on l a, we have 

By theorem 4.1 we have, replacing a by 2a, 

Hd(x,y) ,l a,fJil ~ 1- v(b/2a) (8/2a), 

provided X2 + y2 S; 82• Bu t by hypo thesis, we have (X2+y2)l /2 S;2ta/Pv(l /2). Su bsti tu tillg, we 
get 

Hd(x,y) ,Ia,fJi] ~ 1- v(b/2a)t/Pv (l /2). 

Since b ~ a, we have v(b/2a) S;v(l /2); hence, 

Fh[ (x ,y),IaPiJ ~ 1- t/P, and I U(x,y) I S;t. 

This proves the lemma. 
'1' he uniqueness can now be proved by assuming two d.h.m.'s and showing that their 

difference vanishes identically. 
The proof of theorem 4.2 is complete. 
We note that the existence of a unique bounded solution of the difference analog of the 

Dirichlet problem for fJL with bounded boundary values is almost immediate. If the boundary 
values are determined by g(x), then the limit of the absolu tely and uniformly convergent series 

::t Hd (x,y), )1.h,fJL l g()1.h) is d.h. in EL, bounded in fJL and equals g(x) on 8L. Thus a solution 
Il-=- Q) 

exists. The uniqueness follows at once from lemma 4.1. 
We next consider the region X~ O, y2::0 . To find d.h .m. for subsets of the line y = O we 

perform a sign-changing reHection about the line x= o and use theorem 4.2. Since the d .h .m. 
is zero on the line x= O, this can be done in such a way that the new function will be d.h . in 
RL. Similarly to find d.h.m. for subsets of the line y = O we r eHect in the line x= O. 

By similar methods the existence and uniqueness of d.h.m. can be established for other 
regions such as the semi-infin ite strip 0 S;x S;a, y~ O. 

5 . Modulus of Continuity 

The modulus of continuity of a functionj(x ,y) in a closed region fJ is defined by 

weB) = L UB lj (Xl,Yl) - j (X2 ,Y2) I, 
where (Xl,Yj), (X2,Y2) EfJ and (Xj-X2)2+ (YI-Y2)2 S; B2. Evidently if B is noL less than the diameter 
of fJ then weB) equals the oscillation ofj(x,y) in fJ. 

For harmonic functions we prove the following theorem: 
'rIfF·OUEM 5.1. Let fJ denote a bounded simply connected closed region with inter1'or Rand 

whose boundary 8 is a closed J ordan curve with the following property: there exist constants 
1'0>0 and 02:: 0 such that jor any point P oj 8 there exists a circular sector with vertex at P, with 
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radius ro and included angle 8 containing no point oj R. Let u(x,y) be harmonic in R , continuous 
in n with modulus oj continuity w(o) on S. Ij jor some positive number D we have 

o ::;Max{ro, D ,D (rojD) (7r +'f l {,,} 

then the modulus oj continuity oj U(3;,y) in n satisfies the inequality 

w*(o)::; w [D (ojD)r{(d'fl] + (4M/ rr) (8jD),,/(d 'fl , (5.1) 

where 1/' = Max (27r- 8,7r) and 

M = Max [u (x, y)]- Min [u (x, y)] (5.2) 
(X,y) ,s (x, v) ,s 

is the oscillation oj u (x,y) on S. 
PROOF. 

LEMMA 5.1. Let I r denote the interval - 1'::; x::; 1', y= O and let Cp denote the region 
X2+ y2::; p2, y;:::O . Ij (x,y) ~Cp, then 

H[ (x,y) ,I" y 2': 0] 2': 1- 2pj7rr. 

PROOF. It is easy to show that if cf> is the angle at (-1',0) from I r to the circle C through 
the points (-1',0), (1', 0) and (X, y) , then H[(x,y),Ir,Y2': 0] = 1- cf>j'll" . 

Now if pjr= (1 -cos cf» jsin cf>, then Cp is contained in the region bounded by C and the line 
y = O. H ence, by the minimum principle for harmonic functions we have for (x,y) ~Cp 

and the lemma is proved. 
LEMMA 5.2. Let Cr,.., denote the region x2+ y2::; 1'2, ° ::;tan - l (yjx)::; 1/' :::;;211' and let B r, f denote 

the bounding radii oj Cr,..,. (Ij 1/' = 2'11", then Br . .., denotes the line ° ::;x::;1', y = O). Ij p::;1' and if 
(x, y) eCp ,.." then 

PROOF. We first consider the case 1/' = 7r. If x2+ y2=1'2 and y> O, then as in lemma 5.1 
we have H[ (x ,y),Ir, y2':0] = l j2. Hence, as we verify at once, 

H[ (x ,y) ,I r,Cr] = 2H[(x, y) ,I"y 2': 0] - 1. 

If (X,y) eCp ,'" then by lemma 5.1 we have 

The lemma can now be verified for the general case by mapping Cr ,,, onto Cr ,.., by means of the 
conformal transformation (wjr) = (zjr)..,{r. We omit the details. 

Now by the maximum principle for harmonic functions, for given 0 th e maximum value of 
I U(xl ,YI) - U(X2 ,Y2) I for (XI-X2)2+ (YI-Y2)2 :::;; 02 occurs when either (xl,YI ) or (X2,Y2) belongs to S. 
If (xl,YI) eS, then for all l' such that O< r ::;1'0 there exists a circular sector Cr,.., containing at 
least one point of R with vertex at (Xl,YI) with radius 1'2': 0 and angle 1/', such that Br,.., the union 
of the bounding radii is disjoint from R. Since the theorem is trivially true if (x2,Y2) eS, we 
assume (x2,Y2)eR . Let n l denote the closure of the connected component of (X2,Y2) for the region 
nnCr ,..,. Evidently nlCCr,f ' Since for (x,y)enlnS, we have 

and for (x, y) contained in nl and on the arc of Cd, we have 

H[ (x ,y) ,Br, f,Cr, f] = 0, 
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then for all (x, y)eQ I it follows that 

But by lemma 5.2 we have 

since the lemma is obviously true if we rotate the sector. 
Therefore, we have 

Now by the assumptions on 0 we have D (ojD ) "/(,,+f) ~D(rojD) = 1'0. Hence, we can choose 
r=D(ojD ),,/("+f) ~ro, and the theorem follows. 

We now consider the case where Q is an arbitrary simply connected region. We first prove 
the following general theorem, which is essentially a formulation for harmonic functions which 
is equivalent to Caratheodory's form of the theorem of Milloux for analytic functions: 

THEOREM 5.2. Let G be a Jordan subregion of Izl<I, whose boundary consists oj a Jordan 
al'C al which passes through z= O plus an arc a2 of r :Izl = 1. Let u(z) be harmonic and bounded in 
G, continuous in the corresponding closed region except at the end points oj al and a2, equal to unity 
in the interior points of al and to zero in the interior points oj a2. Then in every point z oj G we have 

(5.3) 

PROOF. Let v(z) be conjugate to u(z) in G, and let j( z) =exp[ -u(z)-iv(z)]. Except 
perhaps at the end points of the arc, on al we have Ij(z) 1 =e-I, and on a2 we have If( z) 1 = 1; on 
these open arcs Ij(z) 1 is continuou in the two-dimensional sense. rChen by the form of Mil­
loux's theorem presented by Caratheodory, [1], 354, we have for zeG 

as we were to prove. 
THEOREM 5.3. Let Q denote a bounded simply connected closed region with interior Rand 

boundary S. Let u(x,y) be harmonic in H, continuous in Q and hamng modulus of continuity 
w(o) on S. Ij D is any positive constant, then the modulus oj continuity oj u(x,y) in Q satisfies the 
inequality 

j01' all o~D. 

PROOF. As in the proof of theorem 5.1, it is sufficient to show that if Or is a circle 
with cen ter (Xl,YI) on S and radius l' and if (x2,Y2) eQ and (XI-X2)2+(YI-Y2)2~o2~1,2, then 

(5.4) 

The theorem then follows if we let r=D(ojD ) 1/3 sinee 0 ~D and hence D(ojD)I/3~ o. 
Now, if Q is a Jordan region, (5.4) follows at once from theorem 5.2, since tan-Ilzl l /2~ Izll/2 

for Izl ~ 1. We indicate the modifications necessary to include the case where Q is an arbitrary 
simply connected region. 

Let 0 be a boundary point of Q , let Or be the circle Izl = 1', and let Zo be a point intcrior to Q 

and to Or. If no point of Q lies exterior to Or, then a function v(z) harmonic in R and con tinuous 
in Q equal to unity on S is identically unity in Q so we have v(zo) = 1. We proceed to study the 
contrary case. If points of R lie exterior to Or, such points can be joined to Zo by a Jordan arc 
lying wholly in R, so at least one arc of Or lies in R. Let the totality of mutually disjoint arcs 
of Or in R be AI, A 2, • • •• Denote by R o the subregion of R interior to Or containing Zo and 
by RI the sum of Ro, its reflection (inverse) in Or, and the arcs Ak which form part of the boundary 
of Ro; if an arc of Or is part of the boundary of R, it does not belong to R I . We modify RI by 
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adjoining to RI the interior of each Jordan curve that can be drawn in RI and to which 0 and Zo 

are exterior. Denote this new region by R2 • Then Rz contains 20, is simply connected, and 
has 0 as either an exterior or a boundary point. The subregion Ra of R2 interior to Or is also 
simply connected, and part of its boundary is an open arc Ao of Or of which every point is 
accessible ; we choose A o as the largest such arc, so that every boundary point of Ra not on Ao is 
either a boundary point of R interior to Or or is a point of Or not contained in an arc of Or 
consisting wholly of accessible boundary points of Ra. By a conformal map of Ra onto the 
interior of a circle "I (in which A o necessarily corresponds to an arc of "I) it is clear that H (z,A o,Ra) 
exists and is unique ; this function takes the boundary value unity at every point of A o and the 
boundary value zero at every boundary point of Ra not on the closure of A o. Caratheodory's 
proof of Milloux's theorem is valid for the region Ra, the distance from 20 to the boundary of 
Ra is not greater than Izol, so (5 .4) is valid for an arbitrary simply connected region, and the 
theorem follows. 

The modulus of continuity of a function F(x ,y) on any subset nL of L[h,k] is defined by 

WL (0) = L UB I F(XI,YI ) - F (xz ,yz) I, 

where (XI ,Yl), (XZ,Y2) EnL, and where (XI - X2)Z+(YI-Y2)2:::S;02. 
For d .h . functions in a rectangle we prove the following theorem: 
THEOREM 5.4. Let n denote the rectangle O:::S; x:::S; a, O:::S;y:::S;b, where (a,b)EL[h,k] . Let nL 

denote the subset oj L[h,k] contained in n. Ij U(x,y) is d.h. in EL, the interior oj nL, and has 
modulus oj continuity w(o) on SL, the boundary oj nL, then jor o~r= (ab)l 'z the modulus oj 
continuity oj U(x,y) in nL satisfies the ine quality 

WL*(O) :::S; w[2 1/Z{ (ro)I/2+ h+ k }]+ (M /2)v(1/2) (0/1')1/2 (5 .5) 

where M and v(1 /2) are defined by (5.2) and (4.6) , respectively. 
PROOF. As in the proof of theorem 5.1 the maximum value of I U(XI,YI) - U(X2,YZ)I for 

(XI - X2)2 + (YI-Y2)2:::S; OZ is assumed when either (Xl,YI) or (Xz,Y2) belongs to SL. Let us assume 
that (Xl,Yl) ESL' Now if (:t2,YZ) also belongs to SL the theorem is trivial, since o:::S;1'. We there­
fore assume (XZ,Y2) ERL. 

Let p denote a straight line containing (Xl,Yl ) and including one of the sides of the rectangle. 
Let 0 denote the closed interior of a semicircle with center at (XI,Yl), 'with radius 01 = 21/Z{ (or) 1/2+ 
h+ k }, with bounding diameter included in p and containing at least one point of RL. Since 
o:::S;1' we have 0):: 21/ Zo. Evidently there exists a rec tangle T included in 0 with one side con­
tained in p and with vertices contained in L[h,k] such that the sides perpendicular to pare 
at least half as long as those parallel to p and such that the latter sides have length at least 
2 (01') 1/2. 

By (4.2) and (4.3) we have 

Hd(x,y),OnSL,nL]~Hd(x,y),TnSL,nL]~Hd(x,y),TnSL,nLn T]. 

Now, for (X, y)tSLn T we have 

Moreover, since the intersection of p and the boundary of TnnL is contained in TnSL we have 
HL [(':1, y), Tnp , T] = 0 for all points of the boundary of nLn T not contained in SLn T . Therefore, 
for all points of the boundary of TnnL we have 

It follows that for all (x,Y) ETnnL we have 

Hd (x, y), TnSL ,nLn T] ~ HL[ (X,y) , Tnp, T] . 
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Now since (x2.Yz)£TnQL, we have by theorem 4.1 

Hence, 

Therefore, 

and the theorem follows. 
In the above proof if h= k, one could have obtained a rectangle with the desired properties 

by letting C have radius 21 /2 [(1'0 )1/2+ 11,] . Therefore, we have 
COROLLARY: Ij h= k, then 

W L *(0) .:::; w[21/2{ (1'o)I/2+h} ] + (M/2) v(1 /2) (0/1') 1/2. 

6 . Error Estimate for the Rectangle In Terms of the Modulus of Continuity on 
the Boundary 

In this section we obtain an error bound for the rectangle of sec tion 3 under the assump­
tion that the function f(x ,y), which determines the boundary values, has modulus of con­
tinuity w(o) on S. The functionj3(x,y) defined in section 3 is also continuous, and we denote 
by W3(O) its modulus of continuity for ° ':::;x':::;a, y = O. 

Let Ua(x,y) and ua(x, y) be given by (3.3) and (3.5), r espectively. We define the function 
{s(x) by the partial sum 

A 

fs(x) = ~ dA.n A n sin (n7r x/a), (6. 1) 
71 = 1 

where the An arc th e Fourier coefficients for j a(x,O) = g(x) as defined by (3.4) and where the 
coefficients dA.n are summation coefficients defined by Jackson [7, p. 9]. Let us(x,y) and Us(x,Y) 
denote l'espeeti vely th e solutions of the Dirichlet problem and its difference analog vanishing 
on S except for y= O. If y = O, the values are determined by j s(x). W e now prove 

TH EOREM 6.1. Ij (x,y)£QL and O':::;x~a, € ':::; y ~ b , then 

(6.2) 
where 

M *=Max Ig(x)1 
O~x:-:;a 

(6.3) 

and where C and ex are determined by (3. 10) and (3.12), respectively. 
PROOF. It can be verified that 

A 

Us(x,y)=~dA.nA" sin (n7rx/a)r n(y), (6.4) 
71=1 

A 

Us(x,y)=~dA.nAn sin (n7rx/a)rm(y), (6.5) 
71=1 

where m and n arc related by (3.7), and where rm (Y) is defined by (3. 16) . Evidently we have 

A 

I Us(x, y)-Us(x,Y)I ~ ~ l dA. nA nl' lr m(y)-r ,,(y)l. (6 .6) 
71=1 

By lemma 3.3 we have 

(O~y ~ b), (m ~ O). (6.7) 
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By lemma 3.2 we have m?an for l~n~A, and 

(6.8) 

Using lemma 3.1 we get, as in the proof of lemma 3.5, 

Ir m(Y) - r n(Y) I ~ Oae(h/a)2(7ry/a)n3 exp ( - an7ry/a). 
Therefore, we have 

A '" '" 
L; lr m(y)-r n(y)1 ~ L; l rm(y)- rn(y)1 ~Oae(h/a)2(7ry/a)L;n3 exp (-an7ry(a), 
n=l n=l n=l 

which is convergent for y> O. 
Now the following statement can be verified easily: if G(x) is a continuous nonnegative 

function for x? 0, nondecreasing for 0 ~x ~X, and nonincreasing for X ~x, then 

tfG(n) ~ Sa'" G(t)dt+ G(X). 

Therefore, since for P >0 we have 

it follows that 

Max [x 3 exp (-px)]=(3/pe)3, 
x;:O:O 

~n3 exp (- an7ry/a) ~ Sa'" t3 exp (- a7ryt/a) dt+(3a/a7rye)3 ~ 6(a/a7ry)4+ (3a/a7rye)3. 

Therefore, we get 
A 

L; Ir m(Y)-r ,,(y) I ~ XO(h/a)2(y/a) -3 ~ XO(h/a)2(e/a)-3, 
n=l 

since 'Jj? E. 

For the Fourier coefficients, since Ig(t) I ~ M*, we have 

IA nl=I(2/a) f a get) sin (n7rt/a)dt l ~(2/a) frl g (t)l dt~2M*. Jo Jo J 

Jackson [6] proved that I l-dA.,, 1~ 3n/A~3. H ence 

IdA.nl ~4 . 

From. (6.6), (6.9), (6.10), and (6. 11) the th eorem now follows . 
COROLLARY. For (X, y)EnL and O ~x~a, E ~ y~ b we have 

I U3(x,y) -U3(X,y) I ~8M*OA (h/a)2(E/a)-3+ 2Kw3(2h), 

where K is a positive absolute constant less than 10 3. 

PROOF. 

(6.9) 

(6. 10) 

(6 .11) 

(6.12} 

By the maximum and minimum principles for harmonic and d.h. functions, we have for (x,y) Enr. 

Using a theorem of Jackson [7, p . 7] , we obtain 

Max If5(X) - g(x) I ~Kw3(2a/A), 
O::O;x::O;a 

10 See Jackson [7. p. 7J . 

356 



where]( is a positive absolu te constant less than 3. The corollary now follows from Lhe theorem. 
We shall now derive an elTor bound for the original problem where we no longer assume 

that the boundary values vanish at the corners or along the sides of the given rectangle. 

THEOREM 6.2. For all (X,y) ~nL' we have 

IU(x,y)-u (x, y)l ::; Max {I; 2w1 [r (:~y/]} , (6.13) 

where 
I = 16M [Aa Ca() -6/7 (a/ b )9/14(h/a)2/7 + Ab Cb() 6/ 7 (b /a)9/14(lc / b )2/7]. f-

4]({ W (2h)+ W (2lc) + 2M[h/a+ lc/b] }, 

r=(ab)1/2 

7r2 (1 + () 2) 7r2 (1 + () -2) 
Ca 24O'e coth (O'7rb /a), Cb 24[3e coth ([37ra/ b) 

0' = (2/7r()) sinh -l (()), [3 = (2 ()/ 7r) sinh-l (() -1) 

A _~+ 27/2 ) 
a- O'37r3 O'27r2e2 ~ 

6e 27/2 ( 
Ab= [337r3 + [327r2e2 ) 

1\11 = Max u (x,y)-Min u (x, y) 
(x,y) .s (x, y).s 

wi (0)= W [21/2{ (1'0)1/2+ h + Ie} 1 +(M /2)v (1/2) (0/1')1/2 

(6.14) 

(6.15) 

(6 .16) 

(6.17) 

(6.1 ) 

(6.19) 

and w(o) is the modulus oj continuity oj u(x,y) on S. Thejunction v(b/a) is defined by (4.6) and 
v(1 /2) equals 3.97, approximately. 

PROOF. 
LEMMA 6.1. Ij Ul(X,y) is defined by (3. 1), thenjor all (x,y) ~n we have IU(X,y) - Ul(X,y) I::; M . 
PROOF. Since u (x, y) and Ul (x, y) are harmonic, the maximum of lu (x ,y) - Ul (x, y) 1 is 

assumed on S. We can assume, without loss of generali ty tha t the maximum occurs at a 
point whose ordinate is zero. By (3. 1) we have 

Ul (x ,O) = (l - x/a)u (O,O) + (x/a)u (a,O), 

and 

lu (x,O) - Ul (x, O) I::; 11- x/al·lu(x,0) - u(O,O ) 1 + Ix/al' lu (x ,O) - u(a,O) I. 

But, 

lu (x ,O) - u(O,O) 1,lu (x,O) - u(a,O) I::; Max u(x,O) - Min u (x ,O) ::; M, 
O~x~a O~x~a 

and the lemma follows. 
The above result cannot be improved as one can show by considering the case where 

Ul (x,y) is identically zero and u (x,y) 2:: 0. 
From lemma 6.1 we conclude that IU3(X,y )I::;M. In particular we have Ig(x)I::; M ; hence, 

(6.20) 

LEMMA 6.2. 

W3(0) ::; w(o) + oM/a. (6.21) 

PROOF. Evidently we have W3(O)::;W(0)+Wl(O), where Wl(O) denotes the modulus of con-
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tinuity of Ul(X,O) considered as a function of x. But since 

Ul (x+ o,O) - Ul (x,O) = (o /a) [u(a,O) - u(O,O)], 

we have WI (0) -::;. oM/a, and the lemma follows. 
LEMMA 6.3 . I} E -::;. X -::;. a - E, E -::;. Y -::;. b- E, (x ,y) d2L, then 

1 U (x,y) - u(x,y) 1-::;'16M{ 'AaCa(h/a)2(E/a)-3+ 'A bCb(k /W(E/b )-3} + 4K[w (2h) + w(2k)+ 2M(h/a+ k/b)]. 
(6.22) 

PROOF. We observe that IU(x,y)-u(x,y)I=I U2(x,y) - U2(X,y) I. The function [U2(x,y ) 
- uz(x,y)] is the sum of [U3(X,y)-U3(X,y)] and three other terms of similar type. The lemma 
follows from (6.12), from (6 .20) and from lemma 6.2. (We note that from the hypothesiR 
we have E/a, E/b~ Yz. ) 

Lemma 6.3 affords us an error bound for those points of nL which are at a distance of not 
less than E from the boundary. In order to obtain a uniform error bound we now consider those 
points which are within E of the boundary. 

Since 4/7r < v(1/2)/2 it follows from theorem 5.1, (with D = r) , and theorem 5.4 that the 
moduli of continuity of U(x ,y) and u(x,y) do not exceed the upper bound for w!(a) given by 
theorem 5.4, provided a~(ab) I /2. If (X,Y)EQL and if (x,y) is within E of a point of S, then there 
exists a point of SL at a distance not greater than E from (x,y). We remark that every point of 
QL is within (ab) 1/2 of some point of SL. Since U(x,y) = u(x,y) on SL we have 

1 U(x,y) - u(x,y) 1-::;'2w! (E) . 

If I denotes the right member of (6.22), then we have 

1 U (x,y)-u(x,y) 1-::;. Max{ I;2w~(E)} . (6.23) 

In order that the error in nL should approach zero with the highest power of "{ = (hk)I/Z 
whenever w(a) /a is bounded as a function of 0, we choose E= r(hk/r2)2!7. Evidently we have 

Eja = (J2!7 (h/a) 4/ 7 (b /a )3/14, 

The theorem now follows from (6.23), lemma 6.3, and theorem 5.4. 
For the special case of the unit square theorem 6.2 and theorem 5.4, corollary , gIve 
OOROLLARY. If a= b= (J = l, then we have 

where 
IU(x,y)-u(x,y) l -::;' Max {J 1;J2}, 

J 1= 32M'ACh2!7+ 8K[w(2h)+2Mh], 

J 2= 2w[21/2 (h2!7 + h) 1 + Mv(1 /2)h2!7, 

C= (7r2/12ae) coth (a7r) ,,-,.572, 

a= (2/7r)sinh- 1(1) '" .561, 

6e 27/2 
'A = 3"3+2""""22 ",3.566. 

a7r a7re 
Substitu ting numerical values, we obtain 

Jl ~66Mh2!7+ 24w(2h)+48Mh, 

The above expressions for J 1 and J 2 represent a slight improvement in the formulas previously 
given by the authors [14]. 

7. Other Regions 

In this section we consider regions of the type described in section 2 other than rectangles. 
The case of two overlapping rectangles is studied in detail as an illustration of the method 
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which can be extended to more complicated regions. 'Ve first prove a Lheorem valid for two 
overlapping regions whether rectangles or not . 

THEOREM 7.l. Ltt Q= Q'UQ", where R'nR" is not empty, and where neither region 
includes the other. Let u (x, y ) and U(x,y) denote , respectively , the solution oj the Dirichlet problem 
and its finite difference analog jor Q. Let QL , Q~, and n~ denote the points oj L[h,lcl belonging to 
Q, £1', and £1" , respectively. Let T~ =S~n R~', T~ =S~'n R~, and let 

JLI = Max lh[(x,y), T~', Q~'], 
(x, v ) .T~ 

Next, let U' and U" denote junctions d.h. in Q~ and n;,', respec.tively, and equal to u on S~ and S;;, 
respectively. Thenjor (X,y ) ~QL' we have 

I U(x,y)-u(x,y)I':::; Max (A,B), 
where 

PnooF. Let 

A E'(l + JL I- JL IJL Z) + E" , 
1- JL lfJ. 2 

B E"(1+ fJ. 2- JL IJ-L 2)+E', 
1- J-L IJ-L 2 

F' = Max IU(x, y)-u(x,y)l, 
(x, v).Tz. 

Clearly, for (x,y ) ~T~ 

E'= Max IU' (x, y)-u(x,y)l, 
(r,y).Rz. 

E"=Max IU"(x, y)-u(x ,y)l. 
(x,V )ERI.' 

F" = Max IU(x, y)-u(x,y)l. 
(X, V).T!: 

IU(x, y)-u(x,y)l.:::; IU(X, y)-U"(X, y)1 + IU" (X, y)-u(x,y)1 

':::; JL I Max IU(X, y)-UI (X, y)I+IU" (X, y) -u(x,y)l· 
(X, y) .T!: 

H ence, by the maximum and minimum principles for d.h. functions F'':::;J-L1F" + E" . 
Similarly, F" .:::; fJ. 2F' + E' . Therefore, 

By the maximum and minimum principles, 

Max /U(x,y)-u(x,y)I':::;E' + F' , 
(T,IIMlr. 

and the theorem follows. 

E " + E' F" <J-Lz . 
1- J-L IJ-L Z 

Max IU(x,y)-u(x, y)/':::;E" + F", 
(X, lI)tnL: 

The proof of this theorem was, of course, motivated by consideration of the difference 
analog of the Schwarz Alternating Process. Indeed, in order to solve the difference equation 
for QL, one might guess values for U(x,y) on SL'nRL" and then solve the difference equation 
in RL' obtaining in particular values on SL" n RL' . N ext one solves the difference equation 
for RL", using the computed values on SL"nRL', and obtains new values for SL'nRL". This 
process can be repeated and the successive values thus obtained converge to the exact solution 
of the difference equation. Moreover, the rapidity of convergence can be estimated if f-t l and 
f-t z are known. In fact, one can show that after a complete iteration the maximum error is 
reduced by a factor of (1- JLIJ-L2)' 

If for £1' and £1" the quantities E' and E" are known whenever the modulus of continuity 
and oscillation of u(x,y) are known on S' and S", then by using theorem 5.1 or theorem 5.3, 
E' and E" can be computed, provided the modulus of continuity of u(x,y) on S is known. If, 
moreover, J-L I and/or J-Lz are Imown, an error bound for the composite region can be obtained. 

We consider now the case of two overlapping rectangles £11 and Q2 with sides parallel to the 
coordinate axes. If the intersection of the interiors is not empty, and 'if neither region is a 
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subset of the other, then the cases A through F shown in figure 1 occur. 

A B c D E 

FIGURE 1. 

The composite regions of cases C and D are of the same type as those of cases A and B , 
Tespectively. The problem of determining }J.l and}J.2 become problems in d.h.m. for the rectangle 
of the types shown in figure 2. 

r -----------~ r~~-=::I_-l _ 
[ --------------

-------------- ~ 

A BZ E F 

FIGURE 2. 

Upper bounds for d.h.m. are requiTed in points on the closed dotted lines for the open arcs 
on the boundary indicated by heavy lines. 

By (4.3), these upper bounds are not greater than the upper bounds for the problems shown 
in figure 3. 

PROBLEM I 
(FOR TYPE A) 

PROBLEM II 
(FOR TYPE BI ) 

FIGURE 3. 

PROBLEM :m: 
(FOR TYPES B2 AND F) 

---------, 

PROBLEM Dr 
(FOR TYPE E) 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

For problem I, since the harmonic measure of the open arc is required, !is an upper bound 
on the dotted line, by symmetry. 

THEOREM 7.2 . Let QL be bounded in part by a segment oj a line l. Let RL contain no point 
oj l. Let l' denote a line perpendicular to l and containing a point oj znsL . Let S' denote any 
subset oj znsL contained in one oj the open half planes bounded by l' . Ij (x,y) is any point oj 
RLn l' , then 

PROOF. The theorem follows easily by (4.2), (4.3), and problem I. 
As a corollary we have an upper bound of ! for problem II. Also, for problem III if we 

extend the lines whose harmonic measure is required to the right, we get by symmetry as in 
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problem I , ! as an upper bound for the d.h.m. on the left dotted line. imilarly ! is an upper 
bound for the d.h.m. on the right dotted line. 

For problem IV the situation is somewhat more complicated. We prove 
THEOREM 7.3: L et Q denote the region: J,~ 0, y~ 0, and let QL denote the subset oj L[h,k] 

contained in Q. L et l a, I b denote respectively the intervals O< x< a, y = o and O< y < b, x= O, where 
the point (a,b) belongs to L[h,k]. W e have 

where 

[ l + W. (l - w)bJ 
Hd(x, b),IaUl b,QL):S;Max - 2- , 1- 2yo ' 

y 1 
1 
1 

IF t 
I 
1 
1 
1 
1 
1 
1 B ________ _ -lC (.,b) 

1 
1 
1 
1 
1 

I. 1 1 * 
~=========f----~·--~~x 
o A E 

FIGURE 4. 

(7.1 ) 

(7.2) 

H ere Yo is the smallest number not less than a/2a such that yo/k is an inte.ger. The quanti ties ex and q 

are defined by (3. 12) and (2.3), resp ectively. 
PROOF. Let I:, I : denote respectively the intervals x~a, y = O, and y~b, x = o. We first 

prove 
LEMMA 7.1. IjO :S;x, O:S;y, then 

(7.3) 

and 
(7.4) 

PROOF : By theorem 7.2 , we have 

Hence, we certainly have 

HL[(x,b), { y ~ bnx= O } U {- b<y<On x= o },x~ O] 
;?: I:h[ (x ,b ), {O< y < bn x= O} U {y :S; -bn x=O },x~ O]. 

But by a sign-changing reflection about the line y = O, we can show that the left member of the 
above expression minus the right member equals I:h[ (x, b),.z:, QL] -I~:h[(x, b),hQL) ~ 0. 

This proves (7.3) . Evidently (7 .4) can be proved by the same method. 
From lemma 7.1, we conclude that 

Fh[ (x ,b ),Ia Ulb,QLJ :S;Hd (x, b),Ia,QL] + (1/2)H L[ (x, b ),o< yn X= O,QL) . 
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But by (7.4) we have 

Therefore , the d.h . function 

(7.6) 

satisfies the conditions 

W(x,O)= l, (O< x< b); W (O,y)= 1/2, (O< y); W(a,y):S; 1/2, (O:S;y). (7.7) 

Let Q* denote the region O:S;x :S; any:2:o , and let Of denote the corresponding subset of 
L[h,k]. Evidently, 

where 

'Ve now prove 

(a) 

(b) 

(c) 

W(x,y) :S; Ul (x,y ), 

U l (x ,y) is d.h. and bounded in R!( 
Ul(x,O) = 1, (O< x< a) ( 

Ul(O,y) = Ul(a,y) = 1/2, (y:2:0). ) 

L emma 7.2. Let U2(x,y) be d.h. and boundedjor (x,y)eRf and such that 

We have 

U2(x,c):S;Max [w;l -(l -w)c/Yol. 

(7.8) 

(7.9 ) 

(7.lO) 

Proof. Substituting in (3.5) and (3.6) and taking the limit as b becomes infinite we get 

A 

U2 (x, y)= ~ (2/A ) cot (n7r/2A) sin (n7rx/a) exp (- m7ry/a), 

where Ah= a. 

n=l 
n odd 

By lemma 3.2, we have m:2: an. Also, since cot [n7r/2A] :S;2A/n7r for n:S;A we have 

Eviden tly if y:2: a/2a , we have 

Now since O< w< l , the function 

Ua(x,y) = 1- (l - w)y/yo 

(7.11) 

(7.12) 

is d.h in Rt and is not less than U2(x,y) for 8m y:S; Yo and for y = Yo. Therefore, for y:S; Yo we have 

U2(x,y) :s; 1- (l - w)y /yo, 
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and the lemma follows. 

Jow U2(x,y) = 2Ut (x,y)-1. We a,.lso have by (7.5), (7.6), and (7. ) . 

HL[ (x ,b),IaU I b,QLl ~ W (x ,b) ~ U1(x, b), 

and the theorem now follows. 
In applying the theorem to problem IV, we note that we can assume the value zero at the 

point (0,0) without changing the d.h.m. 
Thus, an error bound can be obtained for the case of two overlapping rectangles . The 

above methods can also be used to find error bounds for other regions of the type considered in 
ection 2. 
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