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Eigenvectors of Matric Polynomials [ 
Murray Mannos 

It is t.he objec t. of this paper to compare Lhe eige nvecto r,; of an arbiLrary n X n mat rix A 
over t he complex field with t hose of t he maLric polynom ial I(}l ) . Whi le i t is well known 
t.hat each eigenvector of A is an eigenvector of ]( A ), it is not, in ge neral, t rue t hat A and 
f(A) have identical eigenvectors. In th is regard a necessary and sufficie nt co ndi tion t hat 
A and f(A ) have identical eigenvectors is give n. The condition is t hat both (1) and (2) ho ld: 

(1) f'(),,) ~ O for all eige nvalues)" of Lhe mat r ix A CO I'l'cspond in g to nonlincar elcmcntary 
divisors. 

(2) The values of f( l-' ) arc distinct for a ll eige nvalu es I-' of t.he matrix A corresponding 
to lineal' e lementary divisors. 
When either (1) or (2) fails to ho ld , t he n I( A ) has cip;cll\'pcto rs that arl' not cip;cl1vcctors of 
A . This situation is also discussed. 

The vector space of eigenvectors of the maLrix A 
cO l'l'esponding to the eigenvalue A shall be denoted 
by E (A]. The vector space spanned by the eigen­
vectors of A shall be denoted by nA] . Further, 
d{ E (A] } and d{ nA] } shall denote their dimen sions. 
It is clear that each eigenvector of A is an eigen­
vector of .1(.11). That is, Fx(A] ~ Ff(x) (j(A) ] for each 
eigenvalue A of A. Thus nA]~ F ([(A) ]. 

Let J be the Jordan canonical form of A . Then 
Lhel'e exists a nonsingular mattix P such Lhat 
P - 1AP= J and so P - l}(A) P = j(J ). 

L emma 1. The eigenvectors oj A andf(A ) are iden­
tical ij , and only ~f , the eigenvectors of J and j (J) are 
identu;al. 

P roof, This follows from th e fact that P~i s an 
eigenvector of PBP- l if ~ is an eigenvector of Lhe 
maLl'L" B. 

Since P {T¥x(J] } = 1\(A], iL follows that 
d {T¥[j(A)]} - d{ F(A]} = d { F [j (J)]} - d{ q J]L 

where p {rx(J] } denotes the space of all vectors p~, 
where ~ is an eigenvector of J corresponding to A. 

L emma 2. Ij D = diag (a,a, . .. ,a; {3,{3, . . . ,(3; 
... ; 7[', 7[', ... ,7['], where a,{3, ... ,7[' are distinct, then 
lTD] = nj(D )]. Furthermore, the eigenvectors of Dare 
identical with those ojf(D ) ~f, and only if,j(C'I), j ((3) , 
. . ., f ( 7[' ) are all distinct. 

P roof. If D is of order n , it is clear that both Lbe 
eigenvectors of D and j eD ) each generate the whole 
n-dimensional vector space. If j(a) = j((3), then i L is 
easily seen that feD ) has eigenvectors corresponding 
Lo the eigenvalue f(a) =.1((3), which a re not eigen­
vecLors of D. 

L emma 3. Ij 
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Proo /'s of Lh e lemma may be found in Wedderbu rll Z 

and MacDufl'ee.3 

L emma 4. Ij 1'(A) = .!I/(A) = ... P r) (A)= O a11 ll 
pT+ I ) (A)~ O (1' = 1,2, . .. ,m- 2), then 
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and cOlwel·sely. Also, 

rl { Vf(X) (f (J rn (A» ]} - d{ E(J ", (A)]} = m - I 

if, and only if,.!'(A)= jl/(A)= . .. ./"' - I (A) = O. 
Proof. If 1'(A)= jl/ (A)= ... = 1")(A) = O, bul. 

f(r+ 1)(A)~ O , it £o11O\V's that the rank of l,he matr ix 
f (J ",(A» - j (A)Ii s m -(r+ 1), as may beobsel'vecl by 
noLing Lhc nonhero minor of ordel' m - v+ 1) in the 
upper right-hand cornel' of the matrix. Thus the 
nullity of j(J", (A» - f('A)! is 1' + 1. If thc first m- 1 
clel'ivaLives of f (x) vanish at :1= A, then the nullity 
of f (J ", (A) ) - f (A)I is m. In a similar fashion one 
finds Lhat the matrix J ",(A)-AI has nullity equal 
to 1. This establishes the lemma. 

Corollary. The matrices J m(A) anclj(J m(A» have 
ident ical eigenvectors if, and only if, l' (A) ~ O. 

It is to be noted that in this case Vf(X) (j (J m(A»! 

2 J . B . Y-. Wed<1erhurn , Lcctu,cs 011 Mat"ice~, (Am. M ath. Soc., Colloquium 
Pub. vol. 17, New York, N. Y .. 1934) . 

, C. C. MacDuffee, An rnt roduct ion to Abstr;lct Al!,cbra (J ohn Wiley & E'ons, 
New Y"rk, 1\". Y .. l P40). 



and ,~,[J meA)] arc each spanned by the single column 
vector [1,0, .. . ,O]T. 

At this point it will be co nvenient to introduce the 
language of elementary divisors. Each block in the 
Jordan canonical form of a matrix A corresponds to 
an elementary divisor (X- A)m, and conlTersely. 
Each such block is called the hypercompanion matrix 
J rn( A) of the polynomial (:r - A)7n. 

Suppose the nonlinear elementar.v divisors of 
the matrix' A corresponding to the eigenvalue A 

, f 1 f. ( )1n ( l) ( )m(2) ( )m< k).) <l1eo t l e Oim X- A ' , X- A ' , ... , X- A ' , 
where m~i) (i= 1,2, ... , lex) are integers such that 
m~l) >m~2) >. . . >m~k,) > 1. Furthermore, suppose 
tha t (X _ A)m~i) appears as an elementary divisor n ~i) 

k, 

times. Let p,= ~n~i) denote the total number of 
;= 1 

nonlinear elementary divisors of A corresponding to 
the eigenvalue A. D enote by n, the number of 
linear elementary divisors of A corresponding to the 
eigenvalue A. Further, denote by K , the direct sLIm 
of the hypercompanion matrices of the elementary 
divisors corresponding to A. Set 

L emma 5. If the first m~l) - l derivativ('s off(.I; ) 
h 

vanish at X= A, then d, = ~n~i) (m~i) - 1); whereas , 1/ 
i= 1 

the first r<m~') - l derivatives of f(x) vanish at :.I = A, 
/-1 h 

but f'H) (A)~O, then d,=~n~i) r+ ~n~i) (m~i)- l ), 
;= 1 i~l 

where m~l) is the largest of the integers m~i) (i = 1,2, ... ,lex) 
such that m~l) ~ r. 

Proof. This follows from lemma 4 , the fact that 
the nullity of K , - AI is the sum of the nullities of 
the characteristic matrices of the hypercompanion 
matrices of the individual elementary divisors corre­
sponding to the eigenvalue A and a similar statement 
about the nullity off(K ,)-f(A)I. 

Corollary. The matrices K , andf(K,) have idenliwl 
eigenvectors if, and only if, .1' (A) ~o . 

Proof. This follows from the fact that d, = O. 
The ,Jordan canonical form J = diag [Ka,K~, . . . ,K . ] 

of A is a direct sum of matrices K" where A= a,(3, . .. 
runs through the distinct eigenvalues of A . Th e 
subsequent theorems of this paper involvc the fol­
lowing main conditions: 

Condition 1. .1' (A) ~O jor all eigenvalues A of the 
matrix A corresponding to nonlin ear elementary 
divisors. 

Condition 2. The values f (p. ) w'e distinct jor all 
eigenvalues p. oj the matrix A corresponding to lineal' 
el ementary divisors. 

The first theorem concerns thc case where concli­
tion 1 docs not hold, whether condition 2 holds or not . 

Theorem 1. If condition 1 does not hold, then 

d{ V[f(A )l } - d { V[A] } = ~d" 
x 

where A varies through all distinct eigenvalues of A 
corres ponding to nonlinear elementary divisors, and 

d, is computed as in lemma 5. 
Proof. One notes first that 

and 

If f(a ), j ((3 ) , . . . , f (7r) are distinct, for a fixed eigen­
value A, the nullity of J - AI is the samc as the 
nullity of K , - AI , and the nullity of j (J ) - j(A)I is 
the same as the nullity of .r(J{x) - j(A )I . It follows 
thaL 

d{ n/(') [j(J )]} - d{ T 'x [J] } = d,. 

Summing over distinct eigcnvalues, one obtains 

d{ nj(J)] } - rl { n J] } = ~dx . , 
By Llle statement following the proof of lemma 1 it 
follows that 

d{ nj(A)]} - d{ nA]} = ~d,. 
x 

If .f(a)= f((3) = ... = f(p ) , then thc nullity of 
f (J )-f(a)I minus the sum of the nullities of J - od, 
J - (31, . .. , and J - pI is da + dp+ . . . + dp and 
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Summing, one obtains in either casc 

d { V[j(A)] } - d { nA] } = ~d" , 
where A runs through all the distinct ei~enya.Iues of 
A corresponding to nonlinear elementary divisors. 

The next theorem concerns the case in which 
condition 1 holds but condition 2 does no t. 

Theorem 2. If condition 1 holds, than V[A] = Vf.f(A)J . 
In this case ~d,= O, where A varies over all dis­, 

tinct eigenvalues corresponding to nonlinear elemen­
tary divisors. 

Hf(a) - f ((3) = . . . = j(p ), suppose that 

d { r /(a)[f(J)] } = d{ T~a[J] } 

+ d {T~~[J]} + .. . + d{ l 'p [J]} = s 

Then as in lemma 2 the s-dimensional space 
F a[J] + V~[J] + .. . + T-p[J] contains vectors that are 
not cigenvectors of J , but T-f(a)[j(J)] consists solely 
of eigenvectors of f(J) corresponding to j (a) . 

Corollary. Iff(a) = j((3)= .. ·= f(p), then 

d{ r-, (aJlj(A )]) - d{ T-a[A]} = ~d,+ (p, + n, ), 
x 

where A runs over all eigenvalues amont] a, (3, . . . , p 
which correspond to nonlinear elementary rh:visors and 



r-

where p" + n" is the total number of elementary divisors 
(nonlinear an d tineal' ) corresponding to A. 

Finally , th e next r esul t covcrs th e case in whi ch 
condi tions 1 a nd 2 bo th hold. 

Theorem 3. The matrices A and f(A) have identical 
eigenvectors if, and only if (1) f' (A) T" ° for all eigen ­
values A of the matrix A c01'l'esponrling to nonlin ear 
elementary divisors , and (2) the values f( )J. ) are dis­
tinct f or all eigenvalues )J. of the matrix A correspondin g 
to linear elemen tary divisors . 

R emark l. It may readily be seen that V rJ] a nd 
V Lf(J)] each can be generated by a set of linearly 
indeprnden t v ectors, each of which h as a 1 in a single 
component and ° in all th e remaining componen ts. 
Thus jf J = P -l AP is the Jordan canon ical form of 
A, th an n f (A) ] can b e generated by a subset of th e 
column vectors of P . 

R emark 2. A simple application of t he forego ing 
theo ry shows that if A is a 2 X 2 matrix, then A and 
f (A) h ave the same eigenv ectors unless either (1 ) A 
is diagonable and h as distinct eigenvalues a, {3 for 
which }(a) = f ({3 ) , or (2) A is nondiagona ble and 
'/(x) = k (x)(x - a )'+ c, where a is the eigrnvalue of A , 
Ic (;;,) is an arbitrary polynomial , and c is an arbi t rary 
eonsta nt. 

The foJIowing examplo is given as a n illustration : 

0 0 0 0 0 0 

0 0 1 0 0 0 0 

0 0 0 0 0 0 

Le t, A = 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 

- 1 - 1 - 1 - 1 - 1 - 2 - 1 

0 1 0 - ] 0 

fI nd f (,r) = X6 + ,J 5_,t 1_ .J 3 + 2. 

"M J; 
0 0 0 0 0 0 

1 0 0 0 0 0 

0 0 0 0 0 

0 0 0 0 0 

l: 
0 0 0 1 0 0 

0 0 0 0 0 

i l mlLy be verifi cd that 

1 0 0 0 0 0 

:l 0 0 0 0 0 

0 0 1 0 0 0 
P- I= 

0 0 0 0 0 

~J 0 0 0 0 0 

- 1 - 1 - 1 - 1 - 1 - 1 

------ -
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and tha t the J ol'da n t a non icnJ form of A is 

1 0 0 0 0 0 

:l 0 0 0 0 0 

0 0 0 0 0 

'/ = P- I/l P = 0 0 0 0 0 0 

~J 0 0 0 0 0 0 

0 0 0 0 0 - J 

0 0 0 0 0 0 - 1 

whc' 1'1' 

[-I 1'--1 = ./2(- 1)= 0 -:J. 
Sin ce 

{ 1(0) ~1( 1 ) ~1( - I) ~ 2, 

/, (0) = /, ( - 1) = 0, /, (1) ,c o, 

I" (O) = 0 , 

il fo llo\\'s t llfll 

2 0 0 0 0 0 

:l 0 2 0 0 0 0 

0 0 2 0 0 0 

J(J )= ./"+ ./5 .J 4 - f ' + 2 / = 0 0 0 2 0 0 

~J 0 0 0 0 2 0 

0 0 0 0 0 2 

0 0 0 0 0 0 

It is readily seen tha t r-1[J] is genera ted by 
[1 ,0,0,0,0,0,0F', Vo[J] is generated by [0,1,0,0,0,0,0F' 
and [O,0,0,0,1,0,0F', and V - dJ] is generated by 
[0,0,0,0,0,1,0F' . Since F[J] = V1[J] + Fo[J] + F _1[Jj, 
it follows that d{ F [J] } = 4. Since f[J] is a scalar ma­
tri,-" d{ F[j(J )]) = 7. H ence dUf(A)]) - d{ V [A]) = 3. 
The same result is arrived at by th e use of th eorem 1, 
where ~d" is calculated as in lemma 5. Since 

l-

f' (0) = 0, ]" (0) = 0, and f' (- 1) = 0, where 0, - 1 are 
th e eigenvalues corresponding to nonlinear elemen­
tary divisors, it follows that 

and 



and 
L:::dx=do+ d_1 = 2+ 1 = 3, 

A 

as before. By the corollary following tbeo['C'm 2, 

d{ T~2rf(A)1 } - cl { T ~I[A] } = do + d_1 + PO+ P- l + l1 o+ n _l 

= 2+ 1 + 1+ 1+ 1+ 0= 6, 

which checlcs with the observed results aboye. 

,/ 

" 
From a glance at the above eigenvectors generating 

F[J], it is clear that F[A] is generated by the first , {I" 

second, fifth, and sixth-column vectors of P. Since 
} (A) is a scalar, F[j(A)] is generated by all seven 
column vectors of P. l! 

The J,uthor thanks A. H. Clifford, O. Taussky, 
and N. Wiegmann for their helpful suggestions. 

WASHINGTON, December 1, 1952. 
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