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On the Numerical Solution of 
Parabolic Partial Differential Equations 1 

Gertrude Blanch 

The numerical r es ults presented here relate to a t wo-dimens ional parabolic partial 
differential equation con taining a nonlinear term . D enoti ng t he indepe ndent va riables by 
t and x, a latt ice is introduced, wit h in te rvals k and h in t he t-a nd x-directions, respectively. 
:Vru ch attention has been devoted recently to t he s tudy of t he condi tions on the mesh rat io, 
k/h2, under which an approximation by a di l"ference eq uation converges to t he so lu tion of the 
ditrerential equation £OJ' suffi cie ntly small h. So me known res ults are s ummarized in section 
1. and 2, and three app roximation form ulas are given, one of ord er two, a nd two of OJ'der four. 
Th e feas ibility of using approximation fo rmulas of order higher t han the di fferential equation 
is st udied in la ter sections. The primary objective of t.his paper is to seek t he most economical 
mesh ratio for a gi ven apPJ'Oxi Illat ion formula, that i , of all mesh ratios t hat will lead to a 
preas ' igned upper bound of error in t he approximation , to choose t ha t mesh ratio t hat will 
lead to t he leas t a moun t of work. It is shown in section 3 t hat t he la rge. t admiss ible mes h 
rat io is no t necessa ri ly the mos t economical one and that a great deal depends on the form 
of the differentia l system and t he bou nd a ry condi tio ns. 

In section 4 a genera lization is iven of t he method of I-Iartree a nd \Vomer's ley (1937) 
for imp roving a sol ution from two difference approximations. The method is shown to be 
ver'Y er-rective for sui table boundary condi tions. Five numerical examples ar c presented a nd 
analyzed in section 5. An appendix, wi t h detailed derivat ions of the formulas used, is given 
for t he benefi t of t hose \\'ho may want to apply the formulas to specifi c s tudies . 

1. Definitions; Basic formulas cen tral differences, we define, 

(2) Once the existence of a unique solu tion to a dif­
fcren tial equation has been es tablished, and an 
approximating function has been found tha t con­
verges to the soluLion under sui table conditions, there 
remains the problem of providing an effective numeri­
cal treatment of the approximation. Our study 
concerns itself with one phase of this problem, for 
the case when the approximating function is ex­
pressed by a difference equation. vVe shall further 
limit the disc ussion to a specific type of differen tial 
equation, namcly, 

The point in the x, t-plane wi th coordinates x= mh, 
t=nk will be deno ted by (m,n). 

(1) 

wi th given initial and boundary conditions. Let us 
introduce a la ttice covering the region, at intervals 
11, in the x-direction and Ie in the t-direction . Let 
}.,= Ie /h2 be the mesh ratio. It is a trivial restriction 
to assume that xa=sh, where s is an integer. 

N o 'l' A'l'ION. For the sake of brevity, we shall write 
u(x,t) = Um.n, if (x, t ) is a la ttice point. 

[ oPg J 
axSat') S t n 

where g is any function under consideration. Fur­
thermore, following the usual convention for even 

I The preparation of th is paper was sponsored (in part) by the Offi ce of Naval 
R esearch , USN. 
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Let U be regular aL (m,n). Then for Ie suffLciently 
mall there is a Taylor serics in t around (m,n) 

0:: le ') aPu 
U",.n+l= U",.n+ ~ pl At~n.n. 

p = l . U 
(3) 

If in (3) terms involving p ?, 2 arc dropped, and if 
au/at is r eplaced by the right-hand side of (1), with 
a2u/ox2 approximated by cen tral differences, we get 
the well-known approximation to u : 

Similarly, if terms through p = 2 arc retained, we 
obtain, 

Vm . n + l =Vm.n+[}"0 2+(~2 - :2) 04J vm.n+ lc~m.n 

=( 1-% }., + 3A2) Vm.n + (~ A- 2}., 2) (Vm _ l.n+Vm+l. n) 

(5) 



where 

- kf + !.p(dfm.n +el2f7ll.n). 
'Prn.n- m.n 2 elt d X2 

Formulas (4) and (5) need modification at the bound­
ary to satisfy given initial and boundary conditions 
to a required accuracy. This modification can, in 
general, be made. In the present study we shall 
assume that all required derivatives exist and are 
continuous. For parabolic equations this is not a 
serious res triction, for let us assume that we have 
generated values of v for a given t. From (4) and 
(5) it is clear that th ese serve as boundary values in a 
subdomain for generating the set of values for the 
next t in the lattice. In imposing the continuity 
restrictions, we therefore merely imply that regions 
close to th e given boundary, which may have "cor­
ners" or other discontinuities, will be treated sepa­
rately. This in fact must usually be done in practice, 
either by choosing a lattice that is much finer than 
that required over the major portion of the r egion or 
by special approximations that are appropriate for 
the particular problem. Our main concern here is 
with the choice of the mesh ratio , A, for the major 
portion of the domain where the function is presumed 
to be regular. The manner in which an error (or 
variation) in the boundary conditions is propagated 
over the rest of the domain must, of course, be ex­
amined; but t his problem is no different at the 
boundary of the given domain than at any of the 
subdomains (that is, at the successive values of t in 
the lattice). This problem will not b e considered 
h ere. 

Truncation terms. Let rTm.n=Um.n-Vm.n. It can 
be verified that corresponding to (4), 

rTm.n+l=rTm.n+ AOZrT m.n+ lc O~.n rT m,n+ kT2,m .n, (6) 

where 

Tz.m.n= hz [(~- 112) 0~;4 n+ 8] + O(h3). (7a) 

Another form for T2 •m .n is given below: 

T = h2 [~ oZum.n_~ 04Um.nJ + O(h3) 
Z. m. n 2 otZ 12 OX4 . (7b) 

Corresponding to (5), 

rT m . .. +I ~ rT m , .. + A02+(~Z - lA2) 04rT m. n 

+ [k ~~J rT m,n+ lcT4.m .n, 
m,n 

(8) 

where two expressions for T4 •m •n are given below. 

AZ A 1 
~M(A)=---+-' 

6 12 90 
(10) 

In the above 81 and 82 depend onf and its deri vatives; 
if f = O, then 81= 82 = 0. Further, of/ou and o¢/ou 
imply evaluation of these functions at (m,n) corre­
sponding to a value of u intermediate between U m .n 

and Vm •n . Again, (6), (7), (8), and (9) n eed modifica­
tion in the immediate vicinity of the boundary. 

DEFINITION. T, m n will b e said to be of order r if 
it contains h' as a fac'tor, but not h'+I. 

2. Stability Considerations; Bounds for the 
Errors in the Approximations 

DEFINITION. The solu tion v(x,t) of an approxi­
mating difference equation will be defined as stable 
if it is bounded for all finite t, indepcndently of h. 

Consider the special case 'when f(x,t,u )= O, and 
u (x, O) = A(x) is defined and bounded for - co < x< co. 

It will be convenient to r efer to the differential cq (1) 
under these special conditions as the basic homo­
geneous equation. Let this basic homogeneous 
equation be approximated by a difference equation of 
order 2p. so that we can write , 

p p 

Om.n+1 = "2.:,bwo2wvm.n == "2.:,awvm+w•n , (11) 
w=O w=O 

where the coefficients bw and aware suitable constants. 
It is easy to show that ~aw= 1; in general , the 
coefficients aw will be functions of A. Let q be an 
upper bound of IA(x) I. If it is possible to choose A 
so that all th e coefficients aw are nonnegative, we 
shall h ave, from (ll ), 

and by induction on n we can establish that 1 V m . n 1 ~ q 
for all m ,n; hence v(x,t) is stable. The condition 
that all aw be nonnegative is therefore a sufficient, 
though not a necessary condition 2 for the stability 
of v(x,t) in the case of the basic, homogen eous 

, 'I'h.above definition of stab ility and the vhscrvation that (11) is stable when all 
the coeffici ents aw arC' nonnegative were mentioned by F. John in seminar talks 
at the Institu te for N umerical Analysis. 
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eq uation. We shall refer to tbe range of "A for which 
the basic, homogeneous equation is stable as the 
"admissible" range of "A. In what follows "A will 
always be chosen to lie wi thin the admissible range; 
this may not guarantee that the solution v(x,t ) will 
be s table for arbitrary boundary conditions and func­
tions f(x,t,u ). However , the choice of "A wi thin this 
range usually simplifies the error anal~Tsis for any 
set of boundary conditions, even when (1) is no t 
homogeneous. 

Turning now to the first approximation formula 
defined by (4), it is clear that the admissible range of 
"A is O< "A :::;t. The cOITesponciing equations for U m. n 

are given in (6). Let T be an upper bound of I T2, m, n l 

and let w be an upper bound of Iqf/oul, this upper 
bound to be indepencient of h. If u".,o = O, eq (6) 
yields, for a wide range of initial and boundary 
conditions, IUm.l l<h . Since "A is in the admissible 
range, we have fur ther 

Iu"" n+ll :::; I <T m, nl (1 + kw) i + leT , 

Now (1 + kW)N :::;e'w , where t= NIc; hence at t ime t, 

(12) 

Boundary conditions may impose modifLCation of 
(12) , If the conditions a re such that no negati \Te 

power of h is added as a factor to the righ t-hand side 
of the inequality (12), t hen it can he shown from the 
'form of T2, m , n tha t an upper bo und of T can be fou nd 
that has h2 as a factor. It follows then from (12) 
that l.'m,n-7U ""n as h-':>O. 

Let us now consider the second approxima­
t ion formula, defined by (5) , The coe ffi cien ts of 
vm+w,nl± w = 0,1,2] in (5) will allbe positi ve ifO<" ~l 
The approximation v(x,t) to the basic homogeneous 
equation will tberefore be stable for tbis range of "A , 
and by the same analysis as before, we can show 
that v(x,t) approaches u (x,t ) as h approaches zero, for 
a wiele range of boundflTY conditions, 

3. Criteria for the Choice of a Suitable 
Mesh Ratio 

The error U". ,n is a func tion of h,"A , and of the bound­
ary conditions associated with the differen t ial equa­
t ion. Given an upper bound of error that can be 
tolerated in the solution , the problem involves choos­
ing h and "A (the latter wi thin the admissible range) 
o as to meet requirements wi th the least amount of 

work. We shall assume that for a given approxima­
t ion scheme, the work is proportional to the number 
of lattice points at which U m ,n must be evaluated , 
This is not strictly true. For let us define a profile 
as a se t of values of Vm ,n for a fixed n, and all m:::; s, 
If, for example, successive profiles are generated from 
preceding ones on an IBM machine such as the card 
programmed calculator , then merging operations 
may be required at the end of a profile which may 
consume some time. Thus a grid of 10 points in the 

x-direction and 100 poin ts in the t-d irection may take 
more time to generate than a gr id of 20 poi!lts in the 
x-direc tion and 50 points in th e t-direct ion. N ever­
theless, the assumption that the work is propor tional 
to the number of la tLice points is close e!lough to 
reali ty to be useful. Of course, the complexit.v of the 
programming must be considered; thus an ap proxi­
mation formula of order four may take more machine 
cycles (hence more time) than one of order two , 
However , for the same approximaLion scheme, the 
choice of "A does no t change the amount of work 
radically. Let X = sh be the range of x and tl = NIc 
the range of t. The number of lattice points in the 
region is Ns = (Xtdhlc)= Xt j / "h3. As Xt l is fixed, 
the work required for a given approximation scheme 
is therefore inversely proportional to "Ah .3 

If the exact solution for Um ,n were known, it would 
be theoretically possible to study the magnitude of 
the error for variou s choices of "A and h corresponding 
to a given approximation scheme. The precise 
solu tion U In ,,, is not easy to find. However, from (J 2), 
i t is clear that an upper bound wh ich can be approxi­
mated has I1'T,m, lI 1 as a factor . vVe shall, therefore, 
aim to choose "A and h in such a manner as to make 
I T T,m,nl small . :,/loreover , for both approximation 
formulas (4) and (5) , the successive terms of h2 J\ .m,,, 
involve h,r+ poT+1Ju /o xT+ P andhT+po T+ p.!/o xT+p. ' Ve shall 
req uire that for all choices of "A , the in terval h be 
suffLcien t ly small so as to satisl' y 

almosL everywhere. F rom th e known relations con­
necting derivatives with diff('rences, it is clear tha t 
(13) impli('s t hat successive terms of T T,m ,n will be 
numeri cally smaller tha!l preceding ones. The 
pIu'ase "almo t everywhere" for the condi tion (13) 
needs explanation. It may bappen that in a r egion 
where IY+l'U changes sign, a few entri('s of (j T+ PU may 
be numericall.\' smaller than corresponding en tries 
in the higher difJ:('rences. Such a case m a" T also arise 
near critical poinLs. In partic ul ar the condition (13) 
shall be sa tisfied by the ini t ially given values and 
f (x ,O,u). In practice one often req uires that c beTa or 
l For one powerful check on the accuracy of com­
puted values is obtained from til l' pattern of SLlCces­
sive differences of the entries. H ence, even if the 
criterion (13) were lUlllecessar.,' from the viewpoint 
of estimating an upper bound of elTOl' in the solution, 
it would still be a desirable condition to impose, in 
order to insure that the compu ted values difference 
with reasonable ease, We shall fur ther require tha t 
the term of 1'T,,,.,,, involving the lowest power of h 
shall approximate the magnitude of T T,m,n to within a 
factor of two , The faet that a restriction is thereby 
imposed on h must be clearly kep t in mind, In 
general a value of h small enough to satisfy (13) will 
no t necessarily make I T T,m,nl small enough to meet 
r equiremen ts for a given upper bound of error in 

'It is no serious restriction to consider the r::Lnge lias an integral multiple of h. 
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the solution. In the instance when it does not, the 
problem posed is to choose A and h judiciously, so 
as to bring the truncating error within permissible 
bounds with th e least amount of work. But if the 
required accur acy is rather low, it may well happen 
that after 11, is chosen small enough to satisfy (1 3), 
the error measured by T r,m,n may already be small 
enough to meet all requirements. In that case the 
larges t A within the admissible range will , of course, 
lead to the least amount of work . 

With these observations we sh all now attemp t to 
study th e dep endance of the truncation term on A 
and on h. Ideally , it would b e desirable to classify 
differential equa tions into several types, according to 
th e valu e of A which is appropriate for equat ions 
b elonging to the type in questlOn. A complete 
classification is difficul t to set down, but an attemp t 
in this direction is made by considering two types : 

T YPE I. This type is characterized by the follow­
ing condition s: 

When (14) holds, it follows th at 

0 2U 0 4U. 

ot2 = ax4' 

03U 06U 

at3 = ox6' 

(1 4) 

It can be shown tha t for sys tems belonging to type I , 
the terms of T r,m,n, r:5,4, dono t involvej(x,t,u) or its 
deriva tives. The basic homogenous equa tion b elongs 
to this type. 

T YPE II. This type is charac terized by the con­
dition tha t su ccessive derivatives of u(x, t) with re­
spect to t are known to be mu ch smaller than corre­
sponding derivatives with respect to x (usually of 
twice the order) with which th ey are associated in 
truncation t erms such as (7b) and (9b) . It is quite 
easy to find systems b elonging to this type; the 
numerical illustration given in section 5 belongs to 
type II. 

Consider differential systems of type I , and let us 
start with the case when formula (4) is used . The 
corresponding truncation term, T2, m, n, is given by 
(7a). It has been observed by Milne, as well as by 
Thomas and others, that if A is chosen as t, then the 
leading term of T 2,m,n vanishes, so that the order of 
T2• m n becomes four. With A=t and h small enough 
to satisfy the conditions for an upper bound of 
I T2 , m. nl-enough to meet ~he requirem~nts for a giv~n 
upper bound of error m the solutlOn- a ccr·tam 
amount of work will be done, which we shall measure 
in units of Z = 1/Ah3, as it has been shown that for 
a rec tangular lattice the work is proportional to Z , 
approximately. If another A and h were chosen , 
then we shall ask whether , for the same amount oj 
w ork , and using the same formula (4), gr ea ter ac­
curacy can be obtained in the solution, assuming 
that accuracy to be measured by the magni tude of 

the truncation term. In other words, we shall com­
pare various choices of A and 11" for a constant Z. It 
can be readily shown that for equation s belonging to 
type I , no other choice of 11, and A, keeping Z constan t, 
will be as good. In this sense it is correct to state 
that A= i- is the best choice for formula (4). How­
ever , one importan t point has been overlooked. W e 
have seen that h is not completely free, for h must be 
small enough to m eet the minimum conditions im­
posed by (13). It may happen that after h has been 
taken small enough to insure that (13) is satisfied, 
the condi tions for an upper bound of error in the 
solution can be satisfied with some range of A> i-. 
In that case, we would certainly ge t a more accurate 
solution by choosing A= i-, but that would be more 
accuracy that required, and work could be saved by 
choosing a larger A. We conclude that even for 
equations of type I , the choice of A=i- will be best 
only if a relatively high accuracy is required in the 
solu tion. r.;foreover , in practice the differences of 
u(x,t) can usually b e judged only from the ini tially 
given profile, a t th e time when A and h are chosen , 
so that a safe interval h (rather than the maximum 
permissible for the given profile) is often chosen, and 
i t may happen tha t the value of h considered neces­
sary may, as stated , bring the error within the 
tolerance limi ts for all choices of A. 

Still considering systems that belong to type I , let 
us now examine approximations of order foul' . The 
expression for the truncation term T4 ,m,n is given in 
(9a) and the term of order four is 

It can be readily v erified that ]vI (A) is positive for all 
choices of A, hence the leading term of T4 ,m,n cannot 
be eliminated completely, as in the case of the 
simpler approximation of order t wo. However, we 
may seek that value of A which will make the unit of 
work, Z = 1/Ah3, a minimum, subj ect to a given 
permissible upper bound of I T4 ,m,nl. By hypothesis, I 

11, is small enough so that h4A 4 (x, t ,A) approximates 
the magnitude of I T4 ,m,nl ; hence if C is the permissible 
tolerance of I T4 ,m ,nl , we wish to sat isfy 

Since la6u/ox61 is independen t of the choice of 
parameters 11, and A, t he inequality expressed in (15) 
can be satisfied b y taking 

(16) I 

Thus we seek to determine 11, and A, which minimize Z, 
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----- -~-- ---------

subject Lo the condi t,ion 

h 4M( t.. )= Ot. (17 

From (17), h = C,/[M(t.. )P. Substitut ing this value 
of h into Z and differentiating th e)'e ul t ing expression 
of Z with respect to t.. , we obLain Lhe following concli­
tion for a minimum of Z: 

or 
F = 3t..MI ( t.. ) - 4M(A) = 0, 

60t..2+ 15A- S= 0. (18) 

The positive root of (IS) is t.. J = 0.26095 ... , and i t 
can b e verified tha t FI (t..l ) is p ositive, so that Z is 
indeed a minimum for this value of t.. . Sinee t.. lies 
within the admissible range, iL can be used for the 
mesh ratio , in conjunction with a sui table valu e of h 
which sat isfies (IS). In practice, t.. = 0.25 will 
normally be used, because an irrational value of t.. is 
inconvenient. 

It will be instructive to examine the following 
sch edule, which gives Nl( t.. ) , h , and th e work uni t Z 
JOT a constant value oJ h 4.L'.1(A) , and various values of t.. 
within the admissible range, in uni Ls of th e ('01'] '('­

sponding quantities when t.. = ~. 

I 

A C'2 A ]) 
NJ(A) = 6 - 12 + 90 h l = ] / (Ah3) 

-~----~--~ 

)Is O. 001851 L. 565h, O. 782 z, 
}~ . 001111 1. 778h, . 444 z, 
}~ . 000694- 2.000hl .252, 
%0 .001111 1. 778hl . 297", 
~ . 001851 1. 568h, . 391 2, 
% .003299 1. 354h, .536", 
?~ . 011111 h, 

'" % . 029630 O.783h, 1. 5652', 

Compared with a unit of work Zl for the case t.. = !, 
only tZl is req uired when t.. = t . The largest admis­
sibl e value of t.. is the poorest of all , from the view­
point of the amount of work required. Again, a 
word of caution is required. For th e same magnit ude 
of the error in th e leading term of T4 ,m. r and different 
choices of t.. , the above schedule shows that with 
t.. = i, h can be chosen twice as large as that required 
when t.. = !. If h is made twice as large, the eighth 
difference in th e ~'-direction is multiplied by about 28 , 

and t he differences must be reexamined to see whether 
this larger value of the eighth difference still satisfies 
the fund amental condition imposed by (13) namely 
that successive differences in th e x-direction beyond 
the fourth be num erically smaller than preeeding 
ones. Moreover, it has been pointed out before 
that the maximum h corresponding to which (13) 
is satisfied lTlay already be such t hat T4 ,m.n is within 
the r equired tolerance for all admissible valu es of t... 
In th aL case it is of co urse best to choose t.. = t or one 
close to it. 

Th e foll owing question arises: since Lhe impler 
approximation (4) has a t runcaLing errol' of order 
four when t.. = I. , and T4 ,m,n is al oof order four , is 
tbere any gain in using the approxim aLion form ula of 
higher order? The answer to tbi quesLion i. C0111 -

phcated by the fact that the Lime r eq uired to gener­
ate a profile correspond i.ng to the higher app roxima­
tion may be considerably longer than tha t for the 
simpler approximation. M uch will depend not only 
on the computing instrumen t which will be used, but 
also on the complexity of the boundary conditions. 
If the IBM card programmed calculaLor is to be 
used, and the boundary conditions are not too com­
plex, the simpler approximaLion (4) can perhaps be 
generated in only two-thirds of the time pel' profile, 
compared with the more elaborate four th order ap­
proximation given in (5). There are, hovrever, com­
pensating factors which make the high er approxima­
tion worth considering. Let us assunle we are dealing 
with a case where the "best" values of t.. are used in 
tbe approximation of order two and t.he one of order 
fo ul'. For the same h used in both cases, the number 
of lattice points is inversely proportional to t... Hence, 
we shall use only two-thirds the number of lattice 
point when the higher approximaLion is used . This 
"rould about compensate for the longer t ime it may 
take to generate each profile. TLere is, however, a 
gain in accuracy when the higher approximaLion is 
used . For the coeffi cient of h,4(o6U/OX6) in (9a), cor­
responding Lo Lhe simpler app roximation, is 1/540 
when t.. = 1. On the other hand, Lhe coefficient of Lhe 
corresponding term in Lhe higher approximation with 
t.. = t is only 0.000694 ; or less than three-eigh ths that 
of the simpler approximaLion. Fmthermore, in 
cases where the maximum permissible h is such that 
T4 ,m,n is already wiLhin Lhe required tolerance limit 
for all values of t.. , we may be able to take t.. = -§-, or 
close to it, when the higher approximation is used. 
Such a choice of t.. would cut the number of lattice 
points to t that required for the simpler approxima­
tion, with t.. = fJ-, and that might more than compen­
sate for the greater difficulty in generating v(x,t ) by 
the high er approximation. 

Let us now consider differen tial systems that be­
long to type II. Since, by hypothesis, the der'iva­
tives in the t-direction are negligible compared with 
those in the x-direction, (7b) shows that the leading 
term in T z .m,n is practically independent of t.. , and 
this term cannot be eliminated by any choice of A. 
H ence, it is reasonable to take the maximum admis­
sible t.. , or one close to it. Similarly, the leading 
term of T4 •m ,n is complex in structure, and th ere is 
no optimum t.. that stands out as sui table for all 
functions falling under this type. For a given prob­
lem, it may be possible to compu te estimates of the 
various terms that con tribute to the truncation elTOl'. 
Or if the problem involves a family of parameters, 
in the boundary condition, then available results for 
some members of the family may lead to an optimum 
choice of t.. and h for the remaining ones. 
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For equations falling under type II the higher 
approximation formula usually has distinct advan­
tages over the simpler one of order two. For in this 
case the truncation term is necessarily of a lower 
order of magnitude in the higher approximation 
formula than in the simpler one ; moreover , a larger 
mesh ratio , namely, -j, can be taken. Whenever the 
boundary conditions are such that the coding prob­
l em is manageable, the higher approximation formula 
is to be recommended. 

It might be well to remark that in some cases the 
solution may be an oscillating function of x but not 
of t. Such functions may fall under type II , and a 
Fourier approximation may actually be better than 
a finite difference approximation. However, there 
is no reason to expect that all , or even a good portion 
of functions belonging to t~Tpe II, can be most simply 
treated by Fourier approximations. A finite differ­
ence approximation such as (4) or (5) is often pre­
ferred, because of its simplicity, to other t)~pes of 
approximations (by Fourier series or perhaps "im­
plicit" difference approximations) . Our concern 
h ere, as stated before, is to study the dependence of 
the solution on the choice of A, after either (4) or (5) 
llas been selected as the approximation formula. 

4. Method of Improving the Solution from 
Two Difference Approximations 

The method to be explained below has been 
presented in [1]4 by Hartree and W'omersley, who 
ascribe the idea to L . F . Richardson [5]. In [1] the 
m ethod is applied to a somewhat different type of 
approxima tion - a mixed cliff erence- diff eren tial 
scheme, suitable for computation by a differential 
analyzer. The results will here be extended to 
difference approximations of any other. 

Let us suppose that values of Vm,n have been gen­
erated by an approximation formula, corresponding 
to a true solution U m,n, and let us assume that it is 
possible to write 

Um,n== U m,n-Vm,n 

where the functions OJ(x,t ,A) are independent of h. 
It can be shown that corresponding to a wide range 
-of boundary conditions the expression for IT m, n does 
assume the form (19) for both approximation 
formulas (4) and (5). 

Consider now' the case when V,n,n has been gen­
erated by the use of an interval hI in the x-direction 
and a mesh-ratio A. Let these values of Vm n be 
designated by vm,n(h I ). Now let another comj:mta­
tion be made, based on the same mesh ratio A, but 
at an interval h2 in x, where h2= ph I , O< p< l. These 
-values will be designated 5 by Vm, n(h2)' It is presumed 
that the same approximation formula will be used in 

, Figures in brackets indicate tbe literature references at the end of this paper. 
'In the subsequent discnssions we shall write v(h,), or .(hl,h,) to indicate 

~m,n(h2) or Vm.n(hl ,h2), when no ambiguity is like1y to arise. 
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both cases. Clearly, 

By hypothesis, we have from (19) 

(20) 

Similarly, remembering that h2= phl and that OJ is 
independent of h, 

Multiply (20) by p' and subtract from (21). This 
gives, after transposing some terms and dividing by 
(1- p'), 

, (1 - p 2) h,+20 + 
- p -1- - ' ,+2· .. 

- p 
(22) 

where 
V m, n(h2)- p' V m. n(h l ) 

1- p' . (23) 

We shall refer to the process defined in (23) as the 
"p'" correction. In [1] it is recommended that p be 
taken as t. This is a desirable choice for numerical 
work, since eyery other yalue in the x-direction at the 
smaller interval is available at the larger interval. 
Similarly, every fourth yalue in the t-direction will 
be available at both intervals. There are many ways 
of applying corrections of this type. One way, for 
example, is to generate four values in the t-direction 
at the finer interval, then generate the corresponding 
values at the larger interval; apply the p' correction 
to the last profile , and use these corrected yalues as 
initial data for generating the next profile. Such a 
use of the correction scheme would , of course, require 
interpolating for values of V(hI,h2) for every other 
value of x, since we can correct only for those points 
that are available at both intervals. The coding of 
this method would be complicated. The simplest 
way of using the correction scheme is to actually 
make two completely separate computations for all 
required values of n, and then to apply the COITeC­

tion process only to those functional values that are 
required. Often the last profile generated is of most 
interest, and in that case it may be enough to correct 
the values on the last computed profile only. 

The process furnishes a powerful check on the con­
vergence rate of the approximations, and since the 
work done at the larger interval is one-eighth that 
done at the smaller interval if p= t, the added labor 
is not too costly, when the two computations are 
carried separately. Moreover, the coding is the same 
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for both approximation schemes. For the special where 
case when 1'= 2 , (22) and (23) r educe to pC= l _ pT, (30) 

(} 7 ) p2h303 2} 40 + Um .n= Vm ,n .1,.2 - l + p - p I, 4 ... , 

where 

V1/!. ,,(1. 2) - p2v m. 11 (hi ) 
1 - p2 

(24) 

(25) 

The" p'" correction has been appl ied in the numerical 
examples given in section 5 with highly satisfactory 
r esul ts. In [1] HarLree and W ome1'sle,)' give sufficient 
conditions on the nature of the boundary fo r the 
method to be valid ; t he method can probably be 
used over a wider class of functions than those 
specified in [1] . 

l[ hi is s ufficiently small , v(/l-[, h2) will always be an 
improvement over u (h2 ) , since the truncation term 
is of lower order of magnitude in v(/h,h2) ' The 
question arises: how small must h be to insure that 
v(hl ,h2) shall be an improvement over U(h2) ? Let 
the truncation term, T T,m,n , now be identified by 
T T,m ,n(h), when associated with an interval h in the 
;r directions, and let 

(2 6) 

It is morc ellffLcult Lo get a good e timate of u than 
of T T,m ,n' Just as in sect ion 3, we shall , therefore, 
inqu ire under what conditions the inequalit~r 

will b e satisfied, A numerically smaller t runcation 
term will usually b e associated with a small er total 
enol'. For the approximation formulas consider ed 
h er e the truncation term is of the form 

a> 

T T, m,n(h2)= ~ p1> 1. 1> gv(x,t,u) . 
p =r 

:Moreovel', the condition following eq (13) guarantees 
that 

T T, m,n(h2 ) r::;;;, pThTgr(x,t ,u ). (28) 

But no similar s tatement was made about T T,m,n (hl ) , 

N ow from 
a> 

- ~pr( l - p1» hT+1' gr+p(X,t,u) 
T r, m, n(lh, h2) = --'1'---)=_1 __ ----;-_______ :-------

(1- pT) 

If wc can satisfy 

then from (27) and (30) it can be hown by summing 
the absolute valu es of the terms of T T,m ,n(hl ,h2) th at 
(2 7) issati fieel, Whenp = ! and 1' = 2, the condition 
(29) implies that pC= i, If p= ! and 1' = 4, then pC= H , 
or what is equivalent, successive terms of T r,m ,n at 
the larger interval are r equired to b e just smaller 
numerically than preceding terms, Under such con­
ditions v(h1 ,h2) will always be an improvcment over 
u(h2) , 

In the foregoing, it has been assumed that U""n can 
be computed exactly by the prescribed formula, and 
that all initial and boundary conditions are exact, 
This can seldom b e realized in practice, and there 
will be rounding eITors committed at every step of 
the computation, due to carrying a fixed number of 
decimals or significant figures in t he computations . 
The cumula t ive effect of such enol'S can perhaps be 
studied stati sLically, or upper bounds for enol'S of 
this type [2] can be fOllnd, In the numerical examples 
given in section 5, the cumulative round-off enol' 
,va very sm all , after 100 s teps in t. 

5 . Numerical Examples 

The problem selected for analysis was the following 
one: 

At t = O, U= (10x2 + x3+ 0.G4)J1 = A (x) ; 

at x = l , U= (11.64 + t) J1= B (t) , 

[ouJ = 0 ' f (x u)= - (3x+ 9.5 ) + (10,); + 1. 5x2),. 
Ox x-a " u u 3 

This parLicular form was chosen because it repre­
sents a case in which derivatives with respect to t 
are much smaller numerically than cOlTesponciing 
derivatives with respect to x, with which they are 
associa ted in trunca tion terms such as those of (7b). 
The differential system belongs to type II of section 
3. It is known that tbe exact solution to the problem 
IS 

The choice of a nonlinear form of the differential 
equation was delib erate. It was made in order to 
study the cumulative elTor in cases where a con­
siderable number of operations, that involve the 
approximate values of u, have to be performed at 
each s tep, 

The following five se ts of solutions were generated : 
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EXAMPLE 1. 

Formula: 

Vm,n+l = Vm,n+ )..02vm,n+ kjm,n ; vm,o=A(x) ; 

vs,n=B(t) ; sh = 1. 

V_ l,n= Vl,n +~3"3[~.n =Vl ,n-~' 
UX J X=O VO, n 

Parameters: h = O.05 = h2 ; k = O.00125; A= !. 
Range of t: 0 :::;t::;0.125. 
Number of lattice points : 20 X 100 = 2,OOO. 
Initial values and the computed values of Vn , n for the last profile are given in table 1. 

T A BLE 1. Solution of the dijJerence eq1wtion 

At t= O, V(X, O) = (10X2+X3+ 0 .64)!; At x= l , v( 1,t)= (l1.64+ t)t 

f (x,v) - (3X: 9.5) + ( 10X~31.5X2)2 ; t.. = ~, h2= 0.05 ; k = .00125 

u = -VlOx2 + x3 +t+0.64 

x v(x, O) 

v(x, t) 

O. 00 O. 8000000 0.8720400 
. 05 . 8155520 . 8864322 
. 10 .8608136 . 9285124 
.15 . 9318664 . 9950813 
.20 1. 0237187 L 0819105 

. 25 1. 1316470 L 1848335 

.30 1. 2517987 L 3003062 

.35 1. 3812585 L 4255420 

.40 1. 5178933 L 5584295 

. 45 L 6601581 L 6973964 

.50 1.8069311 L 8412718 

.55 L 9573898 L 9891819 

.60 2. ll09240 2. 1404665 

.65 2. 2670741 2. 2946235 

.70 2. 4254896 2. 4512642 

. 75 2. 5858993 2. 6100866 

.80 2. 7480902 2. 7708507 

.85 2.9118937 2. 9333664 

.90 3. 0771740 3. 0974789 

.95 3. 2438210 3. 2630627 

L 00 3.4117444 3. 4300145 

EXAMPLE 2. 
Formula: The same as in example 1. 
Parameters: h= 0.1 = h1 ; k = 0.005; A= t. 
Range of t: The same as in example 1. 
Number of lattice points: 10 X 25 = 250. 

At t= 0.125 

u(x, t) 

O. 8746427 
.8888897 
. 9305912 
. 9966819 

L 0830512 

L 1855905 
L 3007690 
L 4257892 
L 5585249 
L 6973876 

L 8411952 
L 9890638 
2. 1403270 
2.2944770 
2. 4511221 

2. 6099568 
2. 7707399 
2. 9332788 
3. 0974182 
3. 2630315 

3. 4300145 

u(x, t) - v(x, t) 

+ . 0026027 
+ .0024575 
+ .0020788 
+ . 0016006 
+ . 0011407 

+ . 0007570 
+ .0004628 
+ .0002472 
+ .0000954 
- .0000088 

- .0000766 
- . 000ll81 
- . 0001395 
- . 0001465 
- .0001421 

- . 0001298 
- . 0001108 
- . 0000876 
- .0000607 
- . 0000312 

0 

Initial values and the computed values of Vm,n for the last profile are given in table 2. 
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TABLE 2. Solution oj the difJerence equati on described in table 1 and values oj V(hl ,h2) 

Parameters : hl = O.l; k = 0.005 , X= ~. 

x v(x ,O) 

O. 0 
. 1 
. 2 
.3 
.4 

. 5 

.6 

. 7 

.8 

.9 

1.0 

EXAMPLE 3. 

O. 8000000 
. 8608136 

1. 0237187 
1. 2517987 
1. 5178933 

1. 8069311 
2.1109240 
2. 4254896 
2. 7'180902 
3. 0771740 

3. 4117444 

v (h2) gi ve n j n table l. 

v(x, t) 

O. 8638878 
.9221349 

1. 0784844 
1. 2989434 
1. 5581507 

1. 8'115191 
2. 1408939 
2. 4517066 
2.7711921 
3. 0976676 

3. 4300145 

u(X,t) 

O. 8746427 
. 9305912 

1. 0830512 
1. 3007690 
1. 5585249 

1. 8411952 
2. l'l03270 
2. 4511221 
2. 7707399 
3. 0974182 

3. 4300145 

Formula: The same as in example l. 
Parameters : h= 1/14; lc = 1/1176; A= i­
Range of t: The same as in example l. 
Number of lattice points: 14 X 147 = 2058. 

At t= 0.125 

u(x,t) - v(x, t) 

+ .0107549 
+ .0084563 
+ . 0045668 
+ .0018256 
+ .0003742 

- . 0003239 
- . 0005669 
- . 0005845 
- . 0004522 
- .0002494 

o 

P- ) 
- 2 ' 

O. 8747574 
.9306382 

1. 0830525 
1. 3007605 
1. 5585224 

1. 8411893 
2. 1403240 
2.4511167 
2.7701369 
3. 0974160 

Initial values and the comp uted values of Vm,n for th e last profile are given in Lable 3. 

, The formula for examples 1 to 3 comes from (4). 

I m 

0 
1 
2 

I 
3 
4 

5 
6 
7 
8 
9 

10 
11 
12 
13 
14 

TABL lc 3. Solution of the di.O·erence equation described in table 1 

Parameters : h= 1/ 14, k = 1/ 1176; X= 1/6, x = m.h. 

At t= 0.125 

v(x, O) 

I 
v(x, t) 11 (x,t) t,(x, t) - v(x, t) 

I 

O. 8000000 O. 869255', O. 8746428 I + .0053874 
. 8314955 . 8987549 .9035402 + . 0047853 
.9203245 .9824630 . 9858991 + . 0034361 

1. 0531018 1. 1087660 1. 1108660 + .0021000 
1. 2164087 1. 2656385 1. 2667479 + . 0011094 

1. 4003800 1. 4438567 1. 44432 13 + .0004646 
1. 5985781 1. 6371338 1. 6372086 + .0000748 
1. 8069311 1. 8413398 1. 8411953 - . 000l'l45 
2. 0228433 2. 0537601 2. 0535080 - .0002521 
2. 2446210 2. 2725815 2. 2722948 - . 0002867 

2, 4711277 2, 4965649 2,4962917 - . 0002732 
2. 7015788 2, 7248430 2, 7246151 - .0002279 
2. 9354176 2, 9567941 2, 9566326 - .0001615 
3. 1722397 3. 1919624 3. 1918811 - . 0000813 
3.4117444 3. 4300145 3. 4300 145 0 
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u(x,t) - V(hl,h2) 

- . 0001147 
- . 0000470 
- .0000013 
+ . 0000085 
+ . 0000025 

+ .0000059 
+ .0000030 
+ . 0000054 
+ .0000030 
+ . 0000022 

o 



EXAMPLE 4. 
Formula: 

m=1,2. 

It will be convenient to rewrite (32) in the following 
form: 

where 

Parameters: h = 0.0625; k = 0.0014 ; A= 0.3584. 
Range of t: 0 ~t~0.1288. 
Number of lattice points: 16 X 92 = 1472. 

Formula (32) is a modification of (5). It is ob­
tained by dropping the terms of (3) involving p ~2. 
However , the second derivative with respect to x is 

approximated by differences, including the fourth 
order. The resulting formula is almost as accurate 
as (5) for this problem, since derivatives with respect 
to t are very small numerically. In view of the fact 
that (5) was modified, it is necessary to examine (33) 
to determine the admissible range of A. It is clear 
from (33) that all the coefficients aq cannot be made 
positive by any choice of A; hence the stability cri­
teria given earlier do not apply. However, it has 
been shown in [2J that if there exists a positive num­
ber M , independent of J.' and t, such that the coeffi­
cients aq of (33) satisfy 

I p =2 I 
I p~2 aq exp (i qy) ~ exp (_My 2), for \y\ ~ 71" , 

(34) 

then the basic homogeneous differential equation,6 is 
stable. From that result we may then deduce the 
stability of (32) or (33). 

6 In [2] tbe theorrm' arPlies to a more general cnse. Similar results rel~ting to 
stab ility arc given in [4 . 

TABLE 4. Solution of the difference equation 

V- m.n = Vm ,n+ m3
3h3 [~tJ = vm, n-m3h3 

u X %- 0 VO .n 

f(x,v) defined in table 1. 

Parameters : h2= 0.0625; k = 0.0014;!}. = 0.3584. 

At t= 0.1288 

x v(x, O) 

V (x,/) I ll(X,t) u(x ,t) - vex,/) 
---------------

O. 0000 O. 8000000 O. 8767367 O. 8768124 + 0000757 
.0625 .8242006 .8988926 .8989475 + .0000545 
. 1250 .8934221 . 9627974 .9628100 + . 0000125 
.1875 . 9990767 1. 0615954 1. 0615804 - . 0000150 
.2500 1. 1316470 1. 1872134 1. 1871920 - . 0000214 

.3125 1. 2833862 1. 3326403 1. 3326211 - . 0000192 

.3750 1. 4487872 1. 4925905 1. 4925762 - .0000143 

.4375 1. 6241314 1. 6633207 1. 6633105 - 0000102 

.5000 1. 8069311 1. 8422337 1. 8422269 - .0000068 

. 5625 1. 9955052 2. 0275254 2. 0275206 - . 0000048 

.6250 2. 1886961 2. 2179277 2.2179247 - .0000030 

.6875 2. 3856893 2. 4125343 2. 4125324 - . 0000019 

.7500 2. 5858993 2. 6106854 2. 6106848 - . 0000006 

. 8125 2. 7888957 2. 8118924 2. 8118925 + . 0000001 

.8750 2. 9943567 3. 0157864 3. 0157871 + . 0000007 

. 9375 3. 2020364 3.2220847 3. 2220858 + . 0000011 
1. 0000 3.4117444 3. 4305684 3. 4305684 0 
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E XAMPLE 5. 

Formula : The ame as in example 4. 
Parameters : h1= 0.125; lc= 0.0056 ; A= 0.3584. 

-- ._--

Range of t: Th e same as in example 4. R es ults are g iven in table 5. 

TABI~E 5. S olu tion oj the difference equation described 'in table 4 

Parameter~: h,= 0 ,125; k = 0 .0056 ; h = 0.3584 

v(x , t, hi, h,) = V(hl , h,) = [v(h,) - p' (v(hl)) ]/ [1 - p4]; p= ~ 

v(h,) gi ve n in t abl e 4. 

:c v(x, O) 

v(x ,t) u(x,t) 
---

0 O. 8000000 O. 8753628 O. 8768124 
0. 125 . 8934221 . 9623470 . 9628099 
.250 1. 1316470 1. 1872934 1. 1871920 
. 3 75 1. 4487872 1.4926595 1. 4925762 
. 5 00 1. 80693 11 1. 8422296 1. 8422269 

. 6 25 2. 1886961 2. 2178929 2. 21 79247 
, 750 2. 5858993 2. 6106245 2. 6106847 
. 875 2. 9943567 3. 0157128 3. 01 57869 

1. 000 3.4117444 3. 4305684 3. 4305684 

In all th e above exampl es, Vm,n , U m. n, and U""n-Vm.n 

were generated. Fourth differ en ces were genera ted 
in all the examples, even where the comput ing for­
mula did not call for them , These four th differences 
were jotted down by the operator of th e carel pro­
grammed IB1/1 calculat or, and any lack of continuity 
in the differences was a waming that th e machine 
was not functioning properly, The operations were 
carried ou t with a board wired. to perform eight­
place multiplication. The calcul ations were carried 
to the full est poss ible accuracy', tha t is, to seven 
dccimal s in v"'. n and to eigh t decimals in some of the 
subsidiary compu tations for ( Vm.n+ l-Vm. n). This 
accuracy is fa r in excess of the truncation enol', for 
small values of x. 

A " l " cOl'l'ection was applied to the values of the 
I last avail able profile, as explained in section 4 , based 

on th e entries in examples 1 and 2. The r esults ar c 
I given in example 2 . Similarly , a p4 correc tion was 

appli ed to the last profile in examples 4 and 5; th e 
r es ul ts are given in example 5. 

5.1. Observations 

(a) The p' Correction Proce ss 

It is to b e no ted tha t in spi te of the fact that in the 
last profil e VO.n difi'el's from the true values by 0.0026 
in example 1 and by more than 0.01 in example 2, 
the v alu es of v(h" h2 ) r esulting from the p2 correc tion 
arc correc t to wi thin 0,00011 or b etter. It can be 
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A t t= 0,1288 

u(x ,t) - v(x ,t) V(hl ,h2) u(x, t) - V(hl,h2) 

---------

+ . 0014496 O. 8768282 - . 0000158 
+ . 0004629 . 9628274 - , 0000175 
- , 0001014 1. 1872081 - . 0000161 
- 0000833 1, 4925859 - .0000097 
- . 0000027 I. 8422340 - . 0000071 

+ . 0000318 2. 2179300 - . 0000053 
+ , 0000602 2. 6106895 - . 0000048 
+ , 0000741 3. 01 57913 - . 0000044 

0 0 
I 

verified from the tabulated entries that 

It follo\\'s that t o gain an accuracy compl))'able to 
that of v(h[, h2) withou t the " p2" correc tion , an in­
terval of h= O.Ol would be needed, and hen ce th e 
amount of work would be 125 times that used in 
example 1. 

The improvem en t due to th e " p4" correction in 
examples 4 and 5 is no t qui te so striking. However , 
even h ere there is considerable improvement for 
sm all values of x, and i t must be rem embered tha t 
th e formula used does include an h2 term in th e trun­
ca t ion e1'1'or, which is no t elimina ted by th e p4 cor­
r ection, al though th e elTOl' from this term is somewhat 
lessened , However, for x larger th an t , v(hz) in 
example 4 is closer to the tnLC v alu e than v(hl ,h2 ). 

An explanation foJ' th is ma:v eom e from th e following 
considera tions : Assume 

00 

u - v(h2)= ':8 p v+2h v+2Cp +Z. 
p ~ O 

then i t follows that 

(35) 

(36) 
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It is to be noticed that the terms involving h2 and h3 
are numerically smaller in (36) than in (35). How­
ever, the term involving h5 is somewhat larger, if 
p=t, and all subsequent terms will be larger. In 
fact , it can be readily verified that if a "pT" correc­
tion is applied, then compared with a term involving 
pV+Thv+TOp+T in (35), there is the corresponding term 
[- pT(l - pP) / (l-pT)hP+T Op+T in [U-V(hl,h2)], which is, 
of course, numerically larger; bu t usually the leading 
term after the elimination is smaller than the term 
eliminated, namely, hT pTOT' The" p4" approximation, 
as applied in examples 4 and 5, is rather unusual in 
that a very small term of order two is left. If all the 
terms of (35) are small numerically, it may happen 
that the combination of the leading terms in lu -
1J (lh ,h2)1 may be somewhat larger than in lu -v(h2)1. 
In such cases, however, the difference between V(hI,h2) 
and V(h2) will i tself be small ; hence, al though it may 
not be known which is the bettcr answer, it is to be 
expected that the order of magnitude of the error in 
1J(hI,h2) is not greater than Iv(h2 ) -v (lh,h2 ) I. 

(b) The Rounding Error 

The last place of u(x,t) is not guaranteed, hence we 
can judge the rounding error only to the extent that 
the sixth decimal place is affected. It is to be noticed 
that in example 4, which seems to be the most ac­
.curate, the difference Um.n-Vm,n is systematic as far 
as sign is concerned. This is evidence of the fact 
that no large rounding-off errol' accumulated, after 
100 steps in t, even though a nonlinear differential 
-equation was used, and a considerable number of 
arithmetic operations were performed at each step. 

(c) The Effect of Varying A 

Let us compare the error pattern in example 1, 
where }.= t, with that of example 3, where }.= t. 
In spite of the fact that somewhat more work was 
performed in generating values in example 3, the 
results are not as good-although the error in both 
examples is in the same decimal place; but th e error 
in example 3 is about twice as large. This, in fact, is 
precisely what was to be expected. For as observed 
in section 3, in cases coming under type II, where 
derivatives with respect to t are relatively small , the 
error is not appreciably affected by}.; hence, it is 
almost proportional to h2 • The ratio of the two values 
of h2 is (20/ 14)2~ 2 . 04 . The numerical illustration 
verifies the observation that }. = t is not necessarily 
the best mesh ratio for the formula given in (4). 
The boundary conditions and the form of f(x,t,u) 
determine the type that the differential system be­
longs to, and it is only after the problem is studied 
from this viewpoint that a sui table choice of }. can 
be made. 

In connection with example 3 corresponding to 
}. = t, it was not desirable to generate values at dou ble 
the interval in the x-direction, for purposes of apply­
ing a "p2" correction. For if the formula given in 
(4) were used to compute V _ I.!, we would get a nega­
tive valu e of (VO ,I -vo,o) . Even if the tr ue answer 
were not known, a knowledge of the more accurate 
values of Vm,n from the smaller value of h would warn 
us that a negative value of (VO,l-VO,O) is incorrect. 
It will be instructive to write down the differences 
of Vm ,0 (the known initial profile) at double the 
in terval used in example 3, and to use a value V-I,O 
computed from formula (4). The values of Vm ,o and 
some of the differences arc given below: 

h= l ; t= O. 
I 

In vm,o o2V o3V o'v I o5V 
--- ------ I 

- 1 O. 9166802 
0 .8000000 .2370047 - .0612450 1 .9203245 . 1757597 - .0284295 
2 1. 2164087 . 0860852 - . 0896745 + .0456851 + . 0741146 

3 1. 5985781 .0420958 - . 0439894 + . 0259128 
- 0197723 

4 2. 0228433 . 0240192 -. 0180766 

5 2.4711277 

The fourth differences are not numerically smaller 
than the third differences, and the first entry in the 
fifth-difference column is very much larger numcri­
·cally than the second one in the same column. Such 
a pattern is a warning that the in terval is too large. 

{d) The Effect of Using Q Higher·Order Approximation Formula 

Let us compare the results in examples 1 and 4. 
The coding for example 4 is somewhat more compli­
-eated than that for example 1, but since only 1,472 
lattice points were used in example 4 compared with 

I 

2,000 in example 1, the over-all amount of work is 
about the same in both cases. The resul t after 100 
steps shows that the higher approximation formula 
gives very mu ch better resul ts. To secure a maxi­
mum error of 0.00008 in Vm, n with the approximation 
used in example 1, it would have been necessary to ; 
use an interval h of about 0.009; hence 170 times the 
amount of work would have been necessary. How­
ever, if the p2 correction were appli.ed, the compara- , 
tive results would not be quite so unfavorable to the 
simpler approximation. Assuming that a p2 correc-
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tion were applied to two compu ta tions by the simpler 
approximation, and a p4 correction to results of the 
modified four th-order approximation, the latter 
would still give significan tly better resul ts- one 
addi tional decimal place, in fact . To secure com­
parable accuracy by the simpler approximation, i t 
would be necessary to mul tiply the amount of work 
by the fac tor 7 10. The conclusion is inescapable 
that the higher approximation is worth while, in 
cases where the boundary conditions do no t introduce 
singularities in the higher derivatives, n,ncl when the 
coding problem is manageable. 

The au thor acknowledges gra tefully the many 
eonstr uctive suggestions which were given by Dr. 
Frit z John during the progress of the study. 
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7. Appendix 

D];] F'I NI T[QN . We defin e z (m ,j1.i;n ,N ) to be a r egion in t he 
x, l-plane, whi ch co ntains t he region 

7 .1. 

(m - M )h ~x ~ (m + M )h; nk ~ l ~ (n+l\l) k . 

Expressions for Derivatives 8 in Terms 
Differences 

of 

( 37 ) 

0 6Um .n 1 ? [1 0 8Ux,.n 7h2 OIOUx"n h40 12u x" n ] 
25X6=h}i 06U m ,n- h- 42)X8-720 ()XiO+ 184800x , 2 ' 

(39 ) 

where t he poin ts (x;, nk) a re in Z (m ,3 ;n ,0), j = I ,2" . ,,6. 

7 'Ph is is on the assu mption t. hat after ihe p '! correction , the lead ing t.erm of 
O" m.n bas t he factor h3, Since the work is in versel y propor tional to h3 for t.he ~ame 
A, i m prov ing the entr ies b y a fac tor of j\{ ll1('ans doing Af t imes t h e amount of 
w ork . 

S Sec chapter VIT, reference [3], 

If h is suffi cienLly s mall , succe s ive t c rm of (37), (38), a nrl 
(39) are of a lower ord cr of magn it udc than p reced ing ones, 
a nd if terms in volving h in thc nUlll era tor a re d ropp d, then: 
the tr un caLio n errol' is of t hc ord er of magniLude of Lhc fir t 
tcrm neglected. 

7.2 . Relations Between Derivatives in the t- and 
x-Directions 

By di fl'ercntiati ng (I. ) wc can es tab lish : 

( 40} 

(41 ), 

(42) 

( 43 ) 

In the above, P 31 a nd P 32 are fun ctio ns of x a nd I , vVhere not 
otherwise specifi ed , t hey wi ll be unders tood to corrcspo nd to­
x = mh, l= nk. If j (x, l,ll ) in vo lves u, t he derivat ivcs of j may 
in volve various derivatives of 1. wi th res pect to x , It will be­
co nvenient in t his section to change t he notation in t rod uced 
p revious ly, a nd to defin e j. = oj/ox, with l,u held fi xed ; jt = 
Of/ol, wi t hx, U held fi xed; j. = Oj/01., with x, l held fi xed wit h sim­
ilar defini t io ns for j x.t,fx,u, e tc. T hese de rivatives will usually 
be r eq ui red at x = O a nd l= nk ; hence eva luatio n of t he deriva­
t ives at (O,nlc) will be im plied un le s other wisc specifi ed , or­
rcad ily unders tood fro m t he co ntcxt of t he a na lysiR. 

7 .3 . The Boundary Conditions at x= O for the 
Examples in Section 5 

Since u - m,o has not been defi ned by t he differcntia l system, 
the exp ression (47) must be modifi ed when m = O, 0 1' what is. 
equi valent to i t , U - I ,n mu st be defin ed . Sim il a rl y 1/ - I ,n and 
1l- 2,n must be defin ed for (5) and (32) . Consider t hc co ncli-· 
t ion (OllO,n/OX) = O. It implies 

O PUo,,, = 0 > 2 
olv-lox ' p - . 

Now from (41) and (44) 

H ence 
03UO'''"=_j oxa x· 

Similarly, from (6.23) and (6,30) 

where 

( 44 ) 

( 45 , 

If j involves u , P31 will involve 0 21l/ 0 X2. An expl icit' ex-· 
p ression for P3l in terms of partia l deri vatives wi ll therefore 
be useful. It is gi ven be low. 

( 46 ) 
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where 

Using (45) the Maclaurin series around (0, nk) yields 

If we set m = 1, 2 and use (46), we can obtain a2PUO ,n/ ax2p to 
an accuracy comparable to approximations used over the 
rest of the region, The same results are obtained if we use 
(48) , to solve for U- l,n and U- 2,n (if the latter is needed) . 
This artificial extension of the region to negative values of 
m is convenient for numerical treatment, and is justifiable 
wherever (48) exists and the required derivatives are bounded. 
Thus we can write 

If h is sufficiently small, and terms involving powers of 
h5+P,p~0 are neglected in (49) , the truncation error for 
u- m,n is of order h5• Thus T, .o,n, defined in (7a), has a 
term in h3• 

The third term on the right-hand side of (49) was also 
dropped in example 4, since its magnitude would have 
affected only the fifth decimal place at any point. This 
term could have been obtained, if desired, by using (46) 
and (37) , and then setting m = 1 and m = 2 in (49), to obtain 
three linear equations for the unknowns U- l ,U- 2, and h5a 5u /ax 5• 

7 .4. The Boundary Condition a t the Terminal 
Points (xa, t) 

The difference equation defined in (4) needs no special 
treatment for the boundary conditions at X a, where a= 8m, 

since (8 - 1,n) is the last lattice point at which Vm ,n is gen­
erated, and 5'V.- l ,n is fully defined. However, when the 
fourth order approximation is used, as in (5), an expression 
is required for V. + l ,n , or for 52u ., n' Since u (xa,t) = B (t) and 
all its derivatives in the t-direction are assumed to be known , 
the differential eq (1) can be used to obtain the second 
partial derivative in the x-direction, in terms of au/at and 
f(x,u ) . The relations between derivatives and differences can 
then be used to obtain 52u. ,n. In examples 4 and 5, the 
fourth difference in the x-direction was essentially zero at 
Xa; hence the last fourth difference was replaced by 54u . _ l , n. 

Los ANGELES, CALIFORNIA, September 18, 1951. 
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