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On the Derivation and Accuracy of Certain Formulas for 
Sample Sizes and Operating Characteristics of 

Nonsequential Sampling Procedures l 

Uttam Chand 2 

Formulas are given that are needed for t he computation of number of observat ionR a nd 
operatillg characteristics of sin gle sample acceptance sampling procedures based on tests of 
statistical hypotheses. Some of the same result s may be obtained by reference to existing 
tables and curves located in widely scattered places. The hypot lleses co nsidered concern 
the means alld standard deviations of ce rtain populations (that is, binomial, Poisson , normal) 
where t he test is made against a o ne-sided alternative. The comparison of t wo means or 
t wo variances as well as the test of a sin gle mean or variance is disc ussed . The accuracy 
of the formulas is considered, and where approximations are involved , the resu lts are com­
pared with ex isting ta ble5. 

This paper develops and considers the qu estion of 
the accuracy of certain formulas needed for the 
numt:>er of observations and operating characteristics 
of smgle-sample acceptance-sampling procedures 
based on statistical testsofhypothcses. For purposes 
of completeness the paper also contains formulas 
that arc already known. 

1. Introduction 
It is now common knowledge among users of 

modern staLisLical tools that the characteristics of a 
sampling plan must be specified in terms of the risks 
of rej ecting good material (Type I errol' : producer'S 
risk ) and accepting poor material (Type II error: 
consumer's risk ). The problem of determining a 
sample size for a given probability of Type I error, 
which will minimize the probability of Type II error, 
has been considered by several authors, in particular 
[1 to 4].3 Th is problem belongs to the category of 
that broad class of problems in the fi eld of planned 
experimentation in which one is asked to provide 
adequate replication to detect treatment differences 
with desired amount of protection against taking 
wrong decisions. If for a certain sample size it is 
impossible to reduce simul taneously to small propor­
tions the risks of two kinds it will be helpful to know 
this in advance. 

Answers to most of the questions raised in this 
paper can be obtained from the existing published 
tables and curves. The effectiveness of these 
formulas in relation to assumptions and approxima­
tions that have been made in their derivation also 
has a theoretical interest. We shall restrict ourselves 
to the consideration of certain parametric hypo­
theses concerning means and standard deviations of 
certain populations, mainly against one-sided al ter­
natives. 

2 . Preliminaries and Notation 
In the ensuing sections HI denotes the null 

hypothesis, H2 anyone of a set of alternaLive hypo-
1 Revision of a paper written durin g the summ er of 1947 when tho author wa~ 

a guest worker at the Na tional Bureau of Standards. 'l ' ho manuscript was 
actually revised while the author wa s tcachin g at Boston University . 

2 Present address, c/o P . V. SukhaLm c, Indial] Cou ncil of Agri cul t ural R e· 
search, New Delbi, Indi a. 

a F igures ill brackcts indicate the literature references at the en d of t bis paper. 

theses, a Lhe probability of rejecting the null hypo­
thesis H I when true, and (3 the probability of 
accepting III when some alternative hypoLhesis, H 2, 

is true . In connect ion with the hypotheses concern­
ing the means of certain populations in which the 
standard deviations are fun ctionally related to the 
means and consequently unspecified, the reader will 
at once recognize that the acceptance-rejection 
criterion A u sed for a statistic T is not Lhe best in 
the sense of the likelihood ratio test [5]. This 
difficul ty, however, can be avoided by transformation 
of the original variables and has been indicated in the 
appropriate sections. In co nnection with the two­
sample problem the formulas assume equal sample 
sizes. These formulas can obviously be extended to 
cases in which it is desired to take unequal sample 
sizes of NI and N2 that are assumed in advance to be 
functionally related. 

3. A Gener al Formula Concerning Sample 
Size and Region of Rejection 

Let x= x(N) be a normally distributed variable 
with mean f-ll and standard deviation (sd) tTl = 

f(f-lI)F(N) under HI and with mean f-l2 and sd tT2= 

f(f-l 2) F(N) under H 2 (iJ.2> iJ. I) , where F(N) is a certain 
function of the sample size N and is independent 
of tT . We assume x> A as the cri tical region and 
obtain 

and 

where K, is the standardized normal deviate exceeded 
with probability f and actually 

A-iJ.1 
j(iJ.2)F(N)= K a (1) 

(2) 

Solving (1) and (2) for F (N) and A we obtain 
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F (N) K aj(: I) ~ ~td(Jl 2) 
A K aJl d( Jl I) + K~Jld(Jl 2), 

K aj (Jl I) + K td(Jl 2) 
which may also be written as 

1 

(3) 

(4) 

(5) 

(6) 

for la ter convenience in cert ain simplifications. ' iV e 
no te in passing that in particular cases of applica tIOn 
j(Jl ) will either be a function of Jl (d . binomial and 
Poi sson), or it will no t depend on jJ. , in which case it 
will be a certain function of the population sd u 
(d . normal) 01' a pure number (d. transformed 
binomial and Poisson). 

4 . Tests Relating to the Parameter of the 
Binomial Distribution 

4 .1. Single Binomial 

Consider a random sample of N items drawn from 
an infinite population in which a proportion P of the 
i tems possesses a definite attribute B and let p be 
th e fraction of th e items possessing B in th e sample. 
Then E (p )=P and u(p) = .JP( I -P) / .JN. Our 
hypotheses are H j:P = P I and H 2:P = P 2(P 2> P I). 
Using the normal approximation for the binomial 
v ariable p, (3) and (4) imply 

N ~ (K~.JP2( I - P2)+Ka ,iPj( I - PI ))2 (7) 
- P2- P j 

A~K~Pj.JP2(1 -P2)+KaP2.JPl ( I -Pj) 
- Ka.JPj( I -PI)+K~ .,/Pz(1 -P2) 

(8) 

While (7) determines directly the sample size that 
will (approximately) guaran tee a specified a and (3, 
this may also be looked upon as providing the values 
of th e probability of accep ting H I for differen t values 
of P for given Z".T ii,nd u . F or example (7) yields . . 

K~ ""'" .IN(P2- P I) - K a.,JPI(I - P I). (9) 
.,J P2(l - Pz) 

The inverse sine tr ansforma tion 8= 2 sin- I .,Jp 
where 8 is m easured in radians [161 avoids th e diffi­
culty of th e dependence of th e standard deviation of 
of p on unknown P , since 8 is approximately normally 
distribu ted about 2 sin- I .JJ? with sd u ( 8)~.J( I /N) . 
In terms of th e transform ed quantities we obtain 

I ( I'C+K~ )2 
N ~4 sin - I , /P 2- sin- 1 .,JP 1 (1 0) 

A~2 (K~ sin- Iff, + K a sin - I.,J~) 
- Ka+K~ 

(11) 

~ 
K~~ 2 .,IN (sin- I .J P 2-sin- 1 .,JP1) - K " . (12) 

W e have derived (7) and (10) to illustrate the use 
of the results given in section 3. The compari son 
of the two formulas raises ques tions of quite a com­
plicated nature. We have so far no t found any 
convenient yardstick with which to compare th eir 
accuracy. In th e ligh t of the fact that th e critical 
r egion 8> A (11) has certain theoretical advantages 
against p > A (8) there is the tempta tion to recom­
m end (10). As the following example will indicate 
(a= .05 , P 1= 0.1 and P 2= 0.2) th e recommendation 
has nothing to do wi th th e relative magnitude of 
the values of N given by (7) and (10). 

(3= 
I 

o. 20 
I 

0. 10 
I 

0.05 O. 01 

(7) 68. 9 101. 2 132. 6 202. 8 
- --- --- - --- - --------

(10) 76. 8 106.3 134.4 195.8 

4 .2 . Comparison of Two Binomials 

Consider two binomial processes with P and P * 
as the values of true proportions and let p and p * 
be the observed proportions in a sample of N from 
each process. W e have h ere H 1: P* - P = 0 and 
H 2 :P *- P > 0. The test function X = p* - p under 
H I has an unspecified variance V (X) = 2[P(l - P )]/N, 
where P is the common (unspecified) valu e of P and 
P * under HI . Under H 2 we have V(X) = P(I - P )/ 
N + [P*( I - P *) ]IN, wher e P*-P= ~>O say, with 
the value of ~ specified but no t the values of P * and 
P. Weare then faced with th e problem of com­
paring two means having unspecifi ed and unequal 
variances under H I and I-£2. 

The only satisfactory solu tion to th e problem of 
the comparison of two binomial means- see [4 , 
chap ter 7] - is usually given in terms of the trans­
formed variables (section 4.1). Under the inverse 
sine transforma tion sin- I .,Jp* - sin- I .JP is approxi­
mately normally distributed (except when N is very 
small or th e P 's are close to ° or 1) with m ean sin- I 

? - sin- I .,JJ? and variance (1/2N) . W e now use 
resul ts of section 3 and ob tain 

N~l ( Ka+K~ _)2. (13) 
- 2 sin-I , lp * - sin -1 .,JP 

A~ K " (14) 
- .,./2N 

K~~ .,/2N (sin- 1 , JP *-sin-I.,JJ?) - K a. (15 ) 

5. Tests Relating to the Parameter of the 
Poisson Distribution 

5.1. Single Poisson 

L et x deno te th e m ean of a random sample of size 
N from a Poisson population with parameter m. 
Let H j: m = ml and H z: m = mz (m2>m l). To apply 
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the results of Sec tion 3 we assume normality for x 
with mean m and variance miN and obtain 

(1 6) 

(17) 

(I S) 

vVe notice that under both H I and H2 the variance 
of x is known given N but differ s for H I and H 2• 

If we make use of the well known square-root trans­
formation r171 , the variance of th e transformed 
variate is approxima tely independent of th e unknown 
mean and is approximately equal to 1/4N . W e now 
obtain 

and 

N~ l. ( Ka +K~ ) 2 
- 4 . .,fm2- .. / m l 

A~Ka ..,r:m:;+Knlm l 
- Ka+K~ 

(19) 

(20) 

[{~~ 2 {N( ..,im 2- .;m;) -[{a. (21 ) 

For example for m l = 3.0 , m2= 4.0, a= .05, 1'= .10, 
formulas (16) and (1 9) yield N = 29.3 and N = 29 .S, 
Tespectively. This is just an illus tration; otherwise 
r emarks m ade in connection with the single binomial 
in the last paragraph of section 4.1 apply here as 
well. 

5 .2 . Comparison of Two Poissons 

Let M and 1v[* be the parameters of two Poisson 
populations. L et H I: M~ = 11* and H 2:M < }';[*, 
e. g . .v }.;[* - ~ M = ." > 0. Consider two ind ependent 
random samples of size N dl'aw'n one from eae-h of 
the two populations. L et x and x* be the corres­
ponding sample m eans. W e may r egard the quan­
tity .vx* - ..,t''X as approximately normally distributed 
with mean m = ..,/ M * - ~ M and variance 1/2N and 
consequently obtain 

and 

N=l ( K a + [{{3 )2 
2 .... 'M * - ..,! }.;[ 

(22) 

(23) 

[{8~ ./ 2N(.v 1111* - .fM) - [{a. (24) 

6. Tests Concerning the Mean of the Normal 
Population 

6.1. Single Mean Test (cr known) 

L et x denote the m ean of a random sample of N 
observations from a normal popula tion (J.I. , cr2). W e 
shall assume tha t cr is kn o\\'n from pas t experien ce. 

Our hypotheses are H I: J.I. = J.l.l and H2: J.I. = J.l.2 (J.l.2> J.l.I ) ' 
Set J.l.2- J.l.1 = L!;. cr. The test fUD ction x is normally 
distribu ted with m ean J.I. and sel cr/ ..,IN. Using 
results of Section 3 we obtain 

N=(Ka~K{3y (25) 

(26) 

and 

(2 7) 

6.2. Comparison Of Two Normal Means (cr's known) 

Let Xl, Xz be the sample means of two independent 
random samples of equal size N drawn one from each 
of the two normal populations 71'1 (J.l.l , crD , 1i"z(J.l. 2, crD 
r espectively . We assume both cri and cr~ to be known 
from pas t experience. Our hypotheses arc H I: J.l.l = J.l.2 
and H 2 : J.l. l < J.l.2· The test fun ction X2-Xl is normally 
dis tributed [(J.l.Z- J.l. l) , (cri+ crD/NJ and, therefore, we 
obtain 

and 

wher e 

and 

A 

d 

K a(J.l. 2- J.l.l ) 
[{a + [{~ 

N= 2 (Ka~K~)2 

A K aC J.l. 2- J.l. l) 
Ka+J{~ 

K {3 = L!;. -J~ -K a. 

6.3. Single Mean Test (cr unknown) 

(2S) 

(2 9) 

(30) 

(3 1) 

(32) 

(33) 

For notation see sec tion 6.l. In this case the well 
known Student's statistic t= N( x - J.l. l) /s where 
S2 is the unbiased estimate of ([2, is used to accept or 
rejec t H I' Tables for determining th e sample size 
for detec ting a given value of L!;. with preassigned ex 
and I' are given in [1] and operating characteristic 
curves for the same are given in [2] . To ob tain a 
convenient formula for the sample size we proceed 
as follows: 

Con s id e r P { t ~ k }=P { [ (x - J.l.) - (ksNN) J> O } 
where lc is a certain cons tant . The quantity Z = 
(x - J.l.1 ) - (ks/ {N) consists of two parts : (x - J.l.1 ) is 
normally distributed (0, cr2/N ) under H l , and 
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(112- 111 , u2/N) under H 2; and for fixed N, ks/ .JN is 
a constant multiple of s where s is approximately 
normally distributed (Clu, C2uj.J2(N- l) ) and CI 

and C2 are certain constants less than 1.4 It will 
be assumed for the purpose of this discussion that 
both Ot and C2 are equal to unity. The dual nature 
of these assumed approximations to the distribution 
of s should be noted. Therefore, 

For Z > A as the critical region we obtain (see sec­
tion 3) 

Eliminating A from the above two equa tions we get 

(34) 

where ~ has been previously defined (section 6.1). 
This is a quadratic in N and could be solved for N 
if k were Imown. ,!{ e now determine k from the 
consideration that A is to be independent of u . 
After simplification we obtain 

A = u (~Ka ~) 
Ka + K fJ , IN 

The right-hand side will be independent of u if 
and only if the quantity in parentheses vanishes. 

For small val ues of N, Ct, and C, take the follow ing values : 

N C, C, 
- - -----

2 0.798 0.852 
3 .886 . 927 
4 . 921 . 954 
5 . 940 . 965 

10 .973 .985 
25 . 990 .995 

Therefore, 

(35) 

whence A = O and is not only independent of u but 
actually takes the originally intended value in the 
inequality P(Z> O). Substituting . this value of k 
in (34) we finally obtain 

(36) 

where 

and 

Similarly 

K {J=- K o+ .J:- l (N2_N(1+~!)y/2 (3 7) 

If we replace N - 1 by N, the above two foemulas 
reduce to somewhat simpler expressions of the form 

(36a) 

(37a) 

For any given ~ , a , and (3, values of N from (36 ) 
are compared with the Neyman-Tokarska 5 Tables 
[1] are given in table 1. These values will be found 
to be approximately the same. 

As pointed out in the previous paragraph (34) 
was obtained under the assumption that k is un­
known. The classical procedure employs k = ta (n ) 
where n = N - 1.5 Therefore if the probability points 
of t are not available, (35) furnishes an approxima­
tion to such points tao We have considered the ac­
curacy of such k points in relation to ta in terms of 
P[t> x]= a(x) . Values of ta, k , aCta), and a(k) are 
given in tables 2ft and 2b for different N's and for 
different a and (3. Strictly speaking aCta) == a, but 
w:h,en tao to only three decimals is used, aCta) may 
dIffer slightly from a as shown in tables 2a and 2b. 

'We notice that k values are in general conservative 
ta estimators and that the values of a(k) are con­
sistently greater than the corresponding value of 
aCta) . In this sense a user of our formulas is likely 
to declare sligh tly too many significant results. 
The danger, if it can be so called, is not very great, 
but it is still there. 

The qu estion is asked: is it possible to eliminate 
this "danger" and still utilize formula (3 6) for N? 
It should be noticed that we can not u tilize the 
available percentage points of t in the derivation of 
(36). However, (34) can still be solved for N as-

' Neyman·Tokarska's p is equal to our t!. -.IN. Since the stand ard table of 
probability points of t , [I S] table 4, gives the two-tail probability paints o[ t, our 
t.(n) corresponds to the entry gi ven there [or 2a and n degrees o[ freedom . 
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TABL1, 1. Compa1'1'sons among di.lJerent methods Jor obtaining necessary sample size.s 

[Sin gle sa mpl one·sicled mean test] 

1
' ____ ~---------------------~-------a=-.-05------------~--------------------

{3 = .2O /l = .I 0 (3 =.05 

t> 

N- T & j~~~_ N - T ~~1~---':25) N - '1' (36) (38) (25) 

2 33 -1244425443 
I 8 1 8 8 6 10 10 10 9 12 12 12 11 

. 5 26 26 26 25 36 36 36 34 45 45 45 43 

. 25 100 100 I 100 99 139 138 138 137 175 175 175 173 
. 125 398 397 397 I 39G I 550 550 550 548 694 694 694 693 

a =.OI 

t> {3 = .I 0 (3 = .05 /l =. 01 
-----

2 6 6 7 3 7 7 7 4 8 8 9 5 
1 16 16 16 13 19 19 19 16 24 24 25 22 

.5 55 55 55 52 66 66 66 C>3 89 89 89 87 
. 25 211 21 I 211 20 255 255 255 252 349 349 3'19 346 

.125 837 836 836 833 1012 1012 1012 1009 1388 1388 1388 1388 

a "l'.r_'1HJ refers to values obtai ned either directl y or b y interpolat ion from Neyman and Tokarska Tables [t). Values un der 11(25)" arc [Of' u known and are in · 
eluded here fo r purposes of comparison with the other three for u unknown . For a. rola tion between the com parison of sample sizes for u known and unkn ow n sec 
section 6.5. 

TABLE 2a. " Compa?'i~on of the accuracy oj the di fferent 
percentage points of t and k values for the same Ie. 

a =. 05 

N oy nlan and Tok arska '"Phis paper 

N t . a (I.) N k a(k) 

-----

{3 = .50 _____ { 
3 2. 920 0.05000 3 3.338 0. 04958 
4 2.353 . 05000 4 2. 11 0 . 062iO 

12 l. 796 . 05003 12 l. 753 . 05370 

f3 =.2O ---- { 
3 2. 920 . 05000 3 2.458 . 06659 
8 l. 895 . 04996 8 I. 840 . 054 12 

26 1. 708 . 05012 26 1. 691 . 05163 

{3 =.10 _____ { 4 2.353 . 05000 4 2. 235 . 05575 
10 1. 833 . 04999 10 l. 783 . 05414 

{3 = .05 _____ { 5 2. 132 . 0'1995 4 2. ll 0 . 06270 
12 1. 796 . 05003 12 1. 753 . 05370 

f3 =.OL ___ { 6 2.0 15 .05003 6 1. 959 . 05370 
17 l. 746 . 04995 17 l. 71 8 . 05250 

• Values of P (I> k) =a(k) a nd P(t> t.) = a (t.) for N~ 21 were obtai ned by 
interpolat ion in "S tudent's" T able 1 [6J and for 22~."'S; 3 l by interpola tion in 
Table XX V of [7J . 

suming k to be known, say equal to t",(n) , resulting in 

N 
(a + 1)+ -,j (a - l )2+ 2at; (n) 

2a 
(38) 

Values of N from (38) corresponding to different 
ta(n), c:" a and {3 a re also given in table 1. Since the 
valu es of N as given by (36), (38 ) and th e Neyman­
Tokarska T ables arc approximately th e same, it is 
recommended that (38) be used in conjunction with 
th e t-tables. This will save the labor of calculating 
k valu es. 

Since any symmetri c two-sided test may be re­
garded as a combination of two one-sided tests, 
values of Nand k may be obLained from th e cor­
responding single-tailed formul as by su bs titu ting 
K a /2forI·Candt",/2fol' ta , in whi ch caso the "(3" de­
du ced from th e resulting valu o of K /l will over-estimate 

T A:BT_E 2b." Compa1'ison of the accumcy oj the different 
percentage p01:nls of t and k va l'ues Jor the same Ie. 

a =.OI 

Neyman and ~ro ka l'ska 'rhis pape r 

N t . a (t .) N k ", (k) 

---- ----

p =.50 ____ { 
4 4. 5·1l 0. 00997 5 4.371 0.00594 
8 2.998 . 01003 8 2.9 12 . 01130 

24 2.500 .0 1250 24 2. 473 . 01322 

f3 =. 2O _____ { 5 3.747 .01000 (i 3.53\ .00833 
13 2.681 . 01002 13 2.644 . 01070 

f3 = .l L ___ { 6 3.365 . 00996 G 3.277 .01099 
lG 2.602 .00996 16 2.571 . 0106'1 

{3 = .05 ____ { 7 3.143 .01003 7 3. 120 .01033 
19 2.552 . 00974 19 2.528 .O l043 

f3 =.OL ____ { 8 2. 998 . 01003 8 2. 912 . 011 30 
24 2.500 .01250 24 2.473 .01322 

• Values of P (t> k)=a (k) a nd P (t> t.)=a (t.) for N< 21 were obtai ned by 
ill ter polat iOil in " Student's" Tab le I [5J and for 22<N<: 31 by interpolation in 
Ta ble XXV of [7J. - -

th e true value of {3, th e probability of accepting HI 
when il2- il l = c:'U , by the amount 1 - {3' wh ere {3' is 
given by (3 7) or (37a) wi th Lhe term in c:, taken 
with a negative sign. Valu es of N ob tained from 
[8] and [9] and from th e formulas (36) and (38 ) of th is 
pap er are giv en in table 3. Th e corresponding two­
tailed values of t and k are also given in table 3. 

6.4. Comparison of Two Means: (common u un­
known) 

For notation refer to section 6.2. Consider two 
samples of equal s ize N. Our hypoth eses are H j : 

ill = f.1.2; H 2: il l < f.1.2. Let 8 2 denote th e unbiased esti­
mate of the common variance u 2 • The statistic 

t= X2/ ~1 which und er HI has "Studen t's" t-distribu-

8-y N 
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TABLE 3.· Comparisons among different methods fo r obtaining necessary sample sizes 

[Two-sided single mean te"t : <T unknown] 

a=.05 

fi =.30 /l =. 20 

d 

I I I I I 
T abu- (36) (38) 1. /2 k Tabu- I ( ) (3S) t . /2 k lated ~-~ ------------

2 4 4 4 3. 182 3. 190 4 4 5 3. 182 2.949 
I 8 8 8 2. 365 2. 280 10 10 10 2. 262 2. 210 

. 5 2i 27 27 2. 056 2. 038 33 33 33 2. 037 2. 021 
. 25 101 101 101 1. 982 l. 979 128 128 128 1. 97i 1. 975 

. 125 397 397 397 1. 966 l. 965 504 504 504 1. 904 1. 964 

a= .OI 

I 

2 6 6 6 4. 032 4. 184 6 7 7 4. 032 3.933 
I 13 13 13 3. 055 3.019 15 15 15 2. 977 2. 941 

. 5 42 42 42 2.701 2. 687 50 50 50 2.680 2. 668 
. 25 157 157 157 2. 607 2. 604 190 190 190 2. 601 2. 599 

. 125 618 618 618 2. 584 2. 583 751 751 751 2. 583 2. 582 

• "Tabulated " values were obtained from [8] and [9] and t. /2 indicates the two-tailed a value of t. See footnote .j. 

tion with 2 (N - 1) d .o.f . is used to accept or rej ect H I' 

Consider P(t~kl)= p(X2- x' - kl~'fv s>0)where 
we assume k, to b e a certain unknown constant. L et 

We assume that s is approximately normally dis­
tribu ted with mean u and sd , ul .v4(N- l). There­
fore :0 is approxima tely normally dis tribu ted wi th 

r" 
E(Z IH 2)= J.L2- J.LI - kl-VN u 

u(Z) = rr~ ~T+ 2N(';J - 1) 

where rr(Z) denotes the standard deviation of Z. 
Proceeding as in section 3.3 we obtain 

/ 2 k~ 
-V N+2N(N - l ) 

(39) 

and 

A (40) 

If we assume k, = ta(n) where ta is the one-sided 
a-point of t for n = 2 (N- l ) d.o.f the equa tion (39) 
yields 

N 
a + 2 + .v(a-2)2+ 2at~(n) 

2a 
(41) 

where a has been defined in section 6.3. The reason 
for such an illogical assumption about the Imowl­
edge of ta(n) before actually N is determined has 
been indicated in the previous section. If k, is un-
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known we determine k, from the consideration t,jmt 
A is to be independent of u . The relation (40) 
yields 

(42) 

We substitute this value of kl in (39) and obtain 

(43) 

where a has been prf'viollsly defined (section 6.3) and 

For determining the operating characteristic we 
similarly obtain 

We give in table 4 values of N as obtained from 
(43) and Tables of Neyman 6 and Tokarska [1] . 
Wllile (42 ) provides approximate values of the per-

TABLE 4. Comparisons among different methods fOl' obtaining 
necessm'Y sample sizes N· 

['1"' wo means one-~ided test; common q UJlknoWl1: A=2] 

a=.05 a=.OI 

Neyman-Tokarska Neyman-rrokarska 
(43) (43) 

/l = .50 2 2 4 4 
/l = .20 4 4 6 7 
/l = .10 5 5 8 8 
/l = .05 6 6 9 9 
/l= .01 8 9 12 12 

• N is the size of one of the two equa l samples. 

, For tbis part icular case p as defined in [1] is equal to d.J~. 
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centage points 01 t for 2 (N - J ) d.o. f, Lhe formula (43 ) 
may be used advantageously by uLilizing Lhe avail­
able percenta,ge points of t as acceptance-r e.i ection 
criteria. Formulas obtain ed here fOT single-Lai led 
comparisons can also b e used for a two-lailed test 
by substituting appropriate Lwo-ta iled valu e of the 
quantities involyed. If lhe two pop ulations hav e 
unequal variances and their ratio is known we s till 
can construct a test funct ion similar to t and use the 
above formu las. (For the structure of the test 
function see [10].) 

6 .5. Comparison of Sample Sizes for Known and 
Unknown cr 

It n eed hard ly b e emphasized that in situations in 
which large sample sizes are requ ir ed , th e normal 
test (sec t ions 6. 1 and 6.2) and t-test (sections 6.3 
and 6.4 ) will both yield approximately th e same N 
(see for exampl e table 1). To d etermin e th e rela­
tions b etwee n tIl e two, let N ", be th e numb er of 
observations r eq uired wh en cr is known a nd N, th e 
correspondi ng numb er wh en (J is no t known. After 
some simpli fi. cat ion the fonow ing asymptotic rela­
t ions between N ", and N, are obtained. For the 
single-mean test , (25) and (36a) y ield 

( 45) 

and for th e t ll-o- means test, (31) and (43 ) .\rield 

( 46) 

7. Tests Concerning Varian ces of Normal 
Populo tions 

T ests r ela t ing to population variances fall into two 
well defined categories. In one case we assume tha t 
the variabi lit.v of a cer tain prod uct is known and i t 
is desired to fi.nd out wh eth er a n ew product is more 
variable than this. In the other case we are asked 
to choose b etwee n two products on the basis of th eir 
variabili tv which is unknown, I'Ve discuss these 
situations in th e following sections. 

7 .1 Single Va riance Tes t 

Co nsider a random sample of size N (= n + 1) from 
a normal population (m, (J2). L et 82 b e the unbiased 
sample estimate of cr2 • Our hypotheses arc HI: 
cr2= cr~ andH2: (J2= AcrW\ > 1) . For a given level of 
significance a. jf x2= n82/(J5> X!, we reject H I and 
conclude that (J2> cr~ . 

L et A(a,(3,nf denole the value of a 2/a~ for which 
th e probabili t.\' of the decision cr2=a5 equals (3 wh en 
th e tes t is conci ucted at th e a level of significance 
with n d.o.f. It can be sh own [2], [4] tha t th e proba­
bili ty error of the second kind is exactly (3 if A(a,(3,n)= 
x!(n) / xi -~ ( n )). II we a re testing H I: (J2= (J5 against 
H 2 : cr2= Acr~ (A< 1) we h ave A ( a,(3,n)=xi - a / x~ . 

7 Our A(a,{3 ,n) is equivalent to p(a,{3 ,n ) of 141. 

Curves fOl" th e operating ch aracteristics of such 
testing procedu res are given in [2] and [4] . Eisenhar t 
[4] has also given extensive tables for A(a,(3,n). 

The problem of determining a direct rela tion 
between large n and any given set of values of A, a, (3 
was first considered b." Wall is [1 , foot note of p . 
278]. Assuming normali ty of 8 (see section 6.3) and 
applying th e r es ults of Sectio n 3 we obtain 

n=~ (Ka+K~.j):.) 2 
2 .y A- 1 

A = "/Xcro(K'i' K p) 

K a+.JAKf3 

A(a, (3, n) = (Ka+ .J2n)2 
,,/2n-Kp 

(4 7) 

(48) 

(49) 

T o compare the accuracy of th is formula with the 
Tables [4] cons id er t he following situation: if a deci­
sion cr = cro is a serious error from the practical view­
point when (J = 1.500 cro and it is desired to keep the 
risk of such an error b elow .05 when the test is co n­
ducted at the 5-percent level of significance, how 
many d.o.f. will be n eeded for ,27 The formula (47) 
gives n = 33.8 and from [4] we find t ha t 34 d .o.!'. are 
n eeded . Table 5 presents the calculated values of 
n from (47) and table 6 presents the calculated 
values of A f rom (49) . For a comparative discussion 
on the use of these formulas in relation to others see 
next sec tion . 

7.2. An Alternative Formula for the Single Variance 
Test Based on the Distribution of Log S 8 

As pointed out by B a rtlett and K endall [11] the 
distribu tion of log 8 2 depends on crt only through t he 
term cr2 in its expected value. Consequently the 
choice of the critical region based on the distribution 
of log 8 in place of 8 has obvioLis advantages. In this 
sec tion we explore the possibility of using some 
formul as based on the distribution of log 8 . 

The cllmulant function K (f) of log 8 is g iven [11] 
by 

T it ( n) , (n+it) . . (n) h·(t)= 2 Jog cr 2 - log "2 + log 1 ~ - log r "2 

which yields the following expressions for th e ftrst 
two cumLllants 

d 
where 'i./ (x) = dx log r ex). The r es ults of Section 3 

8 A II logari th ill S are to the base« .-
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applied to log s yields 

K2(n) = ( log ~ )2 
Ka+K~ 

(5 0) 

A K(j log lT o+ K a log ·.,!>: lTo+l('-li(!!:)_1 .!!:) 
K a+ K(j . 2 2 og2 

(51) 

(52) 

These formulas assume no other approximation 
except that of normality and in that sense may be 
regarded as exact relative to (47), which assumes 
dual type of approximation for the distribution of s 
(see section 6.3). While th e accuracy of (50) and 
(52) does no t depend upon t he accuracy wi th which 
we estimate KI , i t docs depend upon the compli-

cated expression '-Ii' (~)- For a given a, {3, and}.. the 

only way in which we can u t ilize (50) for finding 
the necessary sample size is to approximate the 

TABLE 5a. Comparison of the sample sizes (n = N - 1) f 01' the 
single variance test 

a=.05 

(3 =.05 (3 = .10 

A 

(47) (53) Tabu· (47) (53) I T a bu · la ted lated 
------

2 46. 0 46. 1 46.4 34. 9 36. 7 

I 
36. 0 

2.5 26.7 26.8 26. 6 20. 0 21. 4 20.5 
3 18.8 18.9 18.8 13. 9 15. 2 14. 5 
3.5 14.7 14. 8 14. 6 10. 8 11.9 

I 
11.1 

TABLE 5b. Comparison of the sample sizes (n = N - 1) f or the 
single variance test 

<> =.01 

(3 =. 01 (3 =.05 

A 
(47) I (53) I Ta bu · (47) (53) Tabu-

lated lated 
------

2 91. 9 91.1 i 91. 4 63. 1 66. 6 64. 3 
2.5 53.4 52.6 

I 
53. 1 35.9 38. 6 37. 2 

3 37. 7 36.9 37.6 25. 0 27. 1 25.6 
3.5 29.4 28.6 28 . 7 19. 3 21. 1 19.8 

asymptotic expansion of '-Ii' (~) [12]. 

As a first approximation if we set K2~ 1 / [2(n-l)] 
we obtain 

n= 1+ 2 (Ka + K(3 ) 2 
log }.. 

log }.. = ~n 2 1 (Ka+ K (3) . 

(53) 

(54) 

In tables 5a and 5b values of n from [4], and values 
calculated from (47) and (53) for differen t valu es 
of a , {3, and t.. are compared. In table 6 we give 
values of }.. (a, (3 , n) to reemphasize the nature of 
approximations based on the distribution of sand 
log s. In this connection for the application of (52 ) 
values of K2(n) were taken from [11] . 

It appears that for the customary values of the 
probabilities of errors of the two kinds a = {3 = .05 
and a = {3=.Ol , formulas (47) and (53) provide very 
good approximations to n for sm all sample sizes. 
If th e percentage poin ts of the x2-distribution are 
available, (47) is preferable because it is easier to 
compu te n from (47) than from (53). Even for such 
a small value as n= 5, (47 ) errs on the safe side ill 
this sense that it gives (at least for a = (3 ) a sample 
size which will be always sufficien t to detect this 
difference . The formula (53) also shar es t his prop­
erty with (47) . In the absence of the p ercentage 
points of the x2-distribution it perhaps ought to be 
emphasized that on comparison of the critical regions 
for s and log s (d. (48) and (51)) there is no t much 
basis for choice. The choice of the critical region 
based on the distribution of log s has certain theo­
retical advantages, bu t the computation of the cri ti­
cal region is somewhat more complicated sinee it 
involves the approximation of '-li (n /2) . 

The effectiveness of formulas (47) and (53) varies 
when a and {3 are not equaL It appears (see table 
5 and table 6) that for {3 > a it is safer to use (53) 
because it is always likely to err on the safe side in 
the sense of the previous paragraph. However, if 
(3< a it appears that it is safer to use (47) because 
(53) is likely to give a value of n, which will actually 
be less than the necessary sample size. 

7 .3 . Comparison of Two Population Variances 

Let lT~ and lT~ denote the variances of th e two 
normal populations and let si and s~ be their inde-

TAB L E 6. Comparison of the tabulated and calculated values of A (a, (3, n) 

a=.05 

(3 =.25 (3 =.05 (3 = .01 

n 
I Tabula ted (49) (52) (54) (49) (52) (54) Tabula ted (49) (52) (54) T a bulated 

5 3. 734 5. 0i3 5. 155 'I. 139 10.037 10.01 10.239 9. 664 33.065 16. 14 16.5ii 19.9i 2 
10 2. 595 2. 977 2. 984 2.717 4.681 4. 700 4.7J5 4.646 8. 126 6. 476 6.501 7. 156 
J5 2. 199 2. 401 2. 403 2. 265 3.454 3.463 3.468 3. 442 5. 109 4. 4i9 4. 487 4. 780 
20 1. 990 2. 122 2. 122 2.033 2.900 2.906 2. 907 2.895 3.9i 3 3. 625 3.627 3.802 
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pendent sample estimates based on 1h and n 2 d.oJ . 
respectively. Our hypo t heses arc III: (J"~= (J"~ and 
H2 : (J"i> (J"~ . The statistic F'= S7/1:i~ is u eel Lo acce pt 
or r eject H I. For a given level of significan ce a, 
if ]i ~Fa we accept H I and accept 1I2 when F > Fa. 
Let 4> deno te the true value of (J"i/ (J"~ . It has been 
shown in [2] and [4] that the probability of an error 
of th e second kind will be exactly {3 if 

(55) 

The operating characteristics (4), (3) for one-sided 
alternatives have been given in [2] and [4]. We shall 
develop here certain approximate formulas fo)" 4> 
in terms of a, (3, nl , and n 2' 

By taking one-half the logarithm of (55) we obtain 

(56) 

where Za denotes the a-probabili ty point of Fish m"s 
z-distribution. For purposes of approximation, (56) 
has decided advantage over (55) in that it enables 
us to make better usc of th e Cornish-Fisher approxi­
mation [13] since the z-distribu tion approaches 
norm.ality relatively faster than the F-distribution. 
We shall employ the following approximations [14] 
for the cumulants of z: 

Let Z I and Z2 denote the mathematical ex­
pectation of z und er H I and H 2, respectively. 
Consequently we have 

1(1 1) 1 Z2 C::: - - - - + - log 4> 
2 n2 nl 2 

] (1 1) V( z) "' - - +-
2 nl n 2 

By applying the results of section 3 to z , it is found 
that 

( 1 1) (log 4> )2 
2 ~+ n 2 = Ka + K/3 ' (57) 

which may be rewritten as 

log 4> (58) 

t here resul ts 

2 (_1_+_1_)_(~ 4> )2 (59) 
nl - 1 n 2- 1 - IC + K /3 

Directly applying to (56) th e Cornish-Fisher ap­
proximation r131 for the percentage points of the 
z-distribution in conjunction with Cochran's ;\-cor­
r ections [15], we obtain (58) and th e following two 
expressions for log 4>: 

wh ere ;\, is given by 

E 

;\ , 
.75 
.5758 

.50 

.5000 
.25 
. 5758 

.05 

.9509 
. 01 

1.4020 

Formulas (58), (59), and (60) ar c not changed when 
n[ and n2 arc inter changed . Formulas (60) and (6]) 
ar e identical when either a = {3 or nl = n 2, 0]" both. 

T A B L E 7 A. · Comparison of the calculated (.formula 61 ) and 
tabulated VallieS of cp (a , f3, 111 , 112) 

I. ' a=.05, /3 =.05 

'" " 5 10 15 20 30 60 ["" '" I 
-~-------------------

5 { 26. 3 12 15.674 13. 0R2 II. 918 10.844 9. 839 
25. 51 15. 75 13.40 12.36 I I. 3H 10.49 

JO { 15. 674 8. 910 7. 240 6. 486 5. 7 7 5. 130 
15. 75 8. 870 7.237 6. 513 5.844 5.223 

15 { 13. 082 7. 240 5. 787 5. 130 4.5 16 3. 937 
13.40 7,237 5.777 5. 128 4. 527 3.967 

20 { II. 918 6. 486 5. 130 4.51(; 3. ~37 3.390 
12,36 6.513 5, 128 4.512 3. 939 3.402 

30 { 10.844 5. 787 4.516 3.937 3.390 2.866 
I I. 39 5.84,1 4.527 3.939 3.389 2.869 

60 { 9 839 5.130 3. 937 3. 390 2. 866 2. 355 
10.49 5.223 3. 967 3.402 2.869 2.35,1 

• Figures in bold face t ype arc taken from [4]. 

T A B L E 7B,· Comparison of calcu Z(tted (fo rmula 61) and 
tabu lated values oj <p (a, f3, n1, n2) 

a =.OI , /l = .01 

" ,,71., 
5 10 15 20 30 GO 71., " --~ ------------------

5 { 135.047 57. 720 43. 294 37. 428 32.304 27. 81 6 
120.3 56.65 44.29 39. 19 34.69 30.72 

10 { 57. 720 23. 893 17. 434 14 . 791 12. 474 ]0. 436 
56.65 23.51 17.35 14.84 12.65 10.74 

15 { 43. 294 17. 434 12. 474 10.436 8. 650 7. 082 
44.29 17.34 12.4 1 10.4 1 8. 67!! 7.168 

20 { 37. 428 14 . 791 10. 4:36 8.650 7. 082 5.697 
39. 19 14 . 84 10.4 1 8.630 7.082 5.731 

30 { 32. 304 12. 474 

I 

8. 650 7. 082 5. 697 4.471 
34.69 12.65 8.679 7. 682 5.693 4. 479 

60 { 27.8 16 10.436 7. 082 5. 697 4. 471 3. 372 
30.72 10.7<1 7. 168 5.7:H 4.479 3.372 

• F igures in bold Cace type a re taken Crom [4J. 
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TABLE 7c. Comparison of calculated (formula 61 ) and 
tabulated values oj If' (a, (3, nl, nz) 

a= .05, fJ= .25 

""- I I 
""-n, 5 10 15 20 30 60 n, ""-

""- ---------------
5 { 9.742 7.37 1 6.674 6. 338 6.012 5.693 

9.569 7.507 6.900 6.609 6.327 6.052 

10 { 6.345 4.632 4.112 3.837 3.607 3. 359 
6.285 4.620 4.123 3.882 3.646 3.614 

15 { 5.464 3. 192 3.432 3. 195 2.959 2.722 
5.469 3.902 3.428 3.197 2.969 2.741 

20 { 5.061 3.578 3.116 2.886 2.655 2.421 
5.102 3.577 3.113 2.885 2.658 2.429 

30 { 4. 682 3.264 2.815 2.590 2.361 2. 125 

I 
4.759 3.273 2.815 2.589 2. 361 2.127 

60 { 4.325 2.964 2.526 2.303 2. 072 1. 828 
4. 439 2.987 2. 533 2.306 2.073 1.828 

TAB],' 8. Values of <p (a, (3, n1, n 2) Jrom log '1' = 

(IC + f(~) -J2 (nl~l + nz~l) 

r= a= .05, /l =.05 1"---::::-:---,------,-----,.....------;---,------------;-
,~~ 5 10 15 20 30 60 

-~ -------------------
5 

10 
15 
20 
30 
60 

5 
10 
15 
20 
30 
60 

5 
10 
15 
20 
30 
60 

26.83 
16.37 
13.98 
12.93 
II. 96 
11.06 

104.9 
52. 15 
41. 70 
37.33 
33.43 
29.95 

10 . .17 
7.178 
6.421 
6.076 
5.752 
5. 44 5 

16.37 
8.963 
7.299 
6.570 
5.901 
5. 284 

52. 15 
22.24 
16.63 
14.33 
12.31 
10.53 

7.178 
4.694 
4.06\ 
3. 771 
3. 496 
3. 234 

13.98 

U6~ II 5. 148 
4.545 
3. 987 

a = .O I , /l=.0 1 

41. 70 
16.63 
12. 02 
10.1 5 
8.511 
7.072 

a=.05, fJ = .25 

6.421 
4.061 
3. 455 
3. 175 
2.908 
2. 651 

12. 93 
6.570 
5.148 
4. 524 
3. 948 
3. 393 

37.33 
14.33 
10.15 
8. 455 
6.973 
5.673 

6.076 
3. 771 
3.175 
2.898 
2.633 
2.376 

11. 96 
5.901 
4.545 
3.948 
3. 393 
2. 872 

33. 43 
12.3 1 
8.511 
6.973 
5.629 
4. 447 

5. 752 
3.496 
2.908 
2.633 
2.366 
2. 104 

n . 06 
5.284 
3.987 
3.4 12 
2.872 
2.355 

29. 95 
10. 53 
7.072 
5.673 
4.447 
3.358 

5. 445 
3.234 
2. 651 
2.376 
2. 104 
1.829 

It appears on the basis of several computations 
(not given here) that formula (58) is likely to give 
values of ¢ that are much lower than its tabulated 
values r41, and consequently the sample sizes given 
by it will fall below the mmunum desired. For 
a = {3 formula (61), then equivalent to (60), gIves 
values of ¢ which are much clo er to its tabulated 
values (table 7) . This is also true of (61 ) for {3> a. 
If in additioll to a= {3, nl = n2= n, then from (60) 

(62) 

We have not found any formula which will give 
an approximately coned answer foT' degrees of 
freedom as small as, say, n] = n2 = 5. The question 
of finding appropriate sample sizes for nl ~n2 cannot 
ordinarily be an wered without the help of tables. 

In such a situation, however, the experimentalist 
has no choice in the determination of n] and n2. If 
it is decided in advance to maintain a certain ratio 
between nl and n2 (this appears to be more often 
the case in practice) a formula would be more 
practical to use than the existing tables. Since 
formula (6 1) seems to be very complicated to use, 
we recommend the use of (59). Values of ¢ as given 
by this formula are given in table 8. It appears 
that for a = (3 = .05, formula (59) will always give 
sufficient sample sizes; but for a = {3 =.Ol , it will 
give values slightly less than actually needed. 

This paper could not have been written without 
the constant encouragement of Churchill Eisenhart. 
The author acl,nowledges with pleasLlre the help 
given by Lola S. D eming and Celia S. :Mal'tin for 
doing the enormOLlS computations. Thanks are also 
clue to Elizabeth Shuhany of the Statistical Labora­
tory, Boston University, for some compu tational help . 
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9. Appendix. Tabular summary of single-sampling formulas for testing hypotheses 

Form of populati on I 
III 112 Cri terion for rejecting III Formula. for determining l\r F ormula for deter mining [{~ null hypothesis alternative hypothesis 

Single bi nomial , mean P P =P, 0> 2 
/(~ sin -" ~ + K as in-' .,j P2) I( /(a+ /(a )2 [(~ =2{N(sin-' .,jP,-sin-' ,/~) - Ka Sample mean p P = P t K a+K# l\.T=-

(P,>P ,) 4 sin-' , I P ,- sin-' ,{p, 
where 8= 2 si n- I l p 

Two binomials, means 11'> K . \ ](a+ l(~ y P and P* P = P' P < P' H- K~= .,j2N(sin-' -'[p*-sin-' .,jP) - /(a Sample means p and p * .,j2N 2 sin-l .vP. - sin-I, 1p 

Single Poisso n, mean 'In 
where 8' =sin- I ,1p*-sin-1 -/p 

Sam ple mean i 'Iii = Uti 
m= 7n2 

K a ·,im2+ K~ ,rm;, 1\-- ! ( Ka+K~ y K a=2.,jN( Fn,- .,jm, ) - K a (m,>' '',) 
.Ji> /(a+K~ - 4 ,rm;- {m. 

Two Poissons, means 1'( 
~ [{a 1( Ka+K~ )2 and ;\1* l'I= Al * j\;[<,1[' K a= ,fiN( .,j M *-."fM) - K a Sample means x and x' # - ,1£> fiN N =-

'\ 2LV 2 ·,iM *- , 11\1 
J.1. = J.LI P. = P 2 

N = ( Ka~Ka) 2 Single normal, mean J.1. 0" 2= 0' 5 (",>",) _ I ( a J.1.2 + I { fj J.Ll K~= t:. ·{N-Ka 
x> K .+ f(d (known) O' '!= O' ~ (known) 

J.L 1= J1. 2 IJ. 1< Jl z _ _ K a(" 2-"I ) _ (Ka+K~) 2 ].(fJ=-/lJ d - / ( a '1'wo nor lll als, means II I C1 ~ ~ q~ a ~¢u r I,_x,> J<'a+ J<'a 1\ ~ ---
and J.Lz d 

(both known) (both know n) 

'rWD normals, means J.l. l 
Jl l = JlZ ,u j<J.Lz 

_ _ 1(a(" 2-1', ) N= < f{a~ 1(a y K~= t:.-J~- Ka 
and }.Lz 

q2= C1i= C1 ~ u2= <1~= (T ~ 
I,_X,> Ka+K~ 

(known) (known) 
(1- 1'1 )-k :~>o. 1\-= b+ .,jb' -4a , or 

Single normal , m ean 1-'; , N 2a 
variance (12 

1(. t:. , 1N t:. r (K')r s2= esLi mate of q 2 tJ. = /J. , j.l. = Jl 2 
wllcre a+ l+ , I(a-I )'+2at 1(~ =-=l H '-H I+~ -Ka 

(unknown) (",>1',) k=--- N = .,jN-I 2 
A-a+K~ 2a 

(i,-i,)- k ,-J~8>O, lV= 
b,+ , lb:-8a 

or 2a 
, 

'1'wo normals, means J-LI 
[ H( /( ~ )y and Jl z # 1=1'2 ",<I', where -IN K at:. N 

a+2+ .,j(a-2)'+ 2al&(n) 1(~ = t:. ~ 1 _ __ 0._ - K 
k l = 2' 1(a+ I( 8 2a 

2 4(H- I) a 

Sjnglc normal. variance 
,/~ " , (J(a+ /(~) n= ;Y - l = ! ( 1(a+K~..r;.y ( K a+,I2n) 2 ,,' <12=0" 6 0" '1= ). 0"2 

s2= cs ti mate of (12 (X> l) , 8> K a+ , Ix 1(a 2 , 'X-l X(o., p, n) = - __ ---
.,j2n- K a 

K 8 10g " o+ ](a log .,j~ '" ( "y log 8> K p+ K a 
log-

do do "2(n)= --"-'- 2 ,1J(~(7t) (K a+ K fJ) 
do \ en) n ) 

](a+K~ A(o., p ,n)= e -
+2 '" 2" - log2" 

( 1(a+K~) 2 
do do do n= I+ 2 ~ 

log A= -J 2 ( Ka+K~) do n- l 
Two normals, variances log </>= ( K a+ K a) ur and O' ~ 

O"i= C1 ~ log ~>~_~+~ log </> [ ( l l )y s~ and s~=estimates ofu l qi> C1 ~ X 2 -+-
and qi si nz n l K a+ K fj 

nl- l n z-l 

(Ka K a ) log </>= 2 -=+--= 
do do do do .,jh- Aa .,j h -A~ 

(Ka K 8 ) 
log </> =2 -v' h- Aa + .,jh-Xa 

do do do do le I) , , +- --- -- K o. -K 8 
3 n, n, 

N otes 

,u 2-,u , 
t:. =--", 

J.1. Z- }l 1 
d=--= 

'/C1 i+ O" ~ 

J.L Z- J.L 1 
t:. =- ,,-

a = ( J(a~ 1(~y 
( !( ') b=l +a 1+-i' 

a = ( J(a~ 1(~y 
( K'; ) b,= 2+ a 1+-4 

n= N - l 
0" 

A=-
0" 0 

0" .p=---;} 
u2 

h= 2n1nz 
n, + n 
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