Immersion Coefficient for the Marine Optical Buoy (MOBY) Radiance Collectors
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The immersion coefficient accounts for the difference in responsivity for a radiometer placed in the air versus water or another medium. In this study, the immersion coefficients for the radiance collectors on the Marine Optical Buoy (MOBY) were modeled and measured. The experiment showed that the immersion coefficient for the MOBY radiance collectors agreed with a simple model using only the index of refraction for water and fused silica. With the results of this experiment, we estimate that the uncertainty in the current value of the immersion coefficient used in the MOBY project is 0.05 % (k = 1).
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1. Introduction

The immersion coefficient, \( I_f \), is the correction that must be applied to optical radiometers when used in a medium other than the one used for calibration, which is typically air. This factor corrects the calibration coefficient to account for the difference between the instrument operating in air and in water or some other medium. For radiance sensors, the subject of this paper, this immersion coefficient takes into account the differences between the transmission coefficient of the window-medium interface (air or water) and the refractive effects at this interface. The classic solution to this, derived by Austin [1] and reviewed by Mueller and Austin [2], is to use the ratio of the Fresnel coefficients at the interface, along with the square of the index of refraction of the medium, which simplifies to:

\[
I_f = \frac{n_w (n_w + n_g)^2}{(1 + n_g)^2},
\]  
(1)
assuming that the light rays will be hitting the glass window at close to normal incidence, and that the index of refraction of air is 1. Here, and later in the manuscript, we use the term “glass” (denoted by subscript “g”) in a generic sense to represent any window material. In Eq. (1), \( n_w \) and \( n_g \) are the indices of refraction of water and the glass window, respectively. However, when more complicated optics are used in the system, this value can deviate from this relationship slightly [3] or, as with domed windows, strongly [4]. It is therefore important to experimentally verify that Eq. (1) works for each class or design of radiance sensor [5].

The Marine Optical Buoy (MOBY) [6, 7] is an optical system that has been used for vicarious calibration of virtually every polar-orbiting ocean color sensor since it became operational in 1997 [8-11]. MOBY is moored off the island of Lanai, Hawaii, and has been making measurements of the in-water upwelling radiance, in-water downwelling irradiance, and downwelling surface irradiance almost continuously since this time. Because the fundamental purpose is as a source of vicarious calibration data, there has been a continuous effort to keep the highest possible accuracy in the radiometric data. This includes both a continuous program of improvement of the system and calibration, and understanding and evaluating the measurement uncertainties of the system. While the radiometric uncertainties, and some of the environmentally caused uncertainties, of this system have been described, see Ref. [12], a more recent effort has been to fully document the measurement operation and uncertainties. Using Eq. (1) and the index of refraction for pure water at 30 °C [13, 14] and a fused silica window [15], \( I_f = 1.72 \) at 490 nm, which shows that the \( I_f \) corrections are large and must be known with a low uncertainty. As part of the uncertainty effort, an experiment with pure water was performed to validate the immersion coefficient currently used for the MOBY radiance sensors. This paper will describe the MOBY radiance collectors and the results of the experiment to measure the immersion coefficient for this collector.

2. Experiment Description

The MOBY system uses a single optical fiber (1 mm core diameter, silica/silica, high OH, and solarization-resistant) to transmit light sequentially from each collector to the measuring spectrometers. For the radiance collector, ambient light goes through a 6.47 mm thick fused silica window, is reflected from an aluminum mirror at 45°, and then is focused with an f/2, symmetric convex, 50 mm focal length synthetic fused silica lens onto the collection fiber. The window and the lens have a 22.5 mm clear aperture diameter.

A schematic of the radiance collector is shown in Fig. 1. The fused silica window is coated with a single layer MgF₂ antireflectance coating on the inside surface, the mirror has a protective SiO₂ overcoat, and both sides of the lens have a broadband antireflectance coating with maximum reflectance between 400 nm and 700 nm of 2.25 %. The fiber tip is placed approximately 1.1 mm in front of the back focal point of the lens, which reduces the effects of inhomogeneities on the front face of the fibers. The full angle field of view of the system in air is 1.73°, reinforcing that the optical rays are normally incident. Recently, with the August 2016 deployment of MOBY261, a wedged quartz depolarizer (DPU-25-A, Thorlabs, Newton, NJ)¹ was added to the optical train between the mirror and the external window; it is 0.711 mm behind the window. The 7.35 mm thick depolarizer has a broadband antireflectance coating from 350 nm to 700 nm.

¹Certain commercial equipment, instruments, or materials are identified in this paper to foster understanding. Such identification does not imply recommendation or endorsement by the National Institute of Standards and Technology, nor does it imply that the materials or equipment identified are necessarily the best available for the purpose.
In the immersion experiment, the collector was arranged facing upwards towards a flat field extended source, approximately 50 cm by 50 cm square (Spike-a™ Flat Fielder, All-Pro Software, Fitchburg, WI), placed 35 cm from the front surface of the radiance collector. The MOBY collection system as tested was used without the antifouling tube or the depolarizer. There is a lip around the window that is approximately 20 mm above the window (see Fig. 2). Measurements were done with the space above the radiance collector window dry, and then pure water (high performance liquid chromatography [HPLC] grade Chemical Abstracts Service [CAS] number 7732-18-5, Baxter Burdick & Jackson, Cat. 365-4) was added to cover the window. Pure water was used in the experiment because the scattering and absorption coefficients are well known, and the tests would be repeatable [16-18]. Various volumes of water, between 2 mL and 13 mL, were added, and the resulting water depth was calculated. Finally, an additional measurement was done with the window dry. Values of the water depth ranged from 3 mm to 20 mm. With such small volumes of water, the ultrapurified water was used and discarded after each trial. At each step, measurements were made with the MOBY optical system in a sequence of one dark, five light, and one dark.

Fig. 1. Schematic of the fiber-coupled radiance collector used at three fixed depths on MOBY.

Fig. 2. Photograph of the MOBY radiance collector, which was used without the antifoulant tube, during the setup of the immersion experiment. The shell of the buoy arm is to the left, and the monitor photodiode is to the right.
An unfiltered, thermoelectric temperature-controlled silicon photodiode (Gigahertz-Optik, Türkenfeld, Germany, TD-1101-1) was used to monitor the Spike-a™ Flat Fielder during the MOBY experiments (seen to the right in Fig. 2). The panel was allowed to warm up for 1 h before MOBY measurements began. Three repeats were done, each taking about 1 h to perform and consisting of 4 to 12 different depths, and lasting between 17 min and 34 min. The net signals were corrected for temperature sensitivity in the MOBY spectrographs, termed the Marine Optical System (MOS), and the spectrally integrated drift in the Spike-a™ Flat Fielder source as determined by the monitor photodiode. These corrected dry-before and dry-after measurements indicate a spectral dependence that we attribute to the Spike-a™ Flat Fielder source, with maximum values of 0.98 % at 450 nm, 0.83 % at 500 nm, 0.41 % at 600 nm, and negligible change at 700 nm. These differences were treated as linear drift at each wavelength during the set of depths and used to correct the results to the time of measurement for each water depth.

The experimental uncertainty consists of the measurement uncertainty and the uncertainty due to the temperature and drift corrections. For each water depth, the MOS signal-to-noise ratios were greater than 100:1 between 425 nm and 725 nm, and these values were used to determine the measurement uncertainty. The MOS temperature changed by about 0.15 °C in 33 min, the thermal correction required was less than 0.08 % in the net signal, and we assumed an uncertainty of 0.08 % for this factor. The photodiode measured drift was between −0.01 % and 0.06 % over each series, with an uncertainty in this correction between 0.008 % and 0.013 %. The uncertainty in the dry-before and dry-after correction was determined using the maximum observed change and a uniform distribution. The combined experimental standard uncertainty for each measured signal ratio \( S_{\text{wet}} / S_{\text{dry}} \) [see Eq. (10) below], is 0.52 % at 450 nm, 0.59 % at 500 nm, 0.30 % at 600 nm, and 0.58 % at 700 nm.

Because the light source stayed in the air, above the surface of the water, and because the layer of water was very thin, this experiment did not directly result in the immersion coefficient. We can model the interreflections such that if our model agrees with the experiment, we can expect our model of the immersion coefficient to be correct for the MOBY radiance collector. Figure 3 illustrates the light paths in the experiment. For simplicity, we have separated the light paths of the air/water/glass/air system into three parts, illustrating the transmittance of the water layer, the reflection of light back into the glass due to the water layer, and the transmittance of the glass layer. In Fig. 3 and the equations that follow, \( T_x \) is the internal transmission through the \( x \) layer, \( t_{xy} \) and \( r_{xy} \) are the transmission and reflection at the \( x-y \) interface, and \( T_{xyz} \) is the transmission through the \( y \) medium when surrounded by medium \( x \) and medium \( z \).

The water and glass layers, because they are thin, can have interreflections inside these layers. Following Ref. [19] in the water layer, the amount of light transmitted through the water layer, for incoherent light, is given by

\[
T_{awg} = t_{aw} T_w t_{wg} \left[ 1 + r_{wg} T^2_w r_{wa} + \left( r_{wg} T^2_w r_{wa} \right)^2 + \ldots \right].
\]  

The terms in the series are much smaller than unity, and the series converges quickly, so \( T_{awg} \) can be expressed exactly as [20]

\[
T_{awg} = \frac{t_{aw} T_w t_{wg}}{1 - r_{wg} T^2_w r_{wa}}.
\]  

These factors depend on wavelength, which has not been shown explicitly. Application of the Fresnel equations at normal incidence gives the transmittance and reflectance as a function of index of refraction:

\[
r_{xy} = \left( \frac{n_x - n_y}{n_x + n_y} \right)^2 \quad \text{and} \quad t_{xy} = 1 - r_{xy}
\]

[21]. If light is reflected upwards into this water layer from the glass layer below, the reflectance back to the glass layer is:

\[
R_{gwa} = t_{gw} T_w r_{wa} T_{wg} t_{gw} \left[ 1 + r_{wg} T^2_w r_{wa} + \left( r_{wg} T^2_w r_{wa} \right)^2 + \ldots \right]
\]  
or
Fig. 3. Illustration of light paths in the experiment, showing the different interreflections that can occur in each layer. This diagram is not to scale, and the mirror, lens, and fiber are located 24.1 mm, 50.4 mm, and 97.4 mm, respectively, behind the window; see also Fig. 1. Thus, no interreflections are expected between components and the glass window.

The transmission coefficient of the glass-water interface is given by:

\[ T_{gw} = t_{gw}^2 T_w^2 r_{wa}^2. \]  

Similar to the water layer, the glass layer will transmit light with interreflections inside this layer. However, to allow the case of light being transmitted back into the water layer, and then reflecting back down, instead of using \( r_{gw} \) for the reflection at the glass-water interface, we use \( R_{gwa} \) derived above:

\[ T_{wga} = T_g t_{ca} \left[ 1 + r_{ca} T_g^2 R_{gwa} + \left( r_{ca} T_g^2 R_{gwa} \right)^2 + \ldots \right] \]  

or

\[ T_{wga} = \frac{T_g t_{ca}}{1 - r_{ca} T_g^2 R_{gwa}}. \]
In these last two equations, \( r_{\text{ca}} \) and \( t_{\text{ca}} \) represent the reflectance and transmittance, respectively, of the coated glass–air interface, rather than a simple glass-air interface. Interreflections may be possible between the back of the window and the mirror-lens-fiber system, but since the lens is coated with an antireflectance layer, is significantly behind the glass, and is curved (and given the angular acceptance of the system), it is unlikely that these reflections will be significant, and thus they are ignored.

Following the same approach as above, the transmittance of the window when dry is

\[
T_{\text{aga}} = \frac{t_{\text{ag}} T_{g} T_{\text{ca}}}{(1 - r_{\text{ga}} T_{g}^{2} r_{\text{ca}})}.
\]

The schematic for the light paths of the dry window is illustrated in Fig. 4.

\[\text{Fig. 4. Illustration of light paths for the dry window situation, showing the different interreflections that can occur. This diagram is not to scale, and, as in Fig. 3, the ray angles are schematically drawn and do not reflect the physical situation.}\]

If the model is correct, in this experiment the ratio of the signal when the window is immersed to when the window is dry will be:

\[
\frac{S_{\text{Wet}}}{S_{\text{Dry}}} = \frac{T_{\text{awg}} T_{\text{wga}}}{T_{\text{aga}}} = \frac{t_{\text{aw}} T_{w} t_{\text{wg}} T_{g} T_{\text{ca}}}{(1 - r_{\text{wg}} T_{w}^{2} r_{\text{wa}})} \frac{(1 - r_{\text{ga}} T_{g}^{2} r_{\text{ca}})}{t_{\text{ag}} T_{g} T_{\text{ca}}},
\]

For the wavelengths we are considering, and with a 6.47 mm thick fused silica window, \( T_{g} = 1 \) [22].

So, simplifying the above equation:

\[
\frac{S_{\text{Wet}}}{S_{\text{Dry}}} = \frac{T_{\text{awg}} T_{\text{wga}}}{T_{\text{aga}}} = \frac{t_{\text{aw}} T_{w} t_{\text{wg}} (1 - r_{\text{ga}} r_{\text{ca}})}{t_{\text{ag}} (1 - r_{\text{wg}} T_{w}^{2} r_{\text{wa}}) (1 - r_{\text{ca}} R_{\text{gwa}})}.
\]

The transmission of the pure water can be calculated by combining the scattering coefficient [17] and absorption coefficient of pure water [16, 18]. With the index of refraction for the fused silica window [15], and for pure water [13, 14], we can calculate the expected ratio.

3. Results

Figure 5 shows a comparison of the experimental measurements and the modeled experiment, using Eq. (10). The roll-off at longer wavelengths is due to water absorption. The increased noise at different spectral regions is directly related to the spectral output of the flat field extended source, which uses light-emitting diodes for illumination. At very small water thicknesses (3 mm to 6 mm), there is a small offset (0.3 % to 0.5 %) between the experiment and model results. This is within the estimated combined standard uncertainty of the experimental data and its model, Eq. (10). At depths of 8 mm or greater, the model and data agree almost exactly, with an average difference of 0.00024 ± 0.0013. For the shallow depths, there may be problems due to the surface tension of the water and possible curvature of the air-water surface meniscus, which would reduce the interreflection at that interface. However, neglecting the terms due to the interreflection of light in the water layer does not change the result significantly.
Fig. 5. Comparison of model result (black line) and experimental data (thin lines, where shaded area indicates $k = 1$ uncertainty). For the thinnest layers, the data are slightly smaller but within the uncertainty estimates. For layers 9 mm and thicker, the agreement is very good.

4. Application to the MOBY Radiance Collectors

As shown by Ref. [2], the immersion coefficient is the product of the field-of-view ratio $\frac{n_w^2}{n_a^2}$ and the ratio of the in-air to in-water transmittance. The field-of-view ratio follows from the $n^2$ law of radiance,
which is exact if there are no losses at the medium to window surface, e.g., scattering from imperfections. If we include in the transmittance term the interreflections of the light in the window, and we also include the index of refraction of air \( (n_a) \), Eq. (1) (using the expansions similar to above) becomes:

\[
I_f = \frac{n_w^2}{n_a^2} \frac{t_{agg} (1 - r_{ca} r_{wg})}{t_{wg} (1 - r_{ca} r_{ag})},
\]

(11)

The difference between Eq. (1) and Eq. (11) is 0.012 % [where Eq. (11) is higher] at 500 nm and at a salinity of 32 g/kg and a seawater temperature of 20 °C. Equation (11) varies by ~0.017 % per degree Celsius between 20 °C and 30 °C and 0.027 % per salinity mass fraction in gram per kilograms between 30 g/kg and 40 g/kg salinity. The temperature at the MOBY site varies from 23 °C to 30 °C, and the salinity range is 33 g/kg to 36 g/kg; thus, \( I_f \) can be considered a constant with regard to temperature and salinity but variable with regard to wavelength at this site.

The immersion coefficient was also investigated using Zemax (Zemax, LLC, Kirkland, WA), a commercial optical design software package, to model the MOBY radiance collector for the in-air and in-water cases. The field of views were determined from the vignetting curves and the transmittance was determined from the inputs of the optical model. The agreement with Eq. (1) at 550 nm was 0.07 %. We also modeled the optical system using a matrix representation to investigate the effect on \( I_f \) from the positioning of the fiber tip 1.1 mm from the lens focal point, and saw that there was no effect.

5. Conclusions

This agreement of the experiment results and our model of the experiment shows that we can model the immersion coefficient correctly, and the coefficient depends only on the index of refraction of the water, the window coating, and fused silica.

This experiment validates the use of the theoretical values for \( I_f \) in the MOBY data set, as the results clearly agree within the uncertainties. The simple optical design of the MOBY radiance collector facilitated accurate modeling of \( I_f \), a result that could be applied to the design of in-water, ocean color radiometers.

Currently, the MOBY project uses Eq. (1) in deriving \( I_f \). Equation (11) is 0.012 % larger than Eq. (1) when all of the interreflections in the quartz window are included. Because the quartz is coated, there are few interreflections in the quartz, and so Eq. (11) and Eq. (1) give similar results. The main difference is in using the true air refractive index in Eq. (11). We will continue to use Eq. (1) in the MOBY project, and we estimate the standard uncertainty in this factor, applied with an average salinity and temperature, to be 0.05 %, mostly driven by the range of salinities and temperatures historically recorded at the location of MOBY. In the future, we will assess the impact of the depolarizer that was added in 2016 on \( I_f \) and its uncertainty.
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