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During the manufacturing of present- 
day integrated circuits, certain measure- 
ments must be made of the submicrom- 
eter structures composing the device 
with a high degree of repeatability. 
Optical microscopy, scanning electron 
microscopy, and the various forms of 
scanning probe microscopies are major 
microscopical techniques used for this 
submicrometer metrology. New tech- 
niques applied to scanning electron mi- 
croscopy have improved some of the 
limitations of this technique and time 

will permit even further improvements. 
This paper reviews the current state of 
scanning electron microscope (SEM) 
metrology in light of many of these 
recent improvements. 
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1.     Introduction 

During the manufacturing of present-day inte- 
grated circuits, certain measurements must be 
made of the submicrometer structures composing 
the device with a high degree of repeatability.' 
These measurements of minimum feature sizes 
known as critical dimensions (CD) are made in 
order to ensure proper device operation. For exam- 
ple, the current version of the Intel Pentium 
microprocessor operates at 66 MHz; it is reported 
that by reducing the CD from its current dimen- 

' The term repeatability is used in this paper in place of the more 
commonly used term by the semiconductor industry-precision. 
This is because NIST has adopted the ISO definitions for 
metrology and its approach to measurement uncertainty {\ii, 
154]. 
'Certain commercial equipment, instruments, or materials are 
identified in this paper to foster understanding. Such identitica- 
tion does not imply recommendation or endorsement by tne 
National Institute of Standards and Technology, nor does it im- 
P'y that the materials or equipment identified are necessarily tne 

best available for the purpose. 

sions to 0.6 |xm the speed of the microprocessor 
can be increased to 100 MHz or more [32]. The CD 
and other dimensions must be monitored during 
manufacture. Optical microscopy, scanning elec- 
tron microscopy and the various forms of scanning 
probe microscopies are major microscopical tech- 
niques used for this submicrometer metrology. Op- 
tical microscopy, undeniably the oldest form of 
microscopy of the three, has been available for over 
300 years. During that time, a substantial amount 
of maturation has gone into the methodology of 
optical microscopy. But, even with th.s t.me and 
research devoted to the development of this tech- 
niaue there are limitations to optical subm.crome- 
te? metrology [72]. These are physical hm.tafons 
baseT pon?hi properties of light^Once some of 
fhese limitations became recognized it was thought 
L the    anning electron microscope would then 

te ome   he meiology tool of choice for sub- 
^ rometer metrology. Unfortunately, hm.tat.ons 
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also exist using this technique [86,137]. These lim- 
itations are based upon the interaction of the elec- 
tron beam with the sample. Scanning probe 
microscopy was then considered the "heir appar- 
ent" to the submicrometer metrology "throne." 
But, under scrutiny, limitations to this technique 
were also soon encountered [29,30,41]. These limi- 
tations include tip bending during the measurement 
scan, hysteresis and the need for tip characteriza- 
tion [29,31]. But, are all these criticisms based upon 
actual limitations to the tools or are they only limi- 
tations to the knowledge of the tool? Are we only 
looking for a quick answer in the desperation of 
keeping up with a rapidly moving technology and 
not looking beyond? Clearly, even with over 300 
years of research and development, optical mi- 
croscopy remains a viable tool in the submicrometer 
region. Recent modifications and improvements to 
the optical techniques for near-field microscopy, in- 
terference and confocal scanning microscopy, have 
helped to extend optics further into the submicrom- 
eter measurement regime than predicted even 5 
years ago. New techniques applied to the field of 
scanning electron microscopy have improved some 
of the limitations of this technique and time will 
permit even further improvements. The field is still 
open to the scanning probe instruments. Although 
there may appear to be physical limitations to a par- 
ticular technique, clever new innovations can help 
to overcome the shortcomings once they have been 
identified and help to extend the applicability of the 
technique even further. Eventually, for each of 
these techniques, an insurmountable wall, based on 
fundamental physics, must be reached. However, 
none of these measurement techniques have neces- 
sarily reached this wall in the submicrometer mea- 
surement region and so all of these techniques 
continue to have their niche in the measurement of 
submicrometer structures. In many ways, they are 
all complementary to each other and each will re- 
mam useful for some time to come. In some in- 
stances, the strengths of two (or more) of these 
techniques can be combined to provide a powerful 
metrology tool. For example, an optical microscope 
has been combined with an SEM resulting in a ded- 
icated, in-line measurement tool which is designed 
to accomplish rapid low magnification wafer posi- 
tioning and pattern recognition optically Then 
once the wafer is properly positioned, the instru- 
ment automatically switches to the high resolution 
electron beam for the subsequent measurement 
The combination of the SEM with a scanned probe 
instrument is also possible. Consequently there is 

no single solution to the submicrometer metrology 
issue. Similarly, there is no panacea to the measure- 
ment of submicrometer structures since one instru- 
ment may work better for some applications than 
others [1]. Each instrument operates on physically 
different principles and so differences should be ex- 
pected and anticipated. None of these instruments 
can be used blindly with the anticipation that good 
results will happen just because an expensive instru- 
ment has been purchased. 

This review and a related paper [80] focuses 
exclusively on current aspects of scanning electron 
microscope metrology. The state-of-the-art of scan- 
ning electron microscope metrology has, in many 
ways, changed substantially since the topic was 
reviewed by this author in 1987 [86]. Scanning 
electron microscopy can still be viewed as a rapidly 
evolving field in many areas. Unfortunately, this 
field has also remained somewhat idle in many 
other ways. It is this contrast that will be reviewed 
in this paper. But, even as this review is being writ- 
ten, it should be clearly noted that, since this is a 
very progressive field, new technology is being 
developed and perhaps employed to improve this 
instrumentation even further. 

2.   SEM    Specifications    and    Current 
Capabilities 

The SEM is used in a number of applications in- 
side and outside of the wafer fabrication facility 
(fab). These include: stepper setup [5], stepper 
lens characterization [129], overlay [109], inspection 
[55, 124], process control [100], particle analysis 
[26], as well as, CD metrology [4,28,58,114,119,122, 
138]. The SEM is often used as the tool to which all 
other techniques are compared. Because of the 
diversity of instrument use, no universal set of 
specifications satisfying all needs can be defined. 
Some of the current, desired specifications for in- 
line and inspection SEM instrumentation are found 
in Table 1. This table should be considered to be 
somewhat generic and not specific to any particular 
organization. These specifications may be under or 
over specified depending upon SEM application 
(production vs development) and demands for a 
specific facility. This Table is also relatively consis- 
tent with specifications established by three major 
European IC manufacturers in collaboration with 
the Joint European Submicron Silicon Initiative 
(JESSI) [37]. The following is a discussion of some 
of the major points of Table 1. 
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Table 1.   Typical scanning electron microscope metrology instrument specifications 

Minimum predicted feature size 
Image resolution (@ 1.0 kV) 
Accelerating voltage range 

Magnification 
Wafer size capabilities (in mm) 
Cleanliness 
Mean time between failure 
Availability 
35 Repeatability (lines and spaces) 

35 Repeatability (contact holes and vias) 

Wafer throughput 
Stage speed 
Pattern recognition—probability of detection 
Pattern recognition—position uncertainty 

0.1 ^m 
<8.0nm 
General purpose 0.5 kV to 30 kV 
In-Line 0.5 kV to -2.5 kV 
100 X to 300 000 X 
100, 125, 150, 200 
<2 particles added/pass 
>1500 h 
>95 % 
Static <5 nm 
Dynamic < 10 nm 
Static < 10 nm 
Dynamic <20 nm 
>20/h 
>50 mm/s 
>99% 
±0.2 (im 

2.1   Minimum Feature Size 

The minimum feature size generally specified, by 
most companies, for a comparison such as that 
found in Table 1 is 0.1 \im. Most fabrication facili- 
ties have not achieved this dimension in production. 
Thus, there is no need to specify for smaller struc- 
tures. This does not mean that this is the smallest 
feature measurable by an SEM metrology instru- 
ment, but the minimum feature predicted to be fab- 
ricated during the life of the specified instrument. 
The ability of an SEM to view and measure sample 
structure, as small as or smaller than about 70 nm 
at low (1 kV) accelerating voltage is shown in Fig. 
la and at high accelerating voltage (30 kV) in Fig. 
lb. Anything that can be imaged acceptably having 
a good signal-to-noise ratio can be, in principle, 
measured. Figure Ic shows a measurement of the 
new SEM low accelerating voltage standard proto- 
type SRM 2090. Note that the 0.2 |xm nominal 
linewidth is easily measured at 100 000 x magnifi- 
cation. The accuracy and the repeatability of such a 
measurement are issues discussed later in Sec. 4.1 
and also by Larrabee and Postek [53]. Competing 
technologies often cite that the SEM cannot mea- 
sure below this 0.1 |xm minimum feature size, but 
this is clearly not the case. 

2-2   SEM Resolution 

The achievable resolution of the SEM has im- 
proved substantially over the past 5-10 years. Im- 
provements in electron sources, lenses and 
electronics have contributed greatly to this advance- 
ment, as discussed below. The resolution attamabie 

relates to many factors other than just the instru- 
ment capabilities including the composition of the 
specimen being observed or measured [44,46,78,86]. 
As shown in Table 2, achievable resolution also de- 
pends upon the type and design of the instrumenta- 
tion being discussed. In recent years, instrument 
design has gone through a rapid evolution. Gener- 
ally, an in-line metrology instrument should have 8 
nm resolution (or better) at 1 kV accelerating 
voltage. The European initiative [37] has gone even 
further and set the goal to be 6 nm at 1 kV acceler- 
ating voltage. The determination and maintenance 
of this performance level is an issue that will be dis- 
cussed further in Sec. 4.3.2. 

2.3   SEM Accelerating Voltage Range 

Nondestructive SEM operation [64,58,83] gener- 
ally restricts the metrology instrument accelerating 
voltage to an arbitrary range from about 0.5 kV to 
about 2.5 kV. Several dedicated in-line metrology 
instruments are restricted, by design, to thi.s or a 
slightly higher range. For special purposes, the ac- 
celerating voltage can go higher and if a device w.Il 
not be damaged or charged the higher accclcratmg 
voltage can yield higher signal and instntment reso- 
lution. Many laboratory and some on-hne SEM in- 
struments routinely operate throughout the acccN 
erating voltage range of 0.5 kV to 30 kV or even 50 
kV) What is important is performance m the non- 
dest'ructive region of the accelerating voltage range 
for p r icular device and not nece.s,sarily the spec 
Sn isted in Table 2, as this can be veo' ms.ru- 
lien! and application specific and so the w.dcr 
range is also listed in Table 2. 
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Table 2. SEM achievable resolution 

Detector 
position 

Accelerating 
voltage 

In-Lens 
FE 

Extended 
field FE 

Post-Lens 
FE 

Post-Lens 
LaB. 

Post-Lens 
tungsten 

Upper 

Lower 

30.0 kV 
1.0 kV 

30.0 kV 
1.0 kV 

0.7 nm 
3.5 nm 

1.5 nm 
4.5 nm 

1.5 nm 
5.0 nm 

2.5 nm 
7.5 nm 

3.5 nm 
10.0 nm 

2.4 Magnification 

Metrology, in an SEM, is fundamentally done by 
identifying two picture elements or pixels in a 
digitized image and then determining the distance 
between them. The lateral resolution of the mea- 
surement system is fixed by the number of pixels 
comprising the digital electronics (see Sec. 3.2). 
Calibration of the SEM magnification effectively 
determines a known column scan (see Sec. 4.3.1) in 
both the X and the Y directions. The scan width di- 
vided by the number of pixels of the measurement 
system yields the pixel width or measurement unit. 
In instruments with a fixed number of pixels (i.e., 
512 or 1024), the higher the magnification (relative 
to the micrograph), the smaller the area on the 
sample this pbcel represents. It is therefore advanta- 
geous to make measurements at the highest magni- 
fication possible in order to obtain the smallest 
measurement unit and thus the most sensitive mea- 
surement (where the measurement system is 
concerned). In order for the measurement be 
meaningful, the pixel size must be less than the 
required repeatability (Table 1) in order for the in- 
strument to be sensitive to the measurement and 
that the measure of instrumental repeatability be 
meaningful [53]. For example, at 50,000 x magnifi- 
cation (on a typical micrograph) the pixel width is 
equal to about 2.25 nm on the sample for a 1024 
digital measurement system; twice that size for a 
512 digital measurement system. Furthermore, the 
SEM must also have the resolution, and thus the 
sensitivity, to detect structural differences at that 
magnification, or the result is just empty or useless 
magnification and insensitive measurements (see 
Sec. 4.3.2). 

2.5 Measurement Repeatability 

The 3 standard deviation or 3S repeatability [52, 
53] of measurements made with the metrolo^ in- 
strument is generally specified to be at least 1 /o oi 
the feature width. This also implies that the feature 
being measured has a structure variation less tna 

the instrument's repeatability so that the data is 
sensitive to instrument repeatability and not the 
converse [53]. One interesting factor that one must 
consider when comparing the repeatability of an 
optical metrology tool to that of the SEM metrology 
tool is that each instrument is unique in the mea- 
surement process. An optical tool can average as 
much as 1 |xm to 2 jim along a line in a single mea- 
surement scan depending upon the instrument de- 
sign. In contrast, a single SEM measurement scan 
obtains information from as little as only a few tens 
of nanometers. It would take multiple SEM line 
scans to average the same sample area. Therefore, 
any variability of the sample, along the line, is aver- 
aged more in the optical measurement than in a 
typical SEM measurement. Consequently, on the 
surface it would appear that SEM measurements 
were less repeatable than optical microscope mea- 
surements, but only because the SEM measure- 
ments were more sensitive to changes in the .sample 
[53] Many factors influence the measurement re- 
peatability of the SEM. A number of these factors 
have been discussed previously [86] and others arc 
discussed in later sections of this paper. One factor 
that has not been fully explored that might improve 
measurement repeatability is data ovcrsampling. 
One difficulty automated measurement .systems 
have is the reproducible determination of edge po- 
sition. Having more data points available in the 
proximity of the edge improves the repeatability o 
fhe determination of the location of the ege and 

hus the measurement. The concept of data over- 
amp ing was shown to be highly ^"cce^^^"''"   " 

ealer study on x-ray lithographic masks [92, 93]- 
Jn or unately. obtaining more data may impa t 

Tughput which leads to the age old question: "Is 
the goal to obtain good data or fast data? 

2.6   Throughput 

T,    -A „rr.rpssine of wafers through an instru- 
^T'lZTLn6.\ advantage to the user, ment provide   an ^^^ ^^^ ^^^^_ 

SriTSTJ^hrougSpul-Cost-of-owner- 
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ship modeling [10, 50] has placed a great deal of 
emphasis on wafer throughput and thus a great deal 
of engineering effort has been spent on this facility 
[132]. It must be emphasized that the ideal number 
of 20 wafers per hour listed in the Table depends 
greatly upon the sampling plan employed. It should 
also be noted that an instrument with high through- 
put but poor overall resolution or measurement 
sensitivity provides no advantage at all. 

2.7 Availability and Mean Time to Failure 

Availability or uptime of a metrology tool for 
most production fabs is required to be greater than 
95 %. This should also be expected for any modern 
laboratory instrument, not just those in the wafer 
fabs. If the instrument is unavailable due to a fail- 
ure, maintenance, or lack of availability of parts, the 
instrument is considered to be down and unavail- 
able for use by some definitions. If an instrument 
cannot do its assigned job function, money is lost 
since the production line is delayed. Similarly, in a 
laboratory situation a down instrument may cost the 
facility money due to delayed work or lost revenue 
from canceled laboratory appointments, providing 
embarrassment to both the user and the instrument 
manufacturer or service organization. Such a bro- 
ken instrument or a "hard down" situation (e.g., a 
filament failure) is obvious and easily determined. 
But what about a subtle down condition when the 
mstrument is apparently functioning normally but 
the measurement data generated is marginal be- 
cause of a resolution, or sensitivity loss? How and at 
what frequency is this checked? More on this topic 
IS presented in Sec. 4.3.2. 

2.8 Particles 

Particle metrology and characterization is now 
becommg a growing field. Particles are a bane of 
semiconductor processing [3, 74]. The SEM has nu- 
merous moving parts. Each can generate particles 
hrough wear mechanisms. As the wafer is trans- 

ferred mto and out of the system, particles can be 
generated from contact with the wafer transfer ma- 
chmery. Movement of the wafer into and out of the 
vacuum causes some degree of turbulence which 
can mob.l.ze particles possibly depositing them on 
he wafer surface. Particles can also be Formed by 

temperature and pressure changes during the sam- 
ple exchange process leading to water vapor con- 
densatton, droplet formation and liquid-phase 
chemical reactions [52]. Modern SEM instrumen' 
design minimizes particle generation [74] Specif" 

cations found in Table 1 indicate that the inspection 
instrumentation should induce fewer than two par- 
ticles per wafer pass. Clearly, the size of the wafer, 
as well as the size of the particles, must also be con- 
sidered in such a specification in order to make it 
meaningful to a specific process. Reduction of par- 
ticle generation is also important to the perfor- 
mance of the instrument since a charged particle 
landing on a sensitive portion of the instrument can 
rapidly compromise the resolution of the SEM, 
especially at low accelerating voltages. 

2.9   Measurement Scan Linearity 

Historically, the SEM does not necessarily do flat 
field scanning [107]. It is imperative that any mea- 
surements made with this instrument be made in 
the center of the scan field. It is also imperative that 
little or no scan shift be used (unless fully tested) 
for the same reason. This ensures that the measure- 
ment is done in the most linear part of the scan. 
Desired European specification indicates a scan lin- 
earity of 10 nm (35) as measured on 7 points on the 
SEM monitor [37]. However, it should be clearly 
noted that it is not the display monitor scan linearity 
that metrologists should be concerned with, but the 
measurement scan linearity. 

3.   Instrumentation Improvements 

The scanning electron microscope metrology in- 
strument has undergone a number of design im- 
provements during the past few years. Many of 
these improvements have been generally applicable 
across the board in the field of scanning electron 
microscopy and some of them have been specific to 
semiconductor processing applications. Improve- 
ments in: electron sources, digital imaging, lens de- 
signs and electron detectors are four areas where 
fundamental design improvements have been in- 
strumental in improving submicrometer SEM 
metrology, as well as the entire field of scanning 
electron microscopy. 

3.1   Improved Electron Sources 

In 1987, when the first review of the topic was 
done by the author [86], the predominant electron 
sources were the thermionic emission type 
cathodes, especially tungsten and lanthanum hexa- 
boride (LaBfi). Lanthanum hexaboride filaments 
became more prevalent for low accelerating voltage 
applications because of the increased brightness 

fi/IA 
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and decreased source diameter in comparison to 
tungsten filaments (Table 3). Cerium hexaboride 
(CeBe) is a new innovation which is similar in 
performance to the lanthanum hexaboride filament 
[12]. Point-cathode electron sources or field emis- 
sion instrumentation were available for semicon- 
ductor processing, but the concept was still in its 
infancy at the time of the earlier review and few 
commercial instruments were available with that 
capability. Today, a wide variety of both laboratory- 

type and in-process type instruments are commonly 
available with field emission technology. For most 
in-line semiconductor processing applications, only 
the field emission instruments provide the high res- 
olution necessary for this type of work, especially at 
the low accelerating voltages needed for nonde- 
structive inspections (Table 2). In the near future 
other electron sources, such as nanometer-sized 
field emission tips, may also become available 
[96,97,120,121]. 

Table 3.   Comparison of pertinent electron source characteristics 

0)ld Scholtky 
field Held 

Unit 

Tungsten 
filament 

LaBs 
filament 

CcBs 
filament 

emis.sion 
filament 

emission 
filament 

Reference 
number 99 14,76 12 75,99,1.14 

136, 143 

75,9'>,I25 
126. 1.34 
1.35, 1.36 

1.39 

Angular 
current mA/sr n/a n/a n/a <0.1 0.1 lo 1.0 

intensity 

Source A/(cm^-sr) 10^ 10' 10' 10- 10"lo 10" 

brightness 

Emitting 
surface p.m^ >>1 >1 >1 0.02 0,2 

area 

Crossover 
or virtual nm >10' >10^ >10' 3 10 5 15 10 25 

source 
diameter 

Energy eV 1 tQ3 1 to 1.5 1 to 1.5 0.2 to 0.3 0.3 lo 1.0 

spread 

Source K 2500 to 2900 1800 1800 300 IWXJ 

temperature 

Work eV 4.5 2.6 2.4 4,5 2.S 

function 

Operating Pa 10- 10-'' 10-" 10-'to 10-" 10-"lolO-' 

vacuum 
4 lo 6 <\ 

RMS short term <1 
beam % 
current 
stability 

Typical h 
40 to 100 

1000 
>1500 >Tm >2(*ft 

service life 
. ■ 

— ^  
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3.1.1 Point-Cathode Electron Source Types 
There are two basic categories of point-cathode 
electron source types used in the current SEM 
metrology instruments: Cold cathode Field Emis- 
sion (CFE) and Thermally-assisted Field Emission 
cathodes (TFE). Although the concept of field 
emission can be traced to the early work of Wood 
[150] and was used in early instrumentation by 
Zworykin et al. [152], it was not until the late 1960s 
that Crewe and his coworkers [15] developed a suc- 
cessful cold cathode field emission source that was 
later introduced into commercial instrumentation 
[145,146]. CFE has had a relatively long history in 
scanning electron microscopy and SEM metrology 
and was the first type of field emission cathode to 
be applied to semiconductor processing instrumen- 
tation. Thus, CFE dominates the field by sheer 
numbers of instruments. 

For many applications, such as analytical mi- 
croscopy and microfabrication, the CFE was not ca- 
pable of producing the high currents and large spot 
sizes needed [59,75]. Work to develop a high cur- 
rent thermally assisted field emission cathode with 
relaxed vacuum and environment requirements was 
then begun [127,128,133,147]. There have been sev- 
eral designs of thermally assisted field emission 
cathodes developed. The two major types are: the 
Tungsten <100> built-up Emitter (TE) and the 
ZrOAV <100> cathode Shottky Emitter (SE). At 
the current time, the ZrOAV is the more commonly 
used of the two types of thermally assisted field 
emission source in modern laboratory and SEM- 
based metrology instruments. 

Instruments utilizing either CFE or SE currently 
populate the SEM metrology field. Each type has its 
advantages and disadvantages. It is up to the in- 
formed user to test and to determine the type of 
source that suits the application. The characteristics 
of the various electron sources, as they are currently 
understood, including CFE and SE, are summa- 
rized m Table 3 and are briefly discussed below. 

Field Emission Cathodes 

Cold field emission cathodes, developed for use 
m the scanning electron microscope by Crewe and 
co-workers [15], have an advantage of providing a 
relatively high-current electron probe having a low 
energy spread, high brightness, and a small virtual 
source diameter, especially at low accelerating 
voltages The CFE source diameter is sufficiently 

i'" L -^ ' ^'''^^™" S"" ^'°"^ (^s shown in 
Fig. 2) without any additional condenser lenses is 
capable of producing a 10 nm probe [17 18] From 
Table 2 it can be observed that depending upon the 

type of instrument design, better than 1 nm resolu- 
tion may be reached with an instrument equipped 
with a field emission electron source. The overall 
advantages afforded by CFE are offset somewhat by 
the rigorous requirements for ultra-high gun vac- 
uum (Table 3) and some fluctuation (flicker) in the 
emission current. The emission current fluctuation 
is readily compensated for by constant beam moni- 
toring and feedback control [13,115,116], and also 
(with the newer instruments) through digital frame 
averaging, and in general, is not an issue of concern. 

Vacuum chamber 

Field emission tip 

First anode 

Second anode 

Aperture 

Deflection system 
and stigmator 

Secondary electron 
detector 

Specimen 

Transmitted electron detector- 

Fig. 2.   Cold field emission electron microscope column of the 
design of Crewe et al. (redrawn from Crewe et al., 1969). 

Schottky Emission 

The second basic category of point-cathode elec- 
tron sources is the thermally assisted field emission 
cathode. In this mode of operation, the cathode is 
heated and thus vacuum requirements are reduced 
and the emission current is relatively stable [134]. 
Because of its lower work function, the use of the 
Schottky point emitter (SE), such as the Zirconi- 
ated/tungsten <100> (ZrOAV) point cathode 
[134], is preferred. This source can produce a high 
current electron beam with a slightly poorer energy 
spread. This differs from cold field emission by an 
amount as small as about 8 % to 10 % depending 
upon how evaluation criteria are established [134, 
136]. Since this source is currently being used for a 
number of different applications, the operational 
characteristics and parameters of the source are 
quite varied. Thus it is quite difficult to tabulate a 
direct comparison of source characteristics. For 
SEM metrology applications the SE source is gener- 
ally operated with conditions resulting in the lowest 
energy spread (0.3 eV) possible for that type of 
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source. Under these conditions using test samples, 
comparable resolution (as related to image sharp- 
ness as discussed in Sec. 4.3.2) to similarly equipped 
CFE instruments has been obtained (Fig. 3). Unlike 
the CFE, the larger source diameter characteristic 
of this type of electron source requires the use of an 
extra condenser lens in the electron microscope 
column in order to increase the source demagnifica- 
tion. The need for increased demagnification also 
provides a positive secondary effect since it also re- 
sults in increased demagnification of external noise 
such as vibration and fields affecting the source. 

lii i-\ ■■.'•,.1 

32   Improved Digital Image Storage and Image 
Analysis i 

Another of the major advancements applied to 
SEM metrology during the past few years has been 
the incorporation of digital imaging technology. Ad- 
vancements in semiconductor technology, notably 
the availability of less expensive, high-density mem- 
ory chips and the development of inexpensive high 
speed analog-to-digital converters, mass storage, 
and high performance central processing units, 
have fostered this revolution. Today, most modern 
SEM metrology instruments have digital electronics 
as a standard feature. These instruments generally 

have 8 bit or 256 gray levels, with at least, 512 pixel 
by 512 pixel density operating at TV rate. Many of 
the more modern metrology instruments operate at 
either 1024 by 1024 or higher pixel density and at 
least 10 bit or higher gray levels [87]. In addition, 
current slow-scan commercial frame-grabber cards, 
directly applicable to the SEM, can have upwards of 
12 bit to 14 bit lateral resolution, which permits im- 
age acquisition and measurement at 4096 by 4096 
resolution or greater [87]. Pre-digital electronics 
metrology SEMs were plagued by the problem of 
having a poor signal-to-noise ratio, especially at low 
accelerating voltages and TV scan rates. Recent de- 
velopments in field emission filament technology 
improved that situation, but parallel development 
of the modern digital imaging technology brought 
both of these technologies together into an 
extremely powerful tool with exceptional flexibility. 
Some of the advantages afforded by digital imaging 

include: 
3.2.1 Pattern Recognition Rapid transfer ol 

the wafers within an in-line instrument requires a 
rapid, accurate, pattern recognition system for high 
throughput. Depending upon the system design, the 
pattern recognition process can be accomplished 
either with an optical system, the electron beam 
system, or both in conjunction. In actual use. the 

ii.r»' jfii'i 
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sion electron source (courtesy 
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probability of detection is often highly substrate de- 
pendent. For current metrology instruments, this 
leads to one of the major causes of measurement 
variability (Table 1). 

3.2.2 TV Rate Scanning TV rate scanning is 
not new to SEM, but previously this type of opera- 
tion had to be done at increased beam currents and 
thus reduced resolution in many instruments. To- 
day, essentially the "slow scan" presentation of the 
SEM is gone and is replaced with a flicker-free, 
real-time TV image. Digital integration of poorer 
signal-to-noise images is transparently accom- 
plished by frame buffering and frame averaging of 
the video signal. TV rate scanning has also been 
shown to be useful in the reduction of charging on 
many samples [146]. 

3.2J Digital Image Storage Image archiving 
of the digital images, either to floppy disk or hard 
disk, provides a permanent record that is inexpen- 
sive and easy to retrieve. Image quality is identical 
to the originally stored image. Standardized file 
storage such as the TIFF (or other) file format can 
enable importation of the images into desk-top 
computers, particularly statistical analysis and word 
processing programs (see Sec. 4.7). 

3.2.4 Paperless Image Transmission The im- 
age and measurement data can be transmitted via 
data lines to remote locations. It is conceptually 
possible to view the SEM image from a remote loca- 
tion and actually operate the SEM from that loca- 
tion in real-time. Today, the production engineer 
does not have to be suited-up in the wafer fabrica- 
tion facility in front of the instrument to view the 
wafers or measurement results, or for that matter to 
operate the instrument. 

3.2.5 Real-Tlme Image Analysis/Processing 
Digital enhancement of the image can be done 
transparently, as the image is acquired, and the im- 
age and data can be processed at the SEM console 
It should be noted that in many laboratory and 
metrology instruments the signal undergoes some 
processing as it is transported through the video 
chain. The operator may not even be provided with 
the ability to view the "raw" data. Blindly allowing 
the image or data to be processed should be ap- 
proached with caution and raw data should always 
be able to be obtained from a metrological instru- 
ment. 

3.2.6 Optimization of Operating Conditions 
Digital SEMs can automatically optimize the oper- 
ating conditions, such as the brightness, contrast 
focus, and astigmatism correction. The operator 
can save optimum operating conditions for a partic- 
ular sample class, then reload them as needed 

Many of the instrument parameters that need to be 
changed when instrument conditions are altered 
can be changed automatically through look-up ta- 
bles. 

Until a few years ago, digital imaging was severely 
limited by the power, memory, and cost of the com- 
puter systems available, and, therefore, much of the 
digital imaging was done externally through inter- 
facing to a powerful minicomputer coupled to an x- 
ray microanalysis system. Today, many desktop 
computers have computing capabilities surpassing 
these early minicomputers. Computer systems are 
now small and inexpensive enough to be directly in- 
corporated into the SEM electronics console as a 
standard component by the SEM manufacturer. 
This concept presents a major advantage because 
the digital architecture of modern SEMs now per- 
mits the application of a whole host of peripheral 
technologies associated with, and being developed 
for, the personal computer industry to be readily 
applied to the SEM and SEM metrology. 

3.3   Improved Lens Design 

The semiconductor wafer samples being viewed 
in the scanning electron microscope metrology and 
inspection instruments are by their nature quite 
large. Instruments are being designed to accommo- 
date up to 200 mm diameter and larger wafers. 
Moving samples of such large dimensions rapidly 
within the specimen chamber, in vacuum, has been 
a difficult engineering problem. Not only did speci- 
men chambers and stages need to be increased in 
size and travel, but also final lens technology re- 
quired improvement. 

At the time of the earlier review [86], flat 
"pinhole" lens technology predominated (Fig. 4a). 
This was the state-of-the art of the instrumentation 
at that time. Later, 45° and 60° conical lens technol- 
ogy with improved low-accelerating voltage perfor- 
mance began to improve the manipulation and 
viewing of the wafer within the specimen chamber 
(Fig. 4b and Fig. 4c). However, these were still 
pinhole-type lenses and limitations imposed by the 
sample/lens geometry on the instrument resolution 
remained. For example, even a 60° conical lens 
having a broad front face would still be restricted to 
rather long working distances with highly tilted 
samples. Two improvements in lens design directly 
applicable to the in-line wafer instrumentation were 
introduced. The first improvement was through- 
the-lens electron detection and the second was 
extended-field lens technology. 
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Secondary 
electron 
detector 

Secondary 
electron 
detector 

Fig. 4. Drawing of the comparison between different types of 
"pinhole" lenses, (a) Early version flat lens; (b) 45° con.cal lens, 
(c) 60° conical lens. 

3.3.1   Through-The-Lens    Electron    Detec .on 
The term "through-the-lens detection   relates lo 

the fact that signal electrons are tra"sP°^'7^^,;'„ 
through the lens that focused the P""'^'7^^''f ^'i" 
beam on the sample; this concept has been r 
viewed by Kruit [49]. Pinhole lenses have ajway 
been restricted in that the space between the lens 
and the sample had to be shared by t^e electron-i^ 
tector (Fig. 5a). Therefore, in typical SEM appl ca 
tions, some open working distance betwe n the 
final lens and the sample surface is required to P^J 
mit electron collection. Scanning transm'^s-o" e^ ^^ 
tron microscopes have, for many years, been 
place specimens directly into t^e bore ot tne    j 
tive lens, effectively immersing the sample into 

lens field at essentially very short working distances. 
Unfortunately, the space in the lens is quile small 
and restricts the size of the specimen to be viewed 
to a few millimeters. The immersion lens concept 
and the through-the-lens electron collection tech- 
nique was adapted into ultra-high resolution scan- 
ning electron microscopes (Fig. 5b). In this 
configuration, secondary electrons were caught in 
the field of the lens and drawn upward to be col- 
lected by the detector placed above the lens. How- 
ever, the sample size restriction remained. Opening 
up the bore of the final lens and placement of Ihc 
electron detector into the space above the lens also 
improved this geometry for normal SFM operation. 
In some instances, a small sample could even be 
carefully raised into the final lens bore for higher 
resolution (Fig. 5c). These solutions allowed 
shorter working distances, even for larger samples, 
and thus higher source demagnification and atlam- 
able instrument resolution. This approach proved 
to be very successful for in-line wafer metrology m- 
struments since there is no need for sample tilimg; 
thus the wafers could be viewed at short workmg 
distance with high resolution and signal collection. 
Many in-line metrology instruments are based upon 
this concept (Fig. 6). 

3J2 Extended-Field Uns Tcchnologj' It is 
well known that to obtain the highest resolution m 
scanning electron microscopy, the shortest working 
distances are required. Placing the .sarnp e into the 
bore of the final lens near the principal plane of the 
lens is another alternative (as discussed above), but 
uch an approach is limited to very small samples^ 

'.an ve . cl snorkel or extcndcd-field type lens 
,ng an mvcni. ^cannino electron microscope 
as the final lens of '^e ^"""'"f     j^,,  j^^^erscd in 

'""Tn nfere^ e"r iT^^^^ ^'"'^ "^ ^'^ '^"^ 
;'rl 7 Be" he very short working distance 
(Fig. 7). occdu>^ ._„.„„, hich resolution is 
resulting from t is -"/^^^ ,,ec.ron col- 
possible, especially fthoDgn 

luon is also -P'^^^nT secondary electron and inspection instrumes ^^^^^^^ ^^ 

detector could be placca ^^^ 

'" the conven..ona ^^^ , V,^„,. ^.^^^.^^ ,,^,3„,,. 
above the lens for e^'remc y ^^^^^^^^ 
high resolution operation (Hg.:'c) 
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could be used depending upon the need. Fig. 8, 
shows a graphical comparison of a field emission 
Jaboratory-type instrument with "pinhole" lens 
technology to one having extended field lens tech- 
nology (with two detectors - upper and lower-as 
described previously). Apparent in the graph is the 
substantial improvement in resolution possible with 
this technology, which approaches that of the ultra- 
high resolution in-lens instrument. Effectively, in- 
struments with this technology can now resolve as 
well at low accelerating voltage (1.0 kV) as instru- 
ments equipped with lanthanum hexaboride can re- 
solve at high accelerating voltage (Fig. 9). 

Secondary 
electrons 

Electron 
'^^       sources 

- Condenser 
lens 

-Through-the-lens 
secondary electron 

detector 

Wafer 

Electron beam 
I 

Objective 

%  I ^. 

lens 

Specimen 

I _—, Secondary 
-*B    / electron 

^^    detector 

Electron beam 

CZ 

Secondary 
electron 
detector 

Objective 

Specimen 

Electron beam 

0. 

Secondary 
electron 
detector 

Objective 
lens 

Specimen 
c;3 

Fig. 5.   Comparison of SEM final lens design fcM- 
flat .ens technolo^ (b) m-lens ^^U^Z^l^ZZ^ 
detector above the lens; (e) conventional SEM wifh inrnsi;t 

Fig. 6.   Drawing of a typical mctrological SEM with "thiough- 
the-lens" electron detection (redrawn after Hitachi). 

Fig. 7. Extended-field lens technology, (a) Standard lens tech- 
nology; (b) extended-field lens technology where the focusing 
field is extended beyond the bulk of the lens, thus permitting 
short working distances with large samples. 
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Fig. 8. Graphical comparison of the calculated resolution capa- 
bilities of different designs and applications of field emission 
scanning electron microscopes, (a) Standard "pinhole" type final 
lens with the secondary electron detector in the "normal" loca- 
tion within the specimen chamber; (b) extended-field lens with 
the electron detector in the "normal" location; (c) extended- 
field lens with the detector positioned above the lens; (d) in-lens 
ultra-high resolution instrument (courtesy of Hitachi Scientific 
Instruments). 

3.4   Improved   Electron   Detection   Capabilities 

At the time of the first review of SEM metrology 
[86], most of the scanning electron microscopes 
used the common Everhart/Thornley (E/T) detec- 
tor [25], or a variation, as the main detection system 
for secondary electron imaging. The original detec- 
tor had a positively biased grid for the collection ot 
secondary electrons, and this design has served well 
for over 25 years for general purpose SEM opera- 
tion. Unfortunately, this detector design is generally 
quite large and intrusive in the specimen chamber 
(Figs. 4 and 5). Furthermore, the varied applica- 
tions of the modern scanning electron microscope 
have, in many ways, been expanded beyond the ca- 
pabilities of this detector system, especially tor low 
accelerating voltage studies and for SEM metro - 
ogy. When the picoampere beam currents charac- 
teristic of nondestructive, low accelerating voltages 
are used, the performance of the EfT detector de- 
grades and yields a poor signal-to-noise ratio. 
m detector also suffers from alignment d "i- 
culties, often because of its "on-coaxial mounimg 
position with respect to the sample and the e ec 
beam, or the uneven distribution of the collection 
field. It is imperative to metrology that the s g 
being measured be symmetric. Asymmetric sign 

collection is especially troublesome where linewidth 
measurements of microcircuit patterns are being 
made [73,113]. These limitations, and others, have 
led recent investigators to reconsider secondary 
electron collection mechanisms and detectors. In 
order to improve the electron collection geometry, 
Volbert and Reimer [140] and Suganuma [123] pro- 
posed using two opposed E/T detectors to improve 
signal collection efficiency and symmetry. Other 
workers have placed the electron detector on-axis 
with the electron beam in the tilt plane in an effort 
to improve collection symmetry [73]. Schmid and 
Brunner [117] developed a quadruple electron de- 
tector for use as a high efficiency electron detector 
for low accelerating voltages. Other workers 
[88,89,112,113,114] proposed using microchannel- 
plate (MCP) type detectors (Fig. 10a) and this de- 
tector proved to be quite successful. Since that time, 
MCP detectors have been used extensively in many 
SEM metrology applications. As shown in Figs. 10b 
and 10c, these detectors can be used to collect the 
"secondary" electron image or the backscattcred 
electron image (see Sec. 3.4.1). The MCP detector 
can be placed above the sample in the specimen 
chamber or even into the microscope column as an 
in-lens detector [66]. 

3.4.1   Backscattered       Electron       Detection 
Technology,  Collection,  and  Measurement The 
"secondary" electron signal, usually collected and 
measured in the SEM, is composed not only of 
those secondary electrons generated from initial in- 
teraction of the electron beam as it enters the sam- 
tile   fSE-1)    but   also   of  secondary   electrons 
generated by the escape of elastically and inelasti- 
callv scattered electrons when they leave the sample 
ul e (SE-2 and SE-3). The emi.led backseat- 
ered electrons (BSE) can interact singy or mu i- 

ply with other structures on the sample or oth r 
f Lrnal instrument components and genera e more 
eondary electrons; they can also be collected a a 

y secondary electron image if their 
J^^^^SswiStheslangleofcolleclionof 

'^l^SSbuS^-seconda^ electrons 

the primary electron b^ - w^^ ^ ^^ ,,^ 
components (I.e., aperture ; .^ .^^^^_ 
SE-4 contribution ■  SeneraHy sm ^^^^^^ ^^^^ ^^^ 

""''[ ''TrJoX generated electrons (i.e.. 
""■"'"'l.^ than si eV)'is much larger than those energy 'ess than 3ue^ ^^^^ .^^^^^^c, 

^"falaS   eatS tte [118]. Peters [79] 

rn:e:suS'h--p""^"^°'''^    '^ 
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Sample 

^nit3O07  1.0K X19.9K  1 

Rg. 10.   Microchannel-platc electron detector, (a) Drawing of 
bove the sample; (b) 

the detector showing its coaxial placement a 
secondary electron image; (c) backscattered electron .mage. 

electron signal from gold crystals and has found 
that, depending upon the sample viewed, the contri- 
bution of the SE-2 is approximately 30 % and the 
contribution to the image of the SE-3 electrons is 
approximately 60 % as compared to the approxi- 
mately 10 % of the image contributed by the SE-1 
derived  signal.  The  standard  Everhart/Ihornley 
type secondary electron detector does not discrimi- 
nate between these variously generated electrons 
and thus the collected and measured secondary 
electron signal is composed of a combination of all 
these signal forming mechanisms. The difficulties in 
interpreting this composite signal can lead to mea- 
surement errors that can be highly variable and thai 
have a strong dependence upon sample composi- 
tion, sample geometry, and to a les.ser or greater ex- 
tent (depending on instrument design), upon other 
physical factors such as an instrument's internal ge- 
ometry that induces anomalies in the detector col- 
lection field (i.e., stage motion). Furthermore, .since 
this signal is highly variable and often instrument 
specific, it is extremely difficult to model. 

Relative to the pure backscattered clcclrons. 
early workers with the SEM were concerned mainly 
with imaging and not metrology. Melrological appli- 
cations often require a different way of thinking and 
operation. These workers considered all the signal 
derived from the backscattered electrons to be low 
in resolution, generally providing only atomic num- 
ber information  and  background to the image. 
Wells [148, 149], using the low-loss method for sev- 
eral classes of materials (including photoresist). 
demonstrated that this concept was inaccurate, and 
that high-resolution imaging of backscattered elec- 
trons could be done under specific conditions. The 
behavior of the backscattered electrons has also 
been modeled by Murata [68, 69], who showed thai 
there is a predominant component of the bacLscat- 
tered signal that is unscattercd and high in energy 
and is therefore believed to carry high resolution in- 
formation. The high resolution potential of the 
backscattered electron signal was also later experi- 
mentally demonsiraled using the convened back- 
scattered secondary electron (CBSE) technique at 
high accelerating voltages [65,66,101.141]. Later, 
using field emission instrumentation at low acceler- 
ating voltages, the CBSE technique was used juc- 
cessfully by Postek el al. [91] to obtain high rcsolu- 
lion images, low accelerating voltage backscattered 
electron images of uncoatcd photorcsisi (and other 
samples). The concept of the high resolution nature 
of the  backscattered electron  image  is  further 
supported by the work of Joy [45] who demon- 
strated that the relative nature of the secondary 
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electrons and backscattered electrons can be in- 
verted at low accelerating voltages. In low atomic 
weight samples such as photoresist or polyethylene, 
the   depth  of  information   represented   in   the 
backscattered electron image is about 0.3-0.5 
times the electron range [43], while the secondary 
electron image corresponds to about three times 
the mean secondary electron escape depth [45]. 
This results in a potential loss of surface detail in 
the secondary electron image, due to the longer es- 
cape length of the secondary electrons at low acce! 
crating voltages relative to that of the backscattered 
electrons. This can also result in measurement vari 
ability. Differences between measurements using 
the backscattered electron signal and the secondary 
electron signal have also been demonstrated [87, 
90]. In one instance, on a nominal 2.5 nm silicide on 
silicon line at 30 keV accelerating voltage, measure- 
ment broadening associated with a width measure- 
ment of the standard secondary electron signal was 
shown to be 0.2 jim larger than the backscattered 
electron signal derived from the same sample under 
similar conditions. It was also demonstrated, in that 
same study, that under the experimental conditions 
chosen, the measured backscattered electron signal 
was less prone to random variations, thus improving 
its measurement repeatability compared to the sec- 
ondary  electrons.  With  the  microchannel-plate 
electron detector, Postek [81] demonstrated that 
backscattered electrons derived from a low acceler- 
ating voltage electron beam could be collected and 
measured. Comparison measurements of the sec- 
ondary and the backscattered electron images using 
the same MCP detector showed results similar to 
the earlier study [90]. Again, the measured values of 
the structures using the backscattered electron sig- 
nal were smaller and had less variability. The 
backscattered electron signal did not demonstrate 
the measurement broadening effect shown by the 
collection of the secondary electrons. Backscattered 
electron measurement capabilities have been re- 
cently been adopted in in-line metrology instru- 
ments   for   linewidth   measurement   and   the 
measurement of contact holes [66]. To date, the use 
of the backscattered electron signal has yet to be 
fully implemented in SEM metrological applica- 
tions largely because of the weak signal generated 
at low accelerating voltages. However, the distinct 
advantage presented by this mode of operation, in 
contrast to the "secondary"  electron  detection 
mode, is its ability to be readily modeled, thus 
providing the potential for accurate metrology (see 
Sec. 4.1.1). 

4.   Areas Requiring Further Improvement 

The SEM has evolved from an instrument used 
mainly to make micrographs of interesting samples 
with high resolution and depth of field to a metrol- 
ogy tool in a period of less than 10 years. During 
this time, many areas have been improved; how- 
ever, others still require work. These problems are 
not insurmountable obstacles, but do require atten- 
tion in order to bring the SEM to its full potential 
as an accurate metrological tool. As with the previ- 
ous improvements found in Sec. 3, attention to 
many of these problems will improve the entire field 
of scanning electron microscopy. 

4,1   Accuracy of SEM Measurements 

Accuracy of measurements and repeatability of 
measure nents are two separate and distinct con- 
cepts [53]. Process engineers want accurate dimen- 
sional measurements, but accuracy is an elusive 
concept that "'.^ryure would like to deal with by 
simply calibrating their ..-.easurement system using 
a standard developed and certified at the National 
Institute of Standards and Technology. Unfortu- 
nately, it is not always easy for NIST to calibrate 
submicrometer standards or for the engineer to use 
standards in calibrating instruments. Accurate fea- 
ture-size measurements requi.e accurate determi- 
nation of the position of both the left and right 
edges of the feature being measured. The determi- 
nation of edge location presents difficulties for all 
current measurement technologies because of the 
reasons  discussed   earlier  in   this   paper.  Since 
linewidth measurement is a left-edge-to-right-edge 
measurement (or converse), an error in absolute 
edge position in the microscopic image of an 
amount AL will give rise to an additive error in 
linewidth of 2AL. If any technique could be found 
that produces a step-function response at the loca- 
tion of the geometric edge in its image, there would 
be no problem in identifying that edge position. 
However, to date, no such technique has been 
found. Without an ability to know with certainty the 
location of the edges, measurement accuracy cannot 
be claimed. For accurate SEM metrology to take 
place, suitable models of the electron beam/speci- 
men/instrument  interactions  must be  developed 
and used [52, 53]. 

In order to develop suitable models it may also be 
necessary to modify the SEM design to make it eas- 
ier to be modeled. This was done successfully for 
the metrology of x-ray masks [92, 93] and may be 
equally successful for the backscattered electron 
image (see below). 
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4.1.1   Improved    Electron    Beam    Modeling 
Using current SEM design philosophy, meaning- 

ful electron beam modeling is very complicated to 
do on the current SEM designs. This is because nu- 
merous factors contribute to the derivation of the 
image and thus to the model. It is necessary to 
model not only the electron beam/specimen interac- 
tion, but also the contribution of the specimen 
chamber, detector geometry, detector sensitivity, 
electron collection fields, amplification bandwidth, 
as well as other factors. A great deal of fundamental 
information needs to be known about each particu- 
lar instrument. The electron beam model must also 
take into account the influence on the measure- 
ment posed by the proximity to other structures or 
underlying layers [107, 108]. Proximity effects are 
well recognized in electron beam lithography and 
they must be equally recognized as a complication 
to electron beam metrology. Isolated lines present a 
different linescan from those in a nested array. 
Modeling will help us to understand this phe- 
nomenon. Electron beam modeling is currently an 
area of active interest for metrology and other SEM 
applications. 

The most common approach to electron beam 
modeling has been to use the Monte Carlo tech- 
nique [19,40,42,51,70], although other approaches 
have been considered [71, 142]. These other ap- 
proaches include the use of transport equation the- 
ory [103] and the use of a cylindrical envelope 
model [33]. Electron beam modeling has been done 
on both the secondary and the backscattered elec- 
tron images [34,42,56,57,71,86,110]. Unfortunately, 
since there are so many contributions to the normal 
secondary and even the broadband backscattered 
electron image, it is very difficult to isolate individ- 
ual contributions. Work using the transmitted elec- 

tron detection (TED) mode on a unique sample, 
such as the mask used for x-ray lithography, demon- 
strated that by restricting the contributing factors, a 
great deal of information could be obtained from 
the theoretical and the experimental data [92, 93]. 
Using the transmitted electron image, a relatively 
rapidly changing intensity in the vicinity of the true 
edge position is identifiable. It can, therefore, be 
made inherently less sensitive than the conventional 
secondary electron based SEM modes to this source 
of error in linewidth measurements. The TED tech- 
nique is not inherently more or less accurate than 
other SEM modes for pitch measurements because 
pitch measurements are not subject to this type of 
error as long as the two lines in question have sim- 
ilarly shaped left and right edges. 

Lithography Masks as a Model System for the Devel- 
opment of other Accurate SEM Standards 

The x-ray lithography mask provides a unique 
sample for the development of future accurate di- 
mensional SEM standards. Accurate electron beam 
modeling has been developed for transmission elec- 
tron detection for this type of sample and accurate 
measurements have been made [92, 93]. The devel- 
opment of the model for the transmitted electrons 
also encompassed the simultaneous development of 
a model for the backscattered electrons. During this 
research, it was predicted by the model that both 
the transmitted electron signal and the backscat- 
tered electron signal contained important informa- 
tion about specimen characteristics, especially edge 
location and wall angle(Fig.l la). These prechc- 

tions were confirmed experimentally Fig^ 1 lb). 
Comparison work between experimentally obtained 
data and the computed data of both the TED d 
the BSE images is currently underway at NIST and 
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continued model development to include the sec- 
ondary electron image is also planned. Further, 
comparison of the experimental and theoretical 
data relative to portions of the x-ray mask not 
etched to the thin support membrane will also be 
instructive and is in progress. 

4.2   SEM Measurement of Depth, Height and Wall 
Angle 

One of the common criticisms of the scanning 
electron microscope is the perceived inability of the 
SEM to provide depth measurement. This is a mis- 
conception based upon the lack of full development 
of this facility for general use, as well as metrology. 
Real-time TV-rate stereo scanning electron mi- 
croscopy has been available for many years and nu- 
merous papers using stereo microscopy have been 
published, especially in the biological sciences [7,8, 
9,11]. Depth measurements of the stereo image has 
been applied to the metallurgical sciences. Lee and 
Russ [54] applied digital image processing, stereo- 
matching, and parallax measurements to measure 
surface height, slope, and wall angles [54], while 
Thong and Breton [130] applied the technique to 
three dimensional mapping of semiconductor 
devices. Kayaalp and Jain [47] investigated wafer 
pattern topography with a stereo SEM and, as de- 
scribed earlier, Postek et al [92, 93], demonstrated 
that when the electron beam modeling was com- 
pared to experimental data, wall slope information 
of gold absorber lines of an x-ray mask can be ob- 
tamed from both the transmitted and backscattered 
electron images with a high degree of sensitivity 
There is no reason why this facility cannot be devel- 
oped and utilized further. One characteristic of the 
SEM IS the large depth-of-field, but this is a vari- 
able, user-controllable parameter that can be ma- 
nipulated to provide more data. 

43   Development of SEM Standards 

Currently, the need has been identified for three 
different standards for SEM metrology The first 
need is for the accurate certification of the magnifi- 
cation of a nondestructive SEM metrology instru- 
ment (see Sec. 4.3.1); the second is for the 
determination of the instrument sharpness (see Sec 
4.3.2); and the third is an accurate linewidth mea- 
surement standard (see Sec. 4.3.3). 

4J.1 Magnification Certirication Currently 
the only certified magnification standard available 
for »»L^^ccurate calibration of the magnification of 
an SEM ,s NIST Standard Reference Material 
(SRM) 484. SRM 484 is composed of thin gold I e 
separated by layers of nickel providing a series of 

pitch structures ranging from nominally 1 to 50 \xm. 
Newer versions have a 0.5 nm nominal minimum 
pitch. This standard is still very viable for many 
SEM applications. Certain limitations (e.g., size, 
low kV performance, etc.) presented by this stan- 
dard for the particular needs of the semiconductor 
industry have been published previously [82] and 
NIST has been attempting to develop new stan- 
dards designed to circumvent these limitations [94, 
95]. During 1991-1992, an interlaboratory study was 
held using a prototype of the new low accelerating 
voltage SEM magnification standard. This stan- 
dard, identified as NIST SRM 2090, is currently be- 
ing fabricated. 

Definition and Calibration of Magnification 

In typical scanning electron microscopy, the defi- 
nition of magnification is essentially the ratio of the 
area scanned in both the X and Y directions on the 
specimen by the electron beam to that displayed in 
both the X and the Y directions on the photo- 
graphic CRT. Because the size of the photographic 
CRT is fixed, by changing the size of the area 
scanned in both X and Y directions on the sample, 
the magnification is either increased or decreased. 
Today, where SEM metrology instruments are con- 
cerned, the goal is not only to calibrate the magnifi- 
cation as previously defined and discussed, but to 
calibrate the size of the pixels in both the X and the 
Y directions of the digital measurement system. For 
in these instruments, it is the measurement and not 
the micrograph that is important. Since, in most 
modern integrated metrology instruments, the digi- 
tal storage and measurement system is common to 
the imaging, the "magnification" is also calibrated. 
It should be noted that because of the aspect ratio 
of the SEM display screen the number of pixels in 
X may differ from the number in Y, but the size of 
the pixel must be equal in both X and Y. This is an 
important concept, because in order for a sample to 
be measured correctly in both X and Y the pixel 
must be square. Such an X and Y measurement 
might be done on a structure such as a contact hole 
viewed normal (0° tilt) to the electron beam. The 
concept of pixel calibration and magnification cali- 
bration is essentially identical and pitch measure- 
ments can be used to adjust either [82,94, 
95]. A pitch is the distance from the edge of one 
portion of the sample to a similar edge some 
distance away from that first edge (Fig. 12). Adjust- 
ment of the calibration of the magnification should 
not be done using a width measurement 
[38,39,82,94,95]. A pitch is the distance from the 
edge of one portion of the sample to a similar edge 
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linewidth 

Profile 

spacewidth 

Fig. 12. Graphic comparison between the measurement of 
pitch and width. Measurement of A to C or measurement of B 
to D defines the pitch of the sample. Measurement of A to B or 
C to D defines the linewidth of the sample and measurement of 
B to C defines the spacewidth. 

some distance away from that first edge (Fig. 12). 
Adjustment of the calibration of the magnification 
should not be done using a width measurement 
[38,39,82,94,95]. This is because width measure- 
ments are especially sensitive to electron beam/ 
specimen interaction effects and other perturbing 
influences (see below and Sec. 4.1). This fact cannot 
be ignored or calibrated away especially if accurate 
SEM metrology is desired. Fortunately, it can be 

mmimized by the use of a pitch type magnification 
calibration sample, such as SRM 484 [2], or the new 
SEM magnification calibration standard SRM 2090 
[94, 95] when it is issued (Fig. 13). These standards 
are both based on the measurement of "pitch." In 
a pitch standard, that distance is certified and it is 
to that certified value that the magnification cali- 
bration of the SEM is set. Under the.se conditions 
the beam scans a calibrated field width in both X 
and Y. That field width is then divided by the num- 
ber of pixels making up the measurement system, 
thus defining the measurement unit or the pixel 
width. If we consider two lines separated by some 
distance, the measurement of the distance from the 
leading edge of the first line to the leading edge of 
the second line defines the pitch. Many sy.siematic 
errors included in the measurement of the pitch arc 
equal on both of the leading edges; these errors, in- 
cluding the effect of the specimen beam interaction, 
cancel. This form of measurement is therefore .self- 
compensating. The major criterion for this to be a 
successful measurement is that the two edges mea- 
sured must be similar in all ways. SEM pixel/magni- 
fication calibration can he easily and accurately 
calibrated to a pitch. 

The measurement of a width of a line, as dis- 
cussed earlier, is complicated in that many of the 
errors (vibration, electron beam interaction effects, 
etc.) are now additive. Therefore, errors from both 
edges are included in the measurement. The SEM 
magnification should not be calibrated to a width 
measurement since these errors vary from specimen 
to specimen due to the differing electron beam/ 

NIST - SRM2090 

PHiM I a 
X-7 

•-■''  ^'^       Fig.13.   SRM2090artwork.(a)U«vmognifica.K,nof,hc lmmt.«jgn^^J^^^^^^^ 
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sample interaction effects, as well as other factors 
[38,39,82,94,95]. Effectively, with this type of mea- 
surement, we do not know the accurate location of 
an edge in the video image; more importantly, it 
changes with instrument conditions. Postek et al. 
[94, 95], in an interlaboratory study of 35 laborato- 
ries, demonstrated that the width measurement of a 
0.2 (im nominal linewidth varied substantially 
among the participants. Many factors contributed 
to this variation including instrument measurement 
conditions and measurement algorithms used [94, 
95]. Calibration based on a width measurement re- 
quires the development of electron beam modeling, 
as described previously. This is the ultimate goal of 
the program at NIST and recently has been shown 
to be successful for special samples such as x-ray 
masks measured in the SEM (see below). 

The dedicated "linewidth measurement" instru- 
ments or those with linewidth measurement com- 
puter systems often have an additional pbcel 
calibration offset added to the magnification cali- 
bration in the software of the measurement func- 
tion. This places a user defined "offset" or 
"correction" factor into the system. The measure- 
ment offset should be in addition to the magnifica- 
tion calibration and not in place of it. This offset 
can be determined from the measurement of an in- 
ternal standard, NIST standard, or even the pitch of 
the actual device. Unfortunately, this offset does 
not usually affect the actual column scans or any of 
the above mentioned calibrations-only the "com- 
puter" measurement made directly with that sys- 
tem. Therefore, digital measurements made with 
the computer system may be relatively correct, but 
micrographs taken with that system may be out of 
(magnification) calibration by several percent This 
software adjustment is really a point calibration in 
that It IS usually done in the decade where the mea- 
surement is to be made. Erroneous results can also 
occur if the magnification is changed from that "cal- 
ibrated" decade without rechecking the point cali- 
bration for that new decade. 

Magnification Adjustment 

The data obtained in the NIST interlaboratory 
study [94, 95] suggested that the method by which 
the magnification of the SEM is adjusted needs to 
be reengineered in many instruments. This is be 
cause the potemiometers used for setting the X and 
Y magnification calibration are often too insensitive 
or the calibration software step-size is too coarse 
for the repeatability required by today's semicon- 

ductor industry needs. Such coarse adjustment was 
adequate for the older version of SRM 484 with its 
1 [im nominal pitch, but for the new version of 
SRM 484 and the future SRM 2090, finer adjust- 
ment is needed. Adjustment sensitivity and proce- 
dures must also be the same in both the X and the 
Y directions. Today, with computer integration at 
all levels of the SEM electronics, this entire proce- 
dure could readily become automated. 

4.3.2 Sharpness Determination The SEM res- 
olution capabilities described in Table 2 are ideals. 
No SEM performs at that level continuously. If an 
SEM achieves that level of performance it degrades 
from that point with use. For example, apertures 
contaminate, alignments change, and electron 
source tips become blunted. All these factors (and 
many others) result in a loss of SEM performance. 
This performance loss may be a slow, gradual pro- 
cess as contamination builds up or may occur 
rapidly if a charged particle leaves the sample and 
is deposited in a sensitive location. Procedures for 
checking the performance level of the SEM need to 
become standardized and standard test samples 
need to be developed. Many of the basic criteria es- 
tablished for such a sample for use in an in-line in- 
strument are similar to those described for the low 
accelerating voltage SEM magnification standard 
[82]. A sample developed for this type of work has 
been used successfully by NIST for the determina- 
tion of the low accelerating voltage performance of 
laboratory SEM instrumentation (Fig. 3 and Fig. 
14). This sample is based on the concept of the de- 
termination of sharpness and not "resolution." Res- 
olution determination implies a knowledge of the 
diameter of the electron beam. Whereas the con- 
cept of sharpness only requires an establishment of 
a sharpness criterion. The sharpness criterion can 
be determined visually or by computer using image 
analysis. The evaluation of samples similar to those 
used in Figs. 3 and 14 is currently in process for the 
establishment of this concept, as well as the devel- 
opment of a computer based analysis program. This 
sample is being designed to be readily applied to 
production instruments, as well as laboratoiy in- 
struments. 

Quality Micrographs vs Quality Measurements 

Scanning electron microscopes evolved as picture 
taking instruments, and micrographs have histori- 
cally been the final product. Modern scanning 
electron microscope metrological tools are data tak- 
ing instruments and numbers are the final product. 
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In many metrological instruments, the emphasis on 
the production of micrographs is minimized or even 
eliminated. However, both laboratory and in-line 
SEM instruments are similar in their general 
anatomy and design. The latter is generally more 
elaborately outfitted for rapid wafer transport, but, 
both operate on essentially the same principles and 
are subject to the same limitations. With the de- 
emphasis of the recording of images, especially pho- 
tographically, it is often felt that the image of the 
sample is less important than the numbers ob- 
tained. Yet, the only tie to the quality of the num- 
bers obtained is the image or an analysis of the 
image. High quality image recording is primary to 
the quality of the data obtained and some "checks 
and balances" must be retained. Using the sample 
shown in Fig. 14, evaluation of the performance of 
the SEM can be visually determined from the 
micrographs or stored data. However, automated 
computer analysis is currently being investigated at 
NIST. 

4.3.3 Accurate Linewidth Standard Accurate 
SEM linewidth standards are highly desired by the 
semiconductor industry. This industry is especially 
interested in standards for photoresist linewidth 
measurements. The knowledge of how to develop 
and measure an accurate linewidth standard for 
other materials such as masks used in x-ray lithogra- 
phy is already known and an accurate measurement 
has been accomplished [92, 93]. Building upon this 
knowledge, the generalized modeling necessary to 
develop other accurate linewidth-type standards 
may be able to be accomplished, as discussed above. 
But, until a flexible and accurate electron beam 
sample interaction model has been developed and 
tested, accurate linewidth standards cannot be 
issued. 

4.4   Metrology of Contact Holes and Vias 

The metrology of contact holes and vias has be- 
come very important in recent years. It is important 
that contact holes and vias be inspected to see if 
they are properly etched and cleaned out and that 
they are fabricated in the proper dimensions. The 
inspection and metrology of contact holes has 
always presented a problem to SEM. Contact holes 
can be considered as being essentially small 
Faraday cups. Electrons entering the contact hole 
have a great difficulty leaving the hole again to be 
collected as a signal (Fig. 15). Workers have at- 
tempted to develop methods for looking into the 
contact holes. Postek et al. [91] demonstrated that 
by applymg a positive or negative bias to a sample 

the collection of secondary electrons from contact 
holes can be enhanced or reduced. Sample biasing 
is not easily implemented where large samples or 
wafer-transfer instruments are concerned; thus Hi- 
tachi (personal communication) has used a biasing 
technique referred to as "field control" to influence 
the collection of the electrons leaving the contact 
hole (Fig. 16). With the field control off, the contact 
hole has no detail (Fig. 17a) and with the field con- 
trol, on detail becomes visible (Fig. 17b). Mizuno et 
al. [61] used high accelerating voltage to penetrate 
the photoresist in order to view the holes. Alterna- 
tively, Monahan et al. [66] have shown that the 
backscattered electron signal can be used to image 
the   bottom   of   the   contact   holes   (Fig.   18). 

Primary 
electron 

beam 

Backscattered 
electrons 

Backscattered 
electrons 

Si water 

Fig. 15.   Drawing showing a contact hole and the problem with 
electron collection. 

Secondary electron 
detector 

Electrode 

Water 

Fig. 16.   Drawing describing the field control concept (redrawn 
from Hitachi). 
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Fig. 18.    Micrographs showing contact holes viewed with dual microchanncl-plate electron detectors, (a) 
Normal wide-angle collection; (b) high angle electron collection. 

This was accomplished by using two MCP backscat- 
tered electron detectors to collect the signal from 
the contact holes. The first detector, with a wide an- 
gle of collection, optimized the image from the top 
of the specimen while a narrow angle detector col- 
lected the image from the bottom of the hole. 

4.5   Specimen Charging 

Accumulation of charge on photoresist and other 
samples can result in nonreproducible and non- 
linear measurement results. Therefore, the behav- 
ior of the total number of electrons emitted from a 
sample for each beam electron is extremely signifi- 
cant to nondestructive  low accelerating voltage 
operation and metrology [65,83,85,86]. The two 
points where the total electron emission curve 
crosses unity (i.e., the E-1 and E-2 points) are the 
points where no net electrical charging of the sam- 
ple is thought to occur [48]. During irradiation with 
the electron beam, an insulating sample such as 
photoresist or silicon dioxide can collect beam elec- 
trons and develop a negative charge causing a re- 
duction   in  the   primary  electron  beam  energy 
incident on the sample. In principle, this could then 
also have a detrimental effect on the SEM magnifi- 
cation computation, as well as result in electron 
beam deflection. This charging can also have other 
detrimental effects on the primary electron beam 
and degrade the observed image. Backscattered 
electron collection has been successfully used to 
avoid the "obvious" charging effects on imaging and 

metrology using the secondary electrons. However, 
if charge build up is greater than a few electron 
volts, the backscattered electrons can also be af- 
fected. Few studies on charging at low accelerating 
voltage have been done and a great deal more work 
should be devoted to this issue. 

If the primary electron beam energy is chosen be- 
tween E-1 and E-2, there will be more electrons 
emitted than are incident in the incident beam, and 
the sample will charge positively. Positive charging 
is not as detrimental as negative charging, since this 
form of charging is thought to be only limited to a 
few electron volts because of the barrier it presents 
to the continued emission of the low energy sec- 
ondary electrons. The reduction in the escape of the 
secondary electrons resulting from positive charging 
reduces signal as the secondary electrons are now 
lost to the detector. The closer the operating point 
is to the unity yield points E-1 and E-2, the less the 
charging effects. Each material component of a 
specimen being observed has its own total emitte 
electron/keV curve, and so it is possible that m or- 
der to completely eliminate sample charging, a 
compromise must be made to adjust the voltage 
both materials. For most materials used in the 
present semiconductor processing, a beginning a 
celerating voltage in the neighborhood of 1.0 kV i 
sufficient  to  reduce  charging  and  to  minimize 
device damage (Fig. 19). It is clear that any accurate 
electron beam-specimen interaction model inclu 
the potential effects of sample charging. 
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Fig. 19.    SEM micrograph of uncoalcd photoresist taken at 1.2 kcV 
accelerating voltage showing a lack of sample charging. 

Although operation at low beam energies is use- 
ful for the inspection of semiconductor samples 
with a minimum of sample damage and charging, a 
detrimental result is a reduction in the beam cur- 
rent available from the electron source (as com- 
pared with high voltage operation). The net result is 
that the signal-to-noise ratio is poorer. This leads to 
a loss in apparent sample detail. High brightness fil- 
aments and digital frame storage techniques for 
multiscan signal integration, or slow scan rates cou- 
pled with photographic or electronic integration, 
help to overcome this problem. The more abiding 
problem with low accelerating voltage operation is 
the lower resolution (as compared to the higher 
beam energy operation) characteristic of this mode 
of operation.  It is also extremely important to 
continue to monitor the image sharpness to ensure 
that the instrument performance is up to specifica- 
tion (see Sec. 4.3.2). 

4.5.1 Environmental SEM Specimen charg- 
ing can be dissipated at poor vacuum pressure. 
"Environmental" scanning electron  microscopes 

have been introduced in several areas of general 
SEM applications in order to look at samples gener- 
ally prone to charging, lujw chamber vacuum for 
semiconductor processing has two consequences: 
the first is on throughput and the second is on spec- 
imen charging. For many years, scanning electron 
microscopy has routinely been done at relatively 
high vacuum in the specimen chamber. For metro- 
logical applications, this initially posed a complica- 
tion because of the reduction in throughput thai the 
pumpdown of the wafers from almaspheric pres- 
sure to the working chamber pressure posed. One 
solution developed was to cache wafers in a pre- 
pumping chamber, then move them individually 
into the specimen chamber when needed for view- 
ing. The alternative is to view the wafers in poor 
vacuum   in   a   specialized   environmental   SEM 
metrology instrument. Environmental SEM is rela- 
tively new to the overall SEM field and a great deal 
of work is being done to understand the mecha- 
nisms of operation. The reader is directed to the 
work of Danilatos for further information (20. 21]. 
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4.6   Universal Measurement Algorithm for Com- 
parison 

Each metrological SEM has had developed for it 
a set of measurement algorithms. These algorithms 
are commonly manufacturer and sometimes instru- 
ment specific. Many of these algorithms are based 
upon instrumental convenience or in some cases ex- 
perimental observation [60, 151]. The matching of 
data from various instruments is desirable [98], but 
often difficult to undertake where instruments from 
different manufacturers are concerned. Where a 
pitch measurement is concerned, the type of mea- 
surement algorithm employed is not as important 
because of the self compensating nature of that 
measurement. However, when a linewidth measure- 
ment is employed, the measurement is not self-com- 
pensating and errors are additive. In this case, the 
choice of algorithm becomes extremely important 
[94, 95]. Different samples may also require differ- 
ent data analysis techniques [106, 107]. No mea- 
surement algorithm based upon accurate electron 
beam modeling currently exists. Therefore, none 
exists in commercial instrumentation. However, the 
x-ray mask modeling results (described earlier) 
could lead to one [92, 93]. For instrument testing 
and comparison purposes a common algorithm and 
data handling techniques should be adopted. This 
would include known data processing (smoothing, 
etc.) and measurement procedures. Raw (unpro- 
cessed) data should always be able to be obtained 
from a measurement system. This will readily permit 
the comparison of the experimental data to mod- 
eled data. A common algorithm should also be 
transportable and capable of being used to compare 
instruments. The need for this was clearly pointed 
out in the SEM interlaboratory study [94, 95], 

where data from several different types of instru- 
ments were compared. In that study, no viable com- 
parison of linewidth measurement data could be 
obtained because of the differences between han- 
dling of the data in the various instruments and the 
algorithms involved (Fig. 20). 

4.7 Universal  Measurement Data  Storage and 
Transmittal 

Measurement data and images need to be trans- 
ported throughout the laboratory and the wafer 
fabrication facility. Instruments of many different 
manufacturers may be used for different purposes. 
In some cases different models of instruments from 
the same manufacturer cannot even communicate 
with each other. This problem was clearly pointed 
out during the SEM interlaboratory study [94, 95], 
when data supplied to NIST on disk could not be 
used. Issues regarding compatibility with existing 
software, accurate data representation, data com- 
pactness on disk, and rates of data transfer have 
been raised and standard formats suggested [23]. A 
common data transfer and storage format should be 
established and adopted for all metrological instru- 
ments and adhered to so that image files or data can 
be easily transported from any instrument to per- 
sonal computers and back again, as needed. 

4.8 Lens Hysteresis/Compensation Correction 

Many in-line scanning electron microscopes al- 
ways operate under the same operating parameters 
day-after-day. Other instruments operate through a 
range of instrumental conditions. The electromag- 
netic lenses comprising the column of the SEM may 
exhibit  the  effects  of lens  hysteresis  following 

Nncar regression a.oSm. ^:^.^Zml^^rlS^l!::''''' "''''"' ?'^°''"^- ''' tween the tv,o algorithms. oiitcrcnce m measurement result possible bc- 
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changes in instrument operating conditions (i.e., 
especially during accelerating voltage changes) [86]. 
This limitation on metrology became quite appar- 
ent in many instruments during the SEM interlabo- 
ratory study [94, 95]. Many metrological instru- 
ments have some form of lens hysteresis/compensa- 
tion correction, but some do not. This capability 
should be checked by each user of the instrument to 
determine if it is present in their instrument and 
that it functions properly. 

4.9   Specimen Contamination/Specimen Damage 

The effects of the electron beam on the sample 
can be two-fold: first, the beam can generate speci- 
men contamination from its interaction with hydro- 
carbons, either in the specimen surface or from the 
instrument; second, it can induce damage to the 
actual devices. 

4.9.1 Contamination Sample contamination is 
inevitable in all but the fully dry-pumped SEM in- 
line instruments. Contamination results from sam- 
ple handling, the environment, and the instrument. 
Hydrocarbons interact with the electron beam and 
form a layer on the surface. The speed at which this 
deposition occurs varies with the amount of hydro- 
carbon (or other contaminant) available to interact, 
as well as the operational conditions of the instru- 
ment (i.e., beam current) and electron beam dwell- 
time on the sample [27,35,36]. Dry nitrogen purging 
and backfilling is helpful in reducing contamina- 
tion. Subsequent post processing with ojq^gen 
plasma can often clean off this contamination from 
the wafer [94, 95]. . 

4.9.2 Damage   Irradiation   damage  of some 
devices viewed in an SEM at higher accelerating 
voltages has been reported [102, 131]. Tocci «t ah 
[102] found damage in MOSFET devices irradiated 
at 2 keV accelerating voltage. Erasmus [24] ob- 
served that photoresist can change dimension under 
electron beam inspection. However, it was also 
found by that author that an optimum dose can o 
identified where no damage occurs   Both va 
Asselt [138] and Robb [105] detected no darnage 
when the accelerating voltage was restricted to D 
low 3 kV and the inspection was fol owed ^^ a ^.gh 
temperature anneal. Bhattacharya [6]/f P""'^ 
significant radiation-induced gate 'nsulaK>« 

with an exposure of 1 keV ^l^^^^^'^^^^^uon 
concluded by these authors that bbM ex 
of finished devices could be accomplished w.h no 
radiation damage below 7 keV a- -a -g    '^g, 
It is currently felt that it is safe to inspeci 
devices in an SEM during production. 

4.10   Reduced Sensitivity to External Noise 

The SEM metrology tool is expected to perform 
in a relatively "hostile" environment [64,86], Vibra- 
tion from numerous sources and stray fields are 
quite common in the wafer fabrication facility. 
Some field emission instruments are exceptionally 
sensitive to stray electromagnetic fields. In some in- 
stances of high field intensity, mu-metal enclosures 
had to be built to completely surround the SEM 
column. In other instances the instrument itself has 
been found to be the source of the perturbing field. 
Regardless of the source, these instruments must be 
designed better to better handle the "hostile" envi- 
ronment in which they work. 

5.   Conclusions 

Scanning electron microscope metrology is a dy- 
namically changing field. The needs of the semicon- 
ductor industry have driven numerous improve- 
ments in the instrumentation. These improvements 
have been felt throughout the SEM field and have 
enabled a great deal of progress to be made in all 
applications of this instrument. In this paper, scv- 
eral areas of misconception regarding instrument 
performance and capabilities have been clarified. 
Clearly, further effort is needed in fundamental ar- 
eas of scanning electron microscopy metrology. 
Mny of these areas will be deal, with m future 
years resulting in even further improved ins.rumen- 

tation. 
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