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1. Introduction

The need for low density structural materials
with high temperature strength and low tempera-
ture ductility has stimulated much interest in Ti-
Al-Nb alloys. In particular alloys near and in the
Ti3AI-Nb3AI pseudobinary section with Nb levels
from 10 to 30 at% have been investigated [1-8]. It
has been shown that alloys with 10-12 and 25 at%
Nb have very promising combinations of specific
strength and rupture life at room and high
(<800 'C) temperatures [1,6,9-14]. The mechani-
cal properties of these alloys were found to be very

sensitive to their microstructure. Most of the mi-
crostructures were formed by heat treatments that
involve continuous cooling from a high tempera-
ture (> 1100 'C) single-phase field with subsequent
heat treatment at lower temperatures. The
microstructure developed during continuous cool-
ing depends strongly on cooling rate and alloy com-
position [15-19] and thus affects the microstructure
produced from it during the subsequent lower tem-
perature (600 to 900 C) treatment. From a tech-
nological point of view, an understanding of the
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formation mechanisms of both continuously cooled
and annealed microstructures is very important for
processing these alloys for optimum properties, for
controlling behavior during thermal cycling, and
for obtaining weldability.

Equilibria along the Ti3Al-Nb3Al pseudobinary
section with Nb <30 at% involves phases based on
two distinct fundamental structures: body centered
cubic (BCC) at high temperatures and hexagonal
close-packed (HCP) at lower temperatures. The
BCC-based phases appear over a wide range of
compositions at high temperatures as either a
disordered A2 or an ordered B2 (CsCl-type) struc-
ture depending on the exact temperature and
composition [2-5,20]. For Ti-Al-Nb alloys the B2
ordering appears to have Ti on one site and Al/Nb
on the other site [21]. For low Nb content, the
HCP-based structures have a disordered hexagonal
ao phase at intermediate temperatures and an
ordered hexagonal DO19 phase (Ti3Al or °2) at low
temperatures. At higher Nb contents, the HCP-
based low temperature structure is an orthorhom-
bic 0-phase (Ti2AINb) [2,4-6,22]. The DO19
structure involves binary ordering of the a struc-
ture with Ti/Nb occupying one site and Al the
other site [23]. The 0-phase structure involves
further ternary ordering of the a2 phase with Ti, Al,
and Nb predominantly occupying three different
sites [2,24]. Due to the structural relations
(reflected in the observed Burger's orientation
relationships between the phases [2-4,7,8,25]) it is
well known that the structural changes (transfor-
mations) from BCC- to HCP-based phases can be
described as a result of the following, where (hkl),
refers to the cubic phase:

1) distortions of {110}c planes and changes in
their interplanar distances;

2) shuffles, or relative displacement of neighbor-
ing (110)c planes;

3) reordering that changes the distribution (oc-
cupancy) of Ti, Al and Nb atoms among the
lattice sites.

In the spirit of the Landau theory of phase tran-
sitions [26] a common framework is sought to
describe all of the BCC- and HCP-based phases.
Then in principle, a single thermodynamic poten-
tial can be identified as a continuous function of a
set of order parameters that describe these three
types of structural changes. To obtain such a com-
mon framework, a site-to-site correspondence
between the structures must be found. This corre-
spondence between atom sites in these phases can
be obtained by a single set of Wyckoff sites of the

lowest symmetry phase considered, which in this
case is the orthorhombic 0-phase. Changes in the
coordinates and occupancies of the Wyckoff posi-
tions are related to the three types of structural
changes mentioned above. Special values of the site
occupancy parameters (and lattice parameters) will
correspond to changes in crystal symmetry that will
follow subgroup/supergroup paths. Analysis of
these paths lead to important information regard-
ing the sequence of phase transitions, possible
transient states, interconnections between the
structures, and domain interface configurations.

To make this approach valid, two assumptions
are required:

1) The transformations are diffusionless, i.e., no
changes in compositions of phases may occur.
The assumption seems to be valid considering
the time scale of long-range diffusion as com-
pared the interatomic jumps or displacements
required for chemical or displacive ordering
respectively;

2) The transformations are coherent, i.e., no dis-
continuities occur by slip or fracture in order
to relieve internal stress during the phase
transformation.

Both assumptions are likely to hold for the
Ti-Al-Nb compositions considered either during
sufficiently fast continuous cooling from the high
temperature single-phase BCC or B2 field or
during the initial stages of isothermal annealing of
the metastable quenched-in phase. Experimental
microstructural results indicate the occurrence of
martensite-type ordering transitions and coherent
structures under these conditions. Phase separa-
tion involving long-range compositional diffusion
will be treated by Bendersky and Boettinger
[J. Res. Nat]. Inst. Stand. Technol. 98, 585 (1993)].

In this paper we analyze the possible continuous
transformations on cooling in the Ti-Al-Nb system
and the expected features of idealized coherent
microstructures. The approach here is to see the
transformations as a sequence of symmetry re-
ductions, and microstructure as a collection of
domains. The microstructural features determined
by this analysis will be used for comparison to the
actual experimental results of Bendersky and
Boettinger based on microstructural studies of
three Ti-Al-Nb alloys, mainly by transmission elec-
tron microscopy (TEM).

Prediction of the microstructural features relies
almost entirely on the known structural and
symmetry relations between the highest and lowest
symmetry phases. The necessary information
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concerning the symmetry relations is contained in
the space group tables of the International Tables
for Crystallography [27]. Based on this information,
maximal group/subgroup symmetry relations
between phases will be established in Sec. 2. Each
transformation step will be considered as a symme-
try change, and the transformation path as se-
quence of subgroups. The symmetry analysis can
preclude certain transformation paths, assist in an
interpretation of the observed paths and also
predict possible intermediate phases. From the
predicted path, domain structures can be antici-
pated. Such domain structures will consist of a
hierarchical distribution of interfaces due to the
formation of orientational (twin) and translational
(anti-phase domain) variants, (Sec. 3). It is
expected that the formation of domain structures
will minimize the elastic energy arises due to the
coherency of transformation. Therefore, low en-
ergy, stress free interfaces (SFI) between orienta-
tional domains as well as their mutual arrangement
are considered in Sec. 4. In Sec. 5 results from the
previous sections will be summarized to show what
microstructures are expected to be seen for differ-
ent transformation paths.

2. Group/Subgroup Relations Between
BCC (Im~m), HCP (P63/mmc) and
Ordered Orthorhombic (Cmcm) Phases

2.1 Sequence of Maximal Subgroups

The Landau theory of phase transition of first or
higher order assumes that the symmetry of the
product phase is a subgroup of the parent phase
and that the atomic positions of the two structures
are closely related by a set of order parameters.
Usually the low temperature phase has symmetry
lower than the high temperature phase and the
decrease in symmetry is known as ordering while an
increase in symmetry is known as disordering. The
group/subgroup relationship between the parent
and product phases need not be maximal.' However
in this paper, we will search for a sequence of
maximal group/subgroup relationships in order to
anticipate all possible (but not necessarily occur-
ring) intermediate states. Such a sequence can be
obtained using the International Tables for Crystal-
lography [27], where the maximal subgroups and
supergroups of all 230 crystallographic space groups
are tabulated. Table 1 gives examples of such
subgroup tables for (a) the Im3m space group (e.g.,

'A subgroup H of space group G is called a maximal subgroup
of G if there is no subgroup L of G such that H is a subgroup of
L, i.e., G >L >H [27].

of the BCC structure) and (b) the P63 /mmc space
group (e.g., of the HCP structure). Examples of the
known structures represented by these subgroups
are B2 (Pm3m) in the Ila subgroups of Im3m and
DO19 (P63/mmc) in the lIc subgroups of P63/mmc.

Table 1. Subgroups and supergroups from the International
Tables of Crystallography for Im3m and P63/mmca

(a) Im3m
Maximal non-isomorphic subgroups

I [3] 14/m 12/m (4/mmm)
[3] 14/m 12/m (14/mmm)
[3] 14/m 12/m (4/mmm)
[4] 1432/m (m)
[4] I132/m (3m)
[4] I132/m (3m)
[4] I132/m (R3m)
(2] Im3l (m0)
[2] 1432
[2] I43m

4 Ia [2] Pin3m
[2] Pn3n
[2] Pm3n
[2] Pn3m

Ilb
Maximal

IIc
Minimal

none
isomorphic subgroups of lowest index
[27] Im3m (a'=3a, b'=3b, c'=3c)
non-isomorphic supergroups

I none
II [4] Pm3m (2a'=a, 2b'=b, 2c'=c)

(b) P6 3/mmc

Maximal non-isomorphic subgroups

I [2] P63222
[2] P63/mll(P63/m)
[2] P63 Mc
[2] P~mI
[2] P31c
[2] Pim2
[2] Pi2c

-* [3] Pmmc (Cmcm)
[3] Pmmc (Cmcm)
[3] Pmmc (Cmcm)

Ila none

lIb [3] H63,/mc (a' = 3a, b' = 3b) (P63/mcm)

Maximal isomorphic subgroups of lowest index

-4 TIc [3] P63/mmc(c'=3c;[4]P63/mmc(a'=2a,b'=2b)

Minimal non-isomorphic subgroups

I none

a (a) the TIm space group of the BCC structure and (b) the
P63/mmc (of both simple HCP and ordered DOj9) hexagonal
structures. Different types of subgroups are listed according to:
1-no change of translations; Ila-decentering; lIb-enlarging
the conventional cell; Ic-no change of the group type. [x]-
index of the subgroup which gives the number of variants.
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Often there is no apparent subgroup relation
between parent and product phases. Examples are
found for transitions between structures with cubic
and hexagonal symmetry, like the phases in the
Ti-Al-Nb system. Here the non-coinciding 3-fold
(111) cubic and 6-fold [0001] hexagonal symmetry
axes preclude such a relation. Usually transforma-
tions between two phases which do not have a
group/subgroup relation are considered reconstruc-
tive and not treated by the Landau approach. A
connection between symmetries can be restored in
some cases by introducing an intermediate struc-
ture with space group G. that is either a supergroup
of both structures, G, and G2, or a subgroup of both
structures [28]. When G, is a supergroup (also
called a paraphase in [28]), it is at least a group
union of the G and G2 groups and might not neces-
sarily exist. Such is the case for the BCC and HCP
phases considered here which already have very
high symmetry. However a subgroup, Gt can always

be found (and not necessarily the trivial group P1)
as the intersection group of GI and 02. In particu-
lar, for the disordered BCC and HCP phases with
Im3m and P63/mmc space groups and an orien-
tation of unit cell axes according to the Burger's
relationship (parallel close packed directions
[111]c//[1120]h and planes (110)c//(0001)h), the
intersection group Gt is the orthorhombic Cmcm,
with its c-axis parallel to the [110]c direction.

The Cmcm space group (with appropriate choice
of Wyckoff sites) can represent a structure which is
close to HCP but differs in symmetry and relative
position of the atoms in the basal planes (Fig. 1).
Such an intermediate structure was reported as a
martensitic phase in some Ti alloys [29]. The
Cmcm structure can also be considered as the BCC
structure distorted by shuffles (relative shifts) of the
(110)c planes. In this case the Cmcm group could
have been found procedurally by taking the inter-
section of the cubic symmetry and the symmetry

a
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0 0 00 

b
o * ; W__07

0 0 0 oi
o .* 0 1

0

0 0

0 @

0 0

Cmmm

4c (,y,l1/4)

0@0

0

0

00@0

0@0

P63/mmc
(a/b =4/3; y=1/6 )

0~~~
0 * ro *- 

O~~ .M 

0

0

0

* 0 0 0 0 0

o * 0 0

Im3m
(a/b=b/c='V2; y=l1/4)

Fig. 1. The Cmcm space group is represented by the structure (a) which is close to both the HCP (b) and BCC (c) but nevertheless
different in symmetry and the relative positions of their basal planes. The structures are shown in projections along their [001] (a,b)
and [110] (c) directions. Black and white shades represent two neighboring layers of atoms.
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of the shuffle displacement wave (mmm point
group symmetry for the (110)[110]-type shuffle
[30,31]). Such symmetry can be locally present in
the premartensitic tweed states of quenched BCC
or BCC-based structures, which are also known to
have the (110)[110]-type soft phonon modes
(tweed BCC).2

Sequences of maximal subgroups were found
that connect the highest symmetry cubic and
hexagonal space groups to the low symmetry
orthorhombic "intersection" space group (Fig. 2).
This sequence includes all known equilibrium
phases observed in alloys near the Ti3AI-Nb3AI
section with less than 30 at% Nb. The figure
includes sequences along disordered (BCC) and
ordered (B2) branches of the high temperature
phases. In the figure the space groups are
connected to each other with arrows indicating

f 3-,
PnS,. (B2 W,4in

P41.mm Pen P6,i-(A3)

2 4

Cmmm Cam (20) P6YInmc (DO,)

2 K

Pmmua(19)
2

I Cb (B

Fig. 2. Subgroup/supergroup symmetry relations between the
high symmetry Im (BCC) and the lower symmetry
orthorhombic Cmcm (Ti2AINb) space groups. Space groups are
connected to each other with arrows pointing in the direction of
a decrease in symmetry. The number shown in square brackets
next to each arrow is the index of symmetry reduction. Vertical
arrows are used to indicate changes in symmetry due to
displacive ordering. Angled arrows indicate that the difference
in symmetry is due to changes in atomic site occupancy (chemi-
cal ordering).

2 The use of an intersection group to create continuity of group/
subgroup relations has been successfully used in a study of the
formation of H-type phases from a B2 high-temperature phase
in a different region of the Ti-Al-Nb system containing 37.5 at%
Al and 12.5 at% Nb [32]. In this case the [111](111) shuffle
displacement wave of the omega transition has the cylindrical
Oh symmetry (for coinciding wave and polarization vectors)
[30]. The intersection point group of the m3m (BCC) and the
ooh (with the mirror plane h parallel to one of the (111) direc-
tions) has the trigonal m point group symmetry. The P3ml
space group (m point group) is obtained from the intersection
of space groups of the two stable phases, the high-temperature
B2 (Pmim) and the low-temperature hexagonal B82 (P63/mmc).
The structure with the trigonal P3ml symmetry was indeed
observed as an intermediate state in the transformation path.

symmety decrease. The numbers shown are the
indices of symmetry reductions between two neigh-
boring subgroups (the index of a subgroup is the
ratio of the number of symmetry elements in a
group to that of the subgroup). These integers give
the number of lower symmetry variants (domains)
that would be possible if a transition from high to
the low symmetry occurred. Inclined arrows
indicate symmetry changes due to atomic site
(Wyckoff) position changes leaving the occupancy
fixed, i.e., displacive ordering. Vertical arrows
indicate symmetry changes due primarily to
changes in atomic site occupancy, i.e., chemical
ordering. Slight adjustments of site positions and
occupancies due to the new atomic environments
will accompany the chemical and displacive order-
ing respectively. As described in Sec. 3, one possi-
ble transformation sequence for the formation of
the lowest symmetry orthorhombic phase from
BCC will involve symmetry increase (supergroup
formation) from the A20 structure to the A3
structure. In this case no new variants are formed.

2.2 Intermediate Subgroups and Their
Corresponding Structures

In addition to the space groups of the Ti-Al-Nb
equilibrium phases, A2(BCC):Im3m, B2:Pm3m,
A3(HCP):P63/mmc, D, 9:P63/mmc and 0-phase
(Ti2AlNb:Cmcm), several other space groups must
be introduced in order to keep the subgroup rela-
tion maximal (Fig. 2). Crystallographic structures
corresponding to the space groups in Fig. 2 are
shown in Figs. 3 and 4 (with occupancies relevant
for the ternary Ti-Al-Nb alloys). These figures
assume an atom to atom correspondence between
the structures. In Fig. 3 all of the structures are
presented in a common projection normal to their
close-packed planes. Frames of both the largest unit
cell (of the 0-phase) and of the particular crystal
structure unit cells are also shown. Analysis of the
intermediate structures lead to the following
details.

The 14/mmm and Fmmm structures (obtained
from the disordered BCC, Im3m) and the P4/mmm
and Cmmm structures (obtained from the ordered
B2, Pm3m) represent homogeneous strain of the
cubic lattice. The 4/mmm (Wyckoff position 2a)
and P4/mmm (Wyckoff positions la and d) are
tetragonally distorted along the cubic (100) direc-
tion. The Fmmm and Cmmm are structures with
different distortions along two orthogonal cubic
(011) directions (with Wyckoff positions 4a and 2a,
2c, respectively, and a doubled unit cell, recentered
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Fig. 3. Structures corresponding to the Fig. 2 subgroup sequence, as viewed along the [OO11 ([O11],) direction. Frames of the largest
unit cell (of the O-phase) and of each particular crystal structure are drawn. Increasing size circles represents Al, Ti, and Nb atoms,
respectively. Filled and empty circles correspond to different parallel layers of atoms.

and rotated by 450 (a'=a +b; b'=a -b). The
homogeneous strains of orthorhombic symmetry do
not change the number of atoms per primitive
cell-there remains one atom/cell for the dis-
ordered and two atoms/cell for the ordered struc-
tures (Fig. 4).

The overall orthorhombic distortion of the cubic
structure, if not supported by ordering, is most
probably unstable for materials with simple metallic
bonding. Therefore, these structures are not
expected to exist as metastable states but rather
represent a homogeneous strain accompanying
(and selecting the orientation of) the subsequent
symmetry reduction by shuffle displacement (from

Fmmm and Cmmm to Cmcm and Pmma, respec-
tively).

Structures corresponding to the Cmcm and
Pmma space groups are known in the literature as
the Struckturbericht A20 (a-U prototype) and B19
(AuCd prototype), respectively. These structures
can be obtained by heterogeneous shuffles of pairs
of (110). planes of either disordered or ordered
cubic structure [corresponding to either 100 or 010
planes of the Fmmm and Cmmm, respectively (Fig.
4)]. The amplitude of the shuffle displacement wave
is reflected in the parameters of they coordinate of
Wyckoff positions: 4c (O,y,1/4) for the Cmcm struc-
ture and 2e (1/4,yjO); 2f (l/4,y2,1/ 2) for Pmam. The
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Im3m I4/mmm
I

&i
C3

Fmmm

Fig. 4. Space groups and structures representing homogeneous
strain distortion of the cubic lattice (a). (b) The 4/mmm and
P4/mmm are structures of tetragonal distortion along cubic
(100) (with Wyckoff positions 2a and la, d, respectively). (c)
The Fmmm and Cmmm are structures with orthorhombic
biaxial distortion along orthogonal cubic (011) directions (with
Wyckoff positions 4a and 2a,2c, respectively, and a doubled size
unit cell.

symmetry changes do not depend on the size of the
displacement. The effect of the shuffles on the
disordered Fmmm (010) is that its mirror planes
are changed into diagonal glide planes, and all two-
fold axes disappear, as shown in Fig. 5 which com-
pares the symmetry elements of these two space
groups. The Cmcm structure (or equivalently
Amam for the Fmmm coordinate system) has a
shifted coordinate origin at either 0, - 114, - 1/4 or
0,1/4,1/4 (in order to have coincidence of common
symmetry elements as shown in Fig. 5). Similarly,
for the ordered Cmmm (010) mirror planes and
two-fold axes disappear, and the symmetry became
Pmam (or conventional Pmma [27] with a permuta-
tion of the b and c axes). A new coordinate origin
of the Pmma is also at ± 1/4,0,1/4.

The two origins correspond to two translational
variants, with a (0,1/2,0) displacement vector.
Formally, from the maximal subgroup relations

[27], the translational variants are the result of a
lattice decentering. Structurally, the formation of
the two variants can be described by shuffle dis-
placement waves that are out of phase by a half
period in opposite directions. Because of the
displacive nature of ordering, a translational inter-
face between them has a stacking fault nature with
atomic distances different from the bulk material.
We will discuss details of the interface structure
later.

For some special values of Wyckoff positions
(y coordinates) and/or of lattice parameters, a
structure can degenerate into a structure of higher
symmetry. Such a higher symmetry structure, the
hexagonal P6 3/mmc (Fig. 3), occurs for the dis-
ordered Cmcm when the shuffles are such that
Wyckoff position parametery is 1/3 and the ratio of
lattice parameters, ba, is \/3-. For the ordered
orthorhombic Pmma such a symmetry increase by
displacement is precluded by the chemical order
inherited from the B2. The disordered hexagonal
P63/mmc is expected to be more stable than the
disordered orthorhombic Cmcm; in a hard sphere
approximation P63/mmc has higher entropy (due
to its higher symmetry) while interaction energies
are comparable. No thermodynamic barrier for the
Cmcm (A20) to P63/mmc (A3) transition is ex-
pected, and therefore the disordered Cmcm struc-
ture is believed to be unstable. This conclusion
cast doubts on the existence of the truly disordered
orthorhombic martensite [29]. (Nevertheless disor-
dered Cmcm(A20) structures are known for U,
Am, Ce, Ga with nonspherical electron densities).
Conversely, the Pmma structure (B19) could well
be a stable or a metastable phase and exist as a
transient state. Indeed numerous B19 phases are
known in different systems as either metastable
(martensitic) or stable phases, e.g., AuCd and
NiTi.

The structure with the lowest symmetry, the
O-phase, also has the Cmcm space group and
ternary ordering on three Wyckoff positions, 4cj,
4c2, and 8g. The O-phase translations on basal
(001)o plane are twice that of the binary ordered
Pmma (B19). The structure can be obtained by
ordering either Pmma (B19) or P63/mmc (DO,9 ).
The DO19 structure itself can be obtained by binary
ordering of the disordered HCP (A3) and could be
in a intermediate metastable state.
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Fig. 5. Comparison of the space-group diagrams of Fmmm and two translational variants of
Cmcm. In order to have coincidence of common symmetry elements of these two space
groups, the Cmcm diagrams must have a coordinate origin shifted to either 0, - 1/4, - 1/4 or
0,1/4,1/4. The translation vector between two Cmcm variants is [0 1/2 1/2.

2.3 Description of Structures as Special Cases of
the Lowest Symmetry Cmcm

To summarize, the structures from the group/
subgroup sequence can be described in terms of
the lowest symmetry Cmcm space group corre-
sponding to the Ti2AINb phase. The orthorhombic
Stl'UCtUle las thee Wyckoff positions, 4 (y',
1/4), 4c2 (,y2,1/ 4) and 8g (3,y3,1/4). Special values
of the Wyckoff coordinates, the site occupancies,

and the ratios of the orthorhombic lattice parame-
ters can describe all the structures. The results are
summarized in Table 2 where the space groups,
Struckturbericht name, prototypes, restrictions on
lattice parameters (if any), occupancies (general
values and measured values for Ti,Al,Nb) and
coordinates of the Wyckoff sites are presented.
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Table 2. Description of various phases based on common sites in the Cmcm space group

Structure Lattice Conditions Occup. Wyck. x y z

Ti2AINb, yl=0.16 3;y2=0.6 23 A 4c1 0 Y1 1/4
HgNa, Cmcm y3=0.904;x 3 =0.231 B 4c2 0 Y2 1/4

C 8g X3 Y3 1/4

Ti3AI, D019 b/a = V3 A 4c, 0 1/6 1/4
Ni 3Sn, P63 /mmc B 4c 2 0 2/3 1/4

B 8g 1/4 11/12 1/4

aTi, A3 b/a = A 4c, 0 1/6 1/4
Mg, P63/mmc A 4c 2 0 2/3 1/4

A 8g 1/4 11/12 1/4

Ti-Nb, A20 Yj = 0.1 A 4c, 0 Y1 1/4
aU, Cmcm A 4c 2 0 1/ 2 +y, 1/4

A 8g 1/4 3 /4 +yj 1/4

Ti-Ni, B19 y, = 0.156 A 4c, 0 y, 1/4
AuCd, Pmam(Pmma) Y2 = 0.906 A 4c 2 0 1/ 2 +y, 1/4

B 8g 1/4 Y2 1/4

P3Ti, A2 b/a =-V2 A 4c, 0 1/8 1/4
W Imm c/a = V2/ A 4c 2 0 5/8 1/4

A 8g 1/4 7/8 1/4

TiNi, B2 b/a =\/2 A 4c, 0 1/8 1/4
CsCI, Pm~m c/a = Vr2/ A 4c 2 0 5/8 1/4

B 8g 1/4 7/8 1/4

From the schematic representation of the data in
Fig. 3 one can visualize the transformation
sequence as a continuous change of atomic sites
occupancies and positions within the framework of
the 0-phase. Regardless of whether the trans-
formations occur by a continuous mechanism, the
common geometrical description of the known
equilibrium phases permits the realization, in
principle, of a single thermodynamic potential
representing all of the phases as a function of a set
of order parameters based on the site positions and
occupancies.

3. Transformation Paths, Types and
Hierarchy of Domains Interfaces

The formal crystallographic sequence of group/
subgroup relations (Figs. 2 and 3) suggests differ-
ent ways that the coherent phase transformations
from the high temperature BCC (Im3m) phase
might occur in reality. While the direct formation
of the lowest symmetry phase by a reconstructive
transformation is possible, microstructural evi-
dence presented by Bendersky and Boettinger

suggests the contrary. The transformation proceeds
by steps according to the sequence which imply
metastable transient phases. Each transient phase
may exist over some temperature interval between
upper (to the supergroup phase) and lower (to the
subgroup phase) critical temperatures (or tempera-
tures of phase instability for 1st order transitions).
Each transformation step of the sequence will
reduce a crystal of the higher symmetry phase into
lower symmetry phase variants (except A20 -> A3
where an increase of symmetry does not lead to
new variants). The orientation and relative trans-
lation of the variants will be related to each other
by the symmetry operations of the preceding higher
symmetry phase that disappeared after the transi-
tion. Therefore a hierarchical (in a sense of both
symmetry reduction and domain interface distri-
bution) microstructure is expected. Assuming the
nucleation of different low symmetry phase vari-
ants in each variant of the high symmetry phase
and the absence of significant domain coarsening, a
hierarchy of microstructural scale is also expected.
The transformation sequence can then be recog-
nized by the way in which the variants of the lowest
symmetry phase are grouped.
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Starting from the A2 (BCC) phase, the lowest
symmetry 0-phase can be obtained along different
transformation paths (different sequences of trans-
formation steps). Using the maximal subgroups
relations in Fig. 2 and reasoning about the stability
of structures discussed in Sec. 2.2, one finds that
following three transformation paths are feasible:

Path 1: Im3m(A2) -* [12] -> Cmcm(A20) -> [1]

P63 /mmc(A3) -> [4] - P63/mmc(D0 19)

[3] -- Cmcm(O)

Path 2: Im3m(A2) - [2] -> Pm3m(B2) -> [12]

-> Pmma(B19) - [2] - Cmcm(O)

Path 3: Im3m(A2) -- [12] -> Cmcm(A20) -> [2]

-> Pmma(B19) -> [2] -> Cmcm(O)

where the numbers in brackets are the number of
variants possible after symmetry the change.

The microstructures resulting from these se-
quences will consist of the same 0-phase but with
distinctly different hierarchies and types of inter-
faces. The type of interfaces, either rotational,
translational or mixed, is obvious from the group/
subgroup relation. Each symmetry reduction has
necessarily more then one variant of the low sym-
metry phase. Variant generating operations and
their matrices, gij, can be obtained with the help of
the International Tables for Crystallography [27]
from the list of Symmetry Operations of the space
group, after excluding the symmetry operations of
the subgroup listed in the Maximal subgroups table
(see Table 1).

The number of variants in each transition is
equal to the index of the subgroup (square brackets
in Fig. 2 and in paths 1-3). For a sequence of
transitions the number of lowest symmetry phase
variants (with respect to the highest symmetry
phase) will be the product of indices for each step.
For the transformation, paths 2 and 3, the number
of variants is the same; viz., 48 (2 x 12 x 2 or
12 x 2 x 2). For the transformation path 1 more
variants occur; viz., 144 (12 x 1 x 4 x 3) because of
the hexagonal symmetry present as an intermediate
state. The index of 12 in paths 1-3 is the product
(3 x 2 x 2) of indices of the individual maximal sub-
groups that accomplish the homogeneous distor-
tion and the shuffles between Im3m and Cmcm or
between Pm3m and Pmma.

The maximal subgroups in [27] (e.g., shown in
Table 1) are divided into isomorphic and non-
isomorphic subgroup classes. The isomorphic
subgroups (Ic) differ from their parent group only
by a translation group; i.e., an increased unit cell
size (e.g., HCP to DO1 9 ordering which maintains
the same rotation group but doubles he unit
cell dimensions in the basal plane). Te non-
isomorphic class is divided into three subclasses.
Class Ila, in which the unit cell is decentered, will
have translational variants similar to the iso-
morphic subgroups (e.g., ordering of BCC (Im3m)
to B2(Pm3m)). Class Ib, in which the unit cell is
decentered and enlarged, will also have only trans-
lational variants (e.g., ordering in the Fe-Al system
of the B2(Pm3m) to the DO3 (Fm3m) phase).
Therefore variants of these Classes, Ia, Ilb and
IIc, are purely translational. The third type of non-
isomorphic subgroup is Class I (t subgroups), which
retain all translation, and have only rotational vari-
ants (e.g., transition in the YBa 2Cu 307- 8 high-T
superconductor from the tetragonal P4/mmm to
the orthorhombic Pmmm superconducting phase).
For non-maximal subgroups translational/
rotational combinations are possible. In Table 3,
the type of interfaces which are created in each
group/subgroup transformation step of the trans-
formation paths 1-3 are summarized.

In the case of coherent structure formation, the
contacting volumes of the different variants, which
form differently oriented or shifted lattices with
respect to each other, are known respectively as
rotational and translational domains. Mixed rota-
tional/translational domains are also possible for
transitions with non-maximal subgroup relation. A
single rotational variant of a transformation usually
has slightly different orientation of axes with
respect to its parent than those following the struc-
tural correspondence. The orientation depends on
the kind of variant of the surrounding domains and
the interface orientation. In general, the number
and orientation of coexisting domains as well as the
configuration of the domain interfaces, i.e., the
domain structure, depend on the thermodynamics
and kinetics of the phase transformation.

Two major factors will effect the morphology and
the orientation of equilibrium interfaces-their
surface energy and their bulk elastic energy due to
the misfit between different variants and between
the matrix and different variants. For rotational
domains the self-strains generate significant long
range strain and one expects elastic energy mini-
mization to dominate the selection of the interface
patterns, as described in detail in Sec. 4. For trans-
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Table 3. List of interfaces between domains in different group/subgroup transitions. The Class represents type of symmetry reduc-
tion [37], the interfaces are described by domain generating symmetry operation (of lowest symmetry)

Group/subgroup Class of subgroup Type of interface

Im~mbPmm Ila translational (APB)

Im~m-Cmcm(A20) I+I+IIa rotational (twins of I and II kind),
translational with stacking fault mixed
twin/translational

Cmcm(A20)-*P6 3/mmc(A3) Supergroup no new interface

P63/mmc(A3)--.P6 3/mmc(DOj 9) Ic translational (APB)

P63/mmc(DO1 9)--Cmcm(O) I rotational (compound twins)

Pm3m-*Pmma(B19) I+I+IIa rotational (twins of I and II kind),
translational with stacking fault, mixed
twin/translational

Cmcm(A20)-Pmma(B19) Ila translational (APB)

Pmma(B9)-Cmcm(O) lIb translational (APB)

lational domains, (class II subgroup transitions)
there is no change of crystal system (e.g., cubic to
cubic lattice in the BCC-B2 transition), and there-
fore only dilatational strains are expected. Thus the
surface energy, or more precisely its anisotropy,
controls the morphology. However, as many exam-
ples from ordered alloys show, these surface ener-
gies often have weak anisotropy and domain walls
are isotropic and wavy. This is especially true for
chemical (substitutional or interstitial) ordering
[33]. Based on this, wavy isotropic interfaces are
expected for the following transitions presented in
Table 3: Im3m->Pm3m, P63 /mmc(A3)-*P63 /mmc
(DO 9), Cmcm(A20)-.Pmma(B19) and Pmma
(B19)--Cmcm(0). Less clear are two cases of
translational domains in the Im3m->Cmcm (A20)
and the Pm3mPmma(B19) transitions as dis-
cussed in detail in Appendixes A and B.

4. Equilibrium Structure of Rotational
Domains: Interfaces and Their
Arrangement

For rotational domains the elastic energy domi-
nates the interfacial energy for sufficiently coarse
structures. We will only consider equilibrium
features of rotational domain structures which min-
imize elastic energy while ignoring their interfacial
energy. For interfaces with equivalent elastic
energy, the interfacial energy, which can be differ-
ent for different types and orientations of interfaces
(even for the same pair of variants), determines the
relative stability.

It is convenient to subdivide the elastic problem
into two steps. First, we will consider the simplest
domain structure-two domains of two different
variants. Secondly, using results for the domain
pairs, we will discuss the domain structures con-
sisting of more than two domains. The results,
first discussed in general terms, will be applied to
two transformations in the Ti-Al-Nb system involv-
ing rotational domains: cubic to orthorhombic
(Im3m-Cmcm, Pm3m--Pmma) and hexagonal to
orthorhombic (P63 /mmc-*Cmcm).

4.1 Pairs of Domains

The most important characteristic which deter-
mines a domain structure is self-distortion, Sqj, or its
symmetric part, self-strain, e. The self-strain is a
homogeneous macroscopic strain that accompanies
each phase transformation. The inhomogeneous
strains associated with shuffles can be neglected
since their effects cancel over a few atomic dimen-
sions. Different variants of each transformation are
characterized by different self-strain tensors
according to different orientations of the crystal
axes of the variants, and therefore of the principal
axes of the tensor. The self-strain tensors of two
different variants, e.g., 1 and 2, are connected by
the following relation:

(1)

where gik is the matrix of one of the parent phase
space group symmetry operators which are not a
part of the space groups of the two variants.
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Operating on the self-strain tensor of one variant
with these lost symmetry elements generates the
self-strain tensors for the other variants. Examples
of these matrices for the hex->O-phase and the
BCC---O-phase transformations are given in the
Appendix A.

In a coherent crystalline system incompatibility of
the self-strains on both sides of the interface
between domains creates internal stress originating
from the interface. Such stress will not arise, and a
stress-free interface (SFI) will result if

1) the interface is planar, and

2) the self-strains on both sides are compatible,
i.e., no discontinuity of displacements occurs
at the interface.

To meet the requirement of compatibility it is neces-
sary and sufficient that the difference between two
self-strains can be represented as the symmetric
part of a diadic product of two unit vectors, m and n:

Aeij =eij (2) -eij (1) = is (minj +nimj) (2)

where mi is a vector normal to the planar interface
considered, nj is a vector orthogonal to the mi, and
s is a scalar measure of self-strain difference [33].

The rotation of the variants necessary to maintain
contact between the domains is given as

O)i = + is (mini - nim ) . (3)

When the strain difference given in Eq. (2) is com-
bined with the relative rotation of domains given in
Eq. (3), a simple shear will describe the relation-
ship between the two domains. The distortion
tensor describing this simple shear is either snimj
along a plane with m normal in the direction n or
sminj along the plane with n normal in the direc-
tion m. These simple shears are twin shears, and
the domains can be considered as twins with two
twinning planes, m or n, normal to each other. One
of these twinning planes coincides with a mirror
plane of the parent crystal structure (which is not a
symmetry element of the variants under consider-
ation) and therefore has rational indices. The other
one can be a plane with irrational indices in coordi-
nates of the parent crystal. The rational mirror
plane corresponds to type I twinning, whereas the
second, irrational plane, corresponds to type II
twinning [34]. Using a simple two-dimensional
example of a square to a rectangle (p4mm to
p2mm) transition, Fig. 6 illustrates the operations
described above. (Only Type I twinning occur in
this example.)

PARENT PHASE

m,@

e(1) E(1)

VARIANTS

E(2) E(2)
w(1)

co'(2)

DOMAINS
e(1) +

e(2) + &'(2)

S'(1)

S'(2)

TWINS

+ (1)

E(2) + (2)

S(1)

(I & I kind)

S(2)

Fig. 6. Two-dimensional example of the square to rectangular (p4mm to p2mm) transition illustrating formation of two pairs of
domains, their rotations, strain-free interfaces and description by twinning.
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The orientation of SFIs as well as the domain
misorientations can be found directly from Eq. (2)
in the coordinate system of the principle axes of
the strain difference tensor Aeij [33,35]. For all
other coordinate systems it is convenient to trans-
form Eq. (2) by multiplying it by xix,, where xi is an
arbitrary vector belonging either to the m (ximi = 0)
or n (xini = 0) SFI planes to obtain [36]

xi [eij (2) - eij (1)]xj = 0 . (4)

This quadratic equation splits into the product of
two linear equations whose solutions determine the
coordinates of two SFI planes. (The absence of a
solution of Eq. (4) implies that the difference
between the self-strains of the variants can not be
represented in the diadic form of Eq. (2), and
therefore a domain pair generated by these
variants cannot have a SFI.)

Both equivalent equations, Eqs. (2) and (4),
were obtained with the assumption that the self-
strains are small [33, 36]. However, Eq. (4) can be
easily generalized to avoid the small-strain approxi-
mation using standard finite deformation analysis.
A plane belonging to the parent phase becomes a
SFI if any vectorxk in that plane, after being trans-
formed, will have the same length in both variants.
In variant (1) the vector Xk becomes
Xi(1)=[[ik +Sik(1)]xk, where ik is a unit matrix,
Sik (1) is a self-distortion tensor of the variant 1.
The variant (2) transforms the same vector Xk into
Xi (2) = [ik + Sik (2 )]Xk. The equality of the lengths
[Xi2 (1)=X,2(2)] leads to an equation similar in its
form to Eq. (4) but where

(5)

Eq. (5) is a strain tensor commonly used to
describe finite deformation and provides an exact
definition of self-strain as a symmetric tensor based
on the known self-distortion tensor of a transfor-
mations, and it includes a quadratic term of the
distortion tensor, S. For weakly first order and
second order ferroelastic-type transformations, the
quadratic term can be neglected in the vicinity of
transformation because S (related to the order
parameter) is small. For strongly first order
martensitic transformations, with large distortions,
the quadratic term can be considerable.

Besides the solutions corresponding to the ratio-
nal mirror planes in the parent phase, Eq. (4) has
solutions that depend on the lattice parameters of
the product phases, and therefore yield orienta-
tions that are generally irrational and depend on

transformation temperature and the phase compo-
sitions. The solutions for orientations of SFIs for
94 different combinations of higher and lower
point groups, relevant for ferroelastic transforma-
tion, are given by Sapriel by solving Eq. (4) [36].
For the transitions considered in this work,
namely for BCC/B2 to orthorhombic/HCP struc-
tures [Im3m(A2) -Cmcm(A20)/P6 3/mmc(A3) and
Pm3m(B2)--Pmma(B19)] and for HCP to orthor-
hombic [(P6 3/mmc(DO 19) ->Cmcm(O-phase)], spe-
cific forms of Eq. (4) and its solutions are given
in Appendix A. For the HCP-*orthorhombic
transformation, there are only symmetric SFIs of
the {100}h and {112O}h types (the irrational solu-
tion degenerates into a symmetric one). The SFIs
correspond to {110}o and {130}o, respectively, when
transformed to coordinates of the 0-phase. For the
BCC-*orthorhombic (or similarly HCP) transfor-
mation, there are three SFIs of the {100}, type, six
of the 110}, type, and six irrational {hhk}c types
with h k ratios depending on the lattice para-
meters of the orthorhombic (or hexagonal) phase.
The rational SFIs correspond to {021}o and {221}o,
respectively, when transformed to coordinates of
the 0-phase. The hhk}c-type interfaces in the
0-phase coordinates are of the form
{1,(s -1),2(s + 1)}o where s =klh. The {hhk}c
interfaces, when calculated for the lattice parame-
ters of the DO1 9 or 0 phases taken from the litera-
ture [4], are found to be close to {155} and {144}1,
respectively. The pair of orthogonal interfaces
between different pairs of variants are summarized
in Table 4 where the labeling of the pairs is given
according to Fig. A.2.

4.2 Polydomain Structures

Two rotational domains separated by a planar
SFI are a unique morphology that avoids long range
elastic stress fields. Two domains cannot be
bounded by the two conjugate orthogonal SFIs as
shown in Fig. 7a, because the corner where these
SFIs intersect each other would be a disclination,
and therefore a source of a long-range distortion.

The optimal shape of one domain included inside
another is a plate with a small thickness to length
ratio. (Experimentally the plates usually are found
lenticular.) If the wide facets of the plate are SFIs,
the stress field would be concentrated only near the
plate edge, in a manner similar to a dislocation loop
field (Fig. 7b) [35, 37]. This long range field can be
reduced if a packet of plate-like domains is formed
(Fig. 7c). If the boundaries of the packets (imagi-
nary planes through the plate edges) are aligned
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Table 4. List of SFI interfaces for all possible pairs of domain
of the O-phase in the m3m-mmm type transformation. Label-
ing of variants and interface indexes are given in the cubic co-
ordinates of Fig. A.2. s =k/h =2B/(A -C)

Pair Interface in Miller
of domains Interface equation indices

a

2 2/

b

I 2 tM

2T

1/2 x= 0;
y = 0;

1/3 y=z;
-2Bx + (C -A)(y +z) =0;

1/4 y = Z;
-2Bx + (C-A)(y -z) = 0;

1/5 x=z;
- 2By + (C -A)(x +z) = 0;

1/6 x= -z;
-2By +(C-A)(x -z)=O;

2/3 y= Z;
2Bx + (C -A)(y -z) = O;

2/4 y =z;
2Bx + (C -A)(y +z) = 0;

2/5 x = -z;
2By + (C-A)(y -z) = 0;

2/6 x=z;
2By +(C -A)(y +z)=0;

3/4 x =0;
z = 0;

3/5 x=y;
-2Bz +(C -A)(x +y)=O;

3/6 x= -y;
- 2Bz + (C -A)(x -y) = 0;

4/5 =-y;
2Bz+(C -A)(x-y)=0;

4/6 x =y;
2Bz + (C -A )(x +y) = 0;

5/6 y= 0;
z = 0;

(1 0 0)
(O 1 0)

(O 11)
(s 11)

(O 11)
(s 1 1)

(1 0 1)
(1 s 1)

(1 0 1)
(1 Sf)

(0 11)
(s 1A1)

(01 1)
(S TI)

(1 0 1)
(Is 1)

(1 0T)
( s I)

(1 0 0)
(O 0 1)

(1 1 1)
(1 1 s)

(1 10)
(1 Is)

(1 0)
(i1 s)

(1 1 0)
(i s)

(O 1 0)
(O 0 1)

C
m

2

I -
:T

I - -T

:T

n

Fig. 7. Schematic drawing of two rotational domains (white and
gray shades) separated by planar SFIs and corresponding long
range elastic stress fields. (a) Disclination field of a dihedral
angle of a domain interface. (b) Dislocation-like field of a single
domain inside another domain serving as a matrix. (c) Self-
accommodated group of domains with reduced long range field.

structed. Examples of a domain structure of 2nd
order for the BCC->Ort transition consisting of
3 variants are discussed below and illustrated in
Fig. 8.

The pseudo-SFIs between polytwins can be
determined by the same Eqs. (4) and (5), where eij
(or Sij) is an average self-strain of the polytwin as a
whole. For example, the equations for the SFI
between the polytwin consisting of domains 1 and 2
and the polytwin consisting of 1 and 3 is

xi [eq (1, 2 ) -eij (1,3)]xy = 0 (6)

The average self-distortions Sij (1,2) and Sij (1,3)
are expressed through an average distortion of the
polytwins

parallel to the conjugate SF1 plane n of the SFI
plane of the individual plates, m, then interference
of the edge fields cancels the long-range stress field
components. Such plane-parallel packets (also
named in the literature as polytwins (by analogy
with polysynthetic twins, or polydomains) are a typ-
ical element of domain morphology.

The polytwin as a whole can be considered as an
effective "domain" of second order in a hierarchy
of domain structures [33,37]. By analogy domain
structures of even higher order can also be con-

Sj (1,2) = (1 - a)Sij (1) + aSij (2) (7a)

Sij (1,3) = (1 - B)Sij (1) + fSqj (3) (7b)

where a (or j3) is the fraction of domains 2 (or 3)
in polytwin (1,2) (or 1,3), and where the distortions
Si (1), Si (2) and Sij (3) include the supplementary
rotations [Eq. (3)] of the domains in the polytwins
required for conserving coherency.
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b C

d e f

Ny

N>,

[100]

[011] [011]

Fig. 8. Polydomain structures of two second order polytwin plates composed of different combinations of three rotational variants
(white, light and dark shades) of the orthorhombic phase as seen in the [O11]c direction. The domain interfaces are either SFI (twin
boundaries) or low-angle boundaries (dislocation walls). Continuous lines represent "edge-on" planes while doted lines are inclined
planes. Possible combinations of three variants are: (a) (1,3)/(2/3), (2,4)/(1,4); (b) (4,5)/(2,5), (2,6)/4,6), (3,5)/(1,5), (1,6)/(3,6); (c)
(1,2)/(2,4), (3,4)/(2,4), (1,2)/(1,3), (3,4)/(1,3); (d) (1,2)/(2,3), (1,2)/(1,4), (3,4)/(2,3), (3,4)/(1,4); (e) (4,6)/(2,6), 1,6)/(3,6), (1,5)!
(3,5), (4,5)/(2,5); (f) (1,2)/(2,4), (3,4)/(1,3). (The labeling of the variants follows Fig. A.2.)

In general, to determine the pseudo-SFI
between polytwins, the fractions a and 3 must be
known. If a =, , the stress free boundary between
polytwin (1,2) and polytwin (1,3) may run along the
SFI between domains 2 and 3. For that, a line of
intersection of the 1,2 SFI and the 1,3 SFI has to
belong to the 2,3 SFI. For the BCC->ORT trans-
formation there are three different interfaces of
this type between polytwins consisting of 3 types of
domains: along {1O00}, {11O}, and {h 1}c according
to the three possible orientations of the SFIs
between the domains given in Table 4. Using Table
4 it is not difficult to find all possible second order
polydomain morphologies for the a =,13 case. Such
morphologies for three-variant structures are
represented in Fig. 8. It is very likely that such
structures with a = h3 correspond to a minimal
energy.

While interfaces between polytwins that satisfy
Eq. (6) have no long-range stress field, they do
have microstresses distributed in the packet
boundary. Even in the case of good matching
(a =,8), the rotation between different domains
causes microstresses which can be described as
fields from disclination dipoles. These micro-
stresses at the boundary could manifest themselves
during annealing as sites for further microstruc-
tural change.

The approach of packing first, second, and
higher order effective domains can be applied in
principle for the analysis of any hierarchy of
domain structures. The scale of such hierarchical
structures should be determined by the com-
petition between the short-range microstresses
distributed in the packet boundaries that tend to
disperse the structure and the effective interfacial
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energy that tends to coarsen the structure.3 The
number of the variants in the polydomain structure
which are necessary to accommodate the self strain
depends on boundary conditions. For a polydomain
structure inside an untransformed matrix, the sim-
plest polytwin that has an invariant plane boundary
with the matrix is sufficient [39,40]. If the boundary
of the region to be transformed is fixed, e.g., it
coincides with a grain boundary, minimum elastic
energy corresponds to the minimum average self-
strain of the region, or zero average shear. This
condition can be achieved only when all variants
take part in the polydomain structure. The number
of the variants determines an internal hierarchy of
the polydomain structure.

5. Expected Microstructures and
Transformation Paths

The present analysis suggests that three different
types of domain structures are possible for a single
phase microstructure of the 0-phase depending on
the transformation path traversed. Paths 1-3 are
summarized in the form of subgroup sequences.
These paths differ primarily as to whether the
hexagonal symmetry phases or the B19 phase
occurs at an intermediate stage of transition. The
path involving the hexagonal phases (path 1) in-
volves the formation of a supergroup; i.e., the
intermediate orthorhombic A20 structure trans-
forms to the hexagonal A3 by pure displacement.
In general this is impossible (as a pure displacive
transformation) if the parent phase has either long
or short range chemical order of a type which
would have been required to adjust to form the
higher symmetry [41]. Thus path 1 is only possible
for alloys quenched from a disordered BCC phase.

For Ti-Al-Nb alloys quenched from a B2 phase
field, path 2 is clearly expected. The path is charac-
terized by the presence of the B19 structure as an
intermediate stage of transition, which in this case
forms by a purely displacive transition from B2.

3 As shown by [33,35,37], similar hierarchical structures can also
be formed by domains consisting of different phases. For exam-
ple, the structure morphologically similar to the 3-domain struc-
ture in Fig. 8 can be created by incorporating two domains of
the O-phase inside of which there is one domain of the hexago-
nal DO 19 phase (domain 1). The geometry of such a het-
erophase structure will be analyzed in Bendersky and
Boettinger [J. Res. Nat. Inst. Stand. Technol. 98, 585 (1993).

The B19 phase could also form from an alloy
quenched from the disordered BCC field by path 2
or by path 3. This latter path involves the forma-
tion of the B19 structure from the orthorhombic
A20 by a pure ordering reaction between Ti and
Al/Nb. Experimentally, evidence for the occur-
rence of one of the three paths can be obtained
with microstructural information for the transient
existence of B19 or A3 phases in the final 0-phase
domain structure. In alloys near the Ti3AI-Nb 3AI
section of the ternary system, the tendency towards
B2 order in the high temperature BCC phase is
strongest for alloys near Ti2AlNb because the two
Wyckoff sites of the B2 are known [21] to be filled
with Ti and a mixture of Al and Nb. Thus paths to
the 0-phase involving the B19 phase are most
likely for alloys with Nb contents around 25 at%,
while the path to the 0-phase involving the hex-
agonal phase is expected for lower levels of Nb.

The microstructural development for the three
paths is depicted in Fig. 9, starting from a large
grain single phase BCC and ending with single
phase orthorhombic. It is assumed that the inter-
face configuration does not change significantly
after formation at each stage of the transformation.
All three paths, in their first stages, have similar
microstructures composed of orthorhombic phase
domains (either disordered Cmcm(A20) for paths
1 and 3 or ordered Pmma(B19) for path 2).
According to the discussion in Sec. 4, the domains
will form a polytwin morphology with SFIs parallel
to either {100}1, {11O}0 or conjugate (hhk)c planes.
In path 2, the BCC->B2 ordering precedes the
formation of the orthorhombic phase but does not
influence the formation and morphology of the
polytwin structure. The APBs due to this ordering
(curved lines) separate either interconnected or
closed volume domains and may be found continu-
ously crossing the polytwin domains. If path 2 starts
from the B2 phase, such APBs will be absent.

Inside the polytwin plate-like domains, as Fig. 9
shows, anisotropic planar interfaces (schematically
represented as rectangles, or straight lines for
interfaces connected to twin boundaries) separate
two translational domains resulting from antiphase
shuffles (formally due to the Fmmm-Cmcm and
Cmmm-Pmma symmetry changes). The aniso-
tropy is expected because of the stacking fault
nature of the interface structure. Because of the
anisotropy the interfaces are distinct for each
orthorhombic phase variant orientation.
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[12] [4] [3]

Im-3m(A2) - Cmcm(A20) -- P63/Mmc(DO 19) --

P63/mmc(A3) >

[12]

I-lb
Im3m(A2) Pm3m(B2) 

[12]

Im3m(A2) > Cmcm(A20) -

Pmma(B19) -> Cmcm(O)

[2] [2]

Pmma(B19) - Cmcm(O)

Fig. 9. Graphical representation of the microstructural development for the three paths, starting from a large grain single phase BCC
and ending with single phase orthorhombic. For the figure it is assumed that the interface configuration does not change significantly
after formation at each stage of the transformation.
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After the formation of the polytwin structure by
displacive ordering, the next step in all three trans-
formation paths is chemical ordering. For path 1
the ordering involves two steps. First, A3-DO19
ordering of the hexagonal lattice (between Al and
Ti/Nb) results in a four translational domain struc-
ture with isotropic interfaces shown in Fig. 9 as
thin lines with triple junctions. Some of the inter-
faces are shown to coincide with previously formed
translational interfaces. These coinciding segments
will have a structure where changes in both atomic
environment and distances are combined. Sec-
ondary ordering (DO i->O-phase) between Ti and
Nb results in a second polytwin domain structure
with planar interfaces running through the DO19
APBs, which are not effected by the secondary
ordering. The interfaces in the same primary plate
can have different orientations (either orthogonal
or 60° rotated) as discussed in Appendix A and
shown in Fig. 9.

In path 2, the ordering (B19- 0-phase) between
Al and Nb results in a two domain structure, with
isotropic interconnected or closed interfaces. Due
to the presumed lower temperature of transforma-
tion for this stage, the size of these antiphase
domains is shown in Fig. 9 smaller then of those
from the first BCC--B2 ordering. If the path starts
from the B2 phase only the second type of
antiphase domains will occur in the final
microstructure.

In path 3 there are two steps of chemical order-
ing-the first one between Ti and Al/Nb atoms

b1 s~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~1

d (1)

// - O "\ 1 a1

4 !J

(A20->B19) and the second one between Al and
Nb (B19-0-phase)-resulting in isotropic inter-
faces. Again, due to the difference in the presumed
temperature of transformation, the size of these
antiphase domains may be different. However the
difference, as it is shown in Fig. 9, is less than for
path 2, and this is the only difference in these two
final microstructures.

6. Appendix A. SFIs for the P63/mmc
(DO 19 ) -Cmcm(O) (6/mmm->mmm)
Transition

The structural relation between the phases
(o-orthorhombic; h-hexagonal) gives the follow-
ing lattice correspondence: ao =ah; bo=alh+ 2a2h;
C = Ch. Fig. A.1 shows stereographic projections of
the point groups of the hexagonal and of the
orthorhombic phase variants, according to the
lattice correspondence. When the symmetry ele-
ments of a pair of variants are compared, we find a
set of two orthogonal mirror planes which belong
to the parent phase but not to the pair considered,
e.g., for variants 2 and 3 in Fig. A.1, the set of lost
mirror planes is x =0 and y =0. Similarly, for the
1/2 and 1/3 pairs of domains the sets are y /x =tan
30°= /3, y /x = tan 120° =-V3 and y Ix = tan
600 = V3, y x = tan 1500 = - \/3/3, respectively.
Being mirror planes, and therefore twinning
planes, the three sets are planar SFIs running
parallel to the z-axis.

I,
-4w-

6 (2)Y

Pb2/\)~

e(3)

! 'h' %b3

Fig. A.1. Stereographic projections of the point groups of the hexagonal
(6/mmm) and of the orthorhombic phase variants (mmm's), according to
their lattice correspondence. When the symmetry elements of a pair of
variants are compared, a set of two orthogonal mirror planes is found that
belong to the parent phase but not to the pair considered.
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The same results can be obtained by solving
Eq. (4). For this purpose, the self-strain tensor of
the three variants must be first determined. For
variant 1 in Fig. A.1, the self-strain tensor will be

e l 0 0

ei (1) = 0 e2 0 ,

0 0 e3

(A.1)

and

eqj(3) - eiq(l)= 4 

0

1

-03

0

0

0 . (A.4)

0

Equation (4) for the SI interfaces between variants
3 and 1 will be

[eij (3) - eij (1)]xixj x 22+VXy =0

orel =a +a 2/2; e2 =b +b 2 /2; e3=c+c2 12.

(y -V3x) (y +x/V3)=0 .

(A.5)

with

ao-ah bo-Vah CO-Ch
a = ~ ;b= ; C=

ah - /ah Ch

The self-strain tensor for the other two variants
will be obtained using Eq. (1). The variant generat-
ing symmetry operation in that case is chosen to be
the three-fold anti-clock-wise rotation (gij = 3), so
that e( 3)= 3 3 eij(1) and eij( 2 )= 3 3- ej(3 )
(see Fig. A.1). In order to do calculations in
orthogonal coordinates, the matrix of the three-
fold rotation must be presented in the same coordi-
nates. It is found as

Two solutions for the quadratic equation are y /x =
\/3 and y /x = - V3/3 and they do not depend on
the parameters a, b, and c. These are the same
mirror planes found with the help of the stereo-
graphic analysis performed above. Solutions for the
other variants can be found similarly, and they are
the remaining mirror planes of the 6/mmm with
y x = V3/3, - V3 (for the 1/2 variants) and x = 0,
y = 0 (for the 2/3 variants). A pair of variants can
be identified unambiguously from their interface
orientation.

7. Appendix B.
-->Cmcm(A20)
- Pmma(B9)
Transition

SFIs for the Im~m(A2)
and Pmsm(B2)
(mJm-* mmm)

-1/2 -V3/2 0

\/3/2 -1/2 0 .

0 0 1

After matrix multiplication we find that

a + 3b4_ a + / b+.3 b _ V 3 v
4 4 4 4

4 4 44

0 0

0

0 ,

C

The structural relation between the phases
(c-cubic; o-orthorhombic) gives the following

(A.2) lattice correspondence: a=a c; be=a 26+a3c;
co=a2c-a3c. According to the lattice correspon-
dence, Fig. A.2 shows the stereographic projections
of the point groups and the crystallographic axes of
the parent cubic (m3m) and its six subgroup
variants of the orthorhombic (mmm) phases. Com-
paring symmetry elements belonging to a pair of the
variants with those of the parent cubic, we can find
mirror planes of the parent (but missing in the
product variants) that reflect the variants into each
other. The mirror planes serve as the SFIs. For a

(A.3) pair of variants sharing the ao axis (1/2, 3/4, and 5/6
(A.3) pairs in Fig. A.2), there are two orthogonal mirror

planes of {100} type (parallel to the ao axis). For
the other pair of variants, not sharing a common
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e (1)

e (2)

7 11 \~

,E(3) E (4)
T
a 4

cb

e (6)

e (5)

a6

Fig. A.2. Stereographic projections of the point groups and the crystallographic axes of the parent cubic
(m~m) and its six subgroup variants of the orthorhombic (mmm) phases. Comparing symmetry elements
belonging to a pair of the variants with those of the parent cubic, mirror planes that reflect the variants into
each other can be found.

direction, there is only one such mirror plane, of
{110, type. Orthogonal to the {110} plane is either
a {hhk}c or a {hhk}C plane, generally of an
irrational orientation which depends on the ratio of
the lattice parameters. In order to find h and k,
Eq. (4) must be solved.

We solve Eq. (4) in the coordinate system of the
cubic phase shown in Fig. A.2. First, we find the
self-strain tensors of the six variants using the
variant generating operators, Eq. (1). All variants
can be generated by the mirror plane operations,
starting from the first variant:

e (2) = mloomloe (1), e (5) mlomoe (1),

e (4) =noo ae (1), e (6) = mooumooe (5),

e (3) = m oom xoe (4)- (B.1)

Matrices for the mirror planes are given in Table
11.4 of The International Tables for Crystallography
[37]. The self-strain tensor for variant 1 (see Fig.
A.2) in the coordinates of the variant is

where

ao-ac bo-\/Hac co-\/2ac
a = - ,b=- - , c - ;

a, -\12a,, -\2a .

and ac, ao, b,, co are the lattice parameters of the
cubic and the disordered orthorhombic phase (for
the ordered O-phase half of their values of ao and
bo should be used).

In order to obtain the ei4 (1) tensor in cubic coor-
dinates, the tensor's axes must be rotated 45°
around [100]c, which is obtained by the rotation
and permutation matrix

-~ 0

-~1

m m

-m m

0 0

m 2- (B.3)

The tensor e (1) in cubic coordinates is then

A

eij(1) = ClkoqjlehI(l) = B

0

a

0e,! (1) =

0

b

0

0 ,

C0 0

(B.2)

B 

A ,

C

(B.4)
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whereA =1/2(b +c); B =1/2(c -b); C=a.
The self-strain tensors for other variants are:

A

eqj(2) = -B

0

eij (4 ) =

A

0

-B

-B 0

A O

C

0 -B

C 

O A

C

eij (6) = 0

0

Equation (4) for th
variants 1 and 2 will be

[ei( 2)-eqj(1)]xixj =

A

, eij(3 )= 0

B

C

, eij(5)= 0

0

0 B

C 

O A

0 0

A B

B A

0 0

A -B

-B A

e SF1 interface bel

0 2B

2B 0

0 0

0

0

0

XiXj =Xy:

Solutions are the symmetricx = 0, (100) , and
(010), the twinning mirror planes expected
symmetry.

For variants 1 and 3 Eq. (4) is

One solution of the equation is the expected
symmetric case, y =z, which corresponds to the
(011)c crystallographic plane. The second, non-
symmetric case, is 2Bx + (A - C)(y +z) = 0. This is
the equation of a plane having a normal n where
nx = 2B, ny = (A - C), and n, = (A -C). This plane
has (hkk)r Miller indexes, and therefore orthogo-
nal to the (011)c. The ratio of h to k is 2B /(A - C),
or 2(c -b)/(b + c - 2a) and depends only on the

(B.5) lattice parameters of the orthorhombic phases
[h/k =2(2co-bo)/(bo+ 2co-2\/~)]. For the lat-
tice parameters of the Ti-Al-Nb DO 9 and 0
phases [4], the Miller indexes are close to {1 5 5}c
and {1 4 4}1, respectively.

Similarly, the solutions for all 15 pairs of do-
mains were found. The results are given in Table 4.
There are 30 (N = 6 x 5) SFIs, of which only 21 are

(B.6) different orientations: 3 of the {100} type, 6 of the
{110}1 type and 12 of the {hkk}c type.

Figure A.3 shows the directions of the SFI traces
superimposed on the [011], stereographic projec-
tion, as they would be seen for crystals oriented for

(B.7) TEM at the [011], zone axis. Such drawings are
useful in analyzing the nature of interfaces ob-
served in TEM specimens of the Ti-Al-Nb alloys,
as shown by Bendersky and Boettinger. Figure
A.3a presents traces of the symmetric {001}- and

tween {110}c-type interfaces. Figure A.3b presents traces
of the non-symmetric {hhk}-type interfaces. Two
of the {hhk}-type interfaces are oriented edge-on
(khh and khh), and two are inclined but with a
rational trace direction [011] (khh and khh). Since
the lattice parameter varies with temperature and

= 0. composition, a range of possible orientations of the
interfaces is given for the orthorhombic phase hav-
ing lattice parameters ranging from those of the

(B.8) Ti2AINb O-phase (determined in [24] as
ao=0.60893 nm, bo=0.95694 nm, co=0.46666 nm)

y =0, to those of the hexagonal DO19 phase (determined
from in [4] as a h = 0.578 nm, bh = 1.001 nm, ch = 0.466 nm).

[eij( 3)-eij(l)]xixj =

0 B -B

B A-C 0 xxj=

-B 0 C-A

(y -z) [2Bx + (A -C) (y +z)] (B.9)
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1/5

2/4

1/4

Fig. A.3. Directions of the SFI traces superimposed on the [011]. stereographic projections, as they would be seen for crystals oriented
for TEM at the [011]. zone axes. (a) traces of the symmetric {001}- and {110}-type interfaces. (b) traces of the non-symmetric lattice
parameter depended {hhk}-type interfaces. A range of possible orientations for the orthorhombic phase having lattice parameters
ranging from those of the Ti2AINb O-phase (determined in [24] as a = 0.60893 nm, b = 0.95694 nm, c = 0.46666 nm) to those of the
hexagonal DO 19 phase (determined in [4] as a =0.578 nm, b = 1.001 nm, c = 0.646 nm) is shown as shaded area.
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L. A. Bendersky and Possible transformation paths that in- sequent formation of a translational do-
W. J. Boettinger volve no long range diffusion and their main structure of the 0 phase. The

corresponding microstructural details path selection depends on whether B2
National Institute of Standards were predicted by Bendersky, Roytburd, order forms in the high temperature
and Technology, and Boettinger [J. Res. Nat. Inst. cubic phase prior to transformation to
Gaithersburg, MD 2 90 k Bars Stand. Technol. 98, 561 (1993)] for the close-packed structure. The paperG~aithlersburg, MD1 20899000U1 Ti-Al-Nb alloys cooled from the high also analyzes the formation of a two-

temperature BCC/B2 phase field into phase modulated microstructure during
close-packed orthorhombic or hexagonal long term annealing at 700 'C. The
phase fields. These predictions were structure forms by congruent ordering
based on structural and symmetry rela- of the DO19 phase to the 0 phase, and
tions between the known phases. In the then reprecipitation of the DO19 phase,
present paper experimental TEM re- possibly by a spinodal mechanism. The
sults show that two of the predicted thermodynamics underlying the path se-
transformation paths are indeed fol- lection and the two-phase formation
lowed for different alloy compositions. are also discussed.
For Ti-25AI-12.5Nb (at%), the path in-
cludes the formation of intermediate
hexagonal phases, A3 and DO19 , and Key words: domain interfaces; phase
subsequent formation of a metastable transformations; thermodynamics;
domain structure of the low-tempera- Ti-Al-Nb phases; transmission electron
ture 0 phase. For alloys close to microscopy.
Ti-25A1-25Nb (at%), the path involves
an intermediate B19 structure and sub- Accepted: May 14, 1993

1. Introduction

Bendersky, Roytburd, and Boettinger [1] have
analyzed different phase transformation sequences
and corresponding microstructures that may be
possible in the course of transformations with no
long-range diffusion (partitionless) of a BCC-based
high temperature phase to close-packed phases for
Ti-Al-Nb alloys. The analysis is based only on the
crystallography of the equilibrium low and high
temperature phases existing near the (Ti,Nb)3A
binary join. Based on formal maximal group/sub-
group relations, possible connections spanning the

high and low temperature phases (corresponding
to high and low symmetry) have been found. These
relations give different sequences involving symme-
try-decreasing subgroups and one symmetry in-
creasing-supergroup that might be considered to
represent possible transformation paths. The trans-
formation paths involve intermediate transitional
structures, possibly metastable or unstable.

Assuming that the formal transformation steps
actually occur as phase transitions, different trans-
formation paths will result in different sequences
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of domain formation, i.e., in different final mi-
crostructures. The final single phase microstruc-
tures can be distinguished by the type and
hierarchy of domain interfaces. Analysis of the in-
terfaces is essential for understanding the transfor-
mation path, and is the major subject of this paper.

Transformation paths, derived from group/sub-
group relations, can only be applied to transitions
where no long range diffusion occurs, i.e., when a
single phase transforms to a single phase of the
same composition. For equilibrium transformation
in multi-component systems, this can only occur at
special compositions (consolute points) or for sec-
ond or higher order transitions [2]. However, parti-
tionless transformations can also occur during
cooling for first order transitions (for alloys with
equilibrium multiphase fields) when sufficient un-
dercooling of the high temperature phase is
achieved that a limit of metastability is reached.
This limit defines a temperature where the
metastable undercooled phase becomes unstable
and spontaneous transformation occurs with no
long-range diffusion requirement (congruent or-
dering) [3-5]. Experimentally, such congruent or-
dering could occur during continuous cooling if the
cooling rate is fast enough to prevent competing
transformations involving long-range diffusion.
Clearly a mechanism for fast transformation kinet-
ics must be available for these partitionless trans-
formations, i.e., fast short-range diffusion in
chemical (substitutional or interstitial) ordering or
mobile defect motion producing the necessary
atomic displacements in displacive (martensitic)
ordering.

In this paper, experimentally observed mi-
crostructures of three alloys from and near the
pseudo-binary (Ti,Nb)3A section will be analyzed.
The alloys are Ti-25A1-12.5Nb (at%) (Alloy 1), Ti-
25Al-25Nb (at%) (Alloy 2) and Ti-28A1--22Nb
(at%) (Alloy 3). The alloys are close in composi-
tion to some alloys studied by different research
groups in attempts to develop titanium aluminides
for aerospace high temperature structural applica-
tions (see Refs. [1-22] in [1]). We believe that the
approach used here where the transitions are
viewed as a sequence of symmetry changes will
provide a unified view of the complex microstruc-
tural transitions in these materials. The microstruc-
tures studied, as represented by the distribution,
type and morphology of interfaces induced by the
transformations, will be compared with the inter-
faces predicted by the theoretical considerations of
[1]. The predictions represent idealized transfor-

mations, without taking into account such compli-
cations as the temporary coexistence of parent and
transformed phases, or the mobility of the inter-
faces created. Therefore the predictions will be
considered primarily as a point of reference for
comparison to the details of the actual transforma-
tion process. The main goal of the paper is to
demonstrate that the microstructures of the alloys
studied correspond very closely to two of the possi-
ble transformation paths predicted:

For Alloy- 1-with intermediate hexagonal
phases, [m3m(A2)->Cmcm(A20)-P6 3/mmc(A3)
-P6 3/mmc(D0 19)-rCmcm(O)],

For Alloys 2 & 3-with possible intermediate
orthorhombic B19 structure [Pm3m(B2)->
Pmma(B19)-.Cmcm(O)].

In addition to the study of the diffusionless
transformations, the effect of prolonged annealing,
which results in a compositional phase separation,
has been also investigated for the Ti-25A1-12.5Nb
alloy. In this case the mechanism of microstructure
formation becomes clear when the thermodynamic
principles of both ordering transformations and
phase separation in systems where both order and
composition parameters variables are used [3,5].

2. Experimental
2.1 Specimen Preparation

Three alloys with the compositions Ti-25A-
12.5Nb (at%) (Alloy 1), Ti-25A1-25Nb (at%) (Al-
loy 2) and Ti-28A1-22Nb (at%) (Alloy 3) were
prepared by arc melting. A minimum of ten remelts
was necessary to ensure mixing of the components.
All samples received a homogenization treatment
at 1400 C for 3 h in a vacuum tight furnace under
2/3 atm of gettered Ar. During heat treatment sam-
ples rested on a Y203-coated A1203 substrate sup-
ported on a moveable pedestal which could be
lowered out of the hot zone of the furnace into a
lower chamber. The cooling rate of the samples
during such cooling was estimated to be about
400 'C/min. SEM microprobe of these samples us-
ing elemental standards gave the following compo-
sitions: (Alloy 1) Ti-24.7A1-12.6Nb (at%) (Alloy 2)
Ti-23.2AI-25.8Nb (at%); and (Alloy 3) Ti-27.9A-
22.8Nb (at%). Typical oxygen, nitrogen and hydro-
gen levels for this procedure were less then 500,
350, 40 wppm, respectively.
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For the study of the partitionless transforma-
tions, samples were examined after additional an-
nealing at 1100'C for 4 d and cooling to room
temperature at two rates: at about 400 'C/min in
the furnace described above or by water quenching.
These latter samples were heat treated in another
furnace in evacuated and He-backfilled quartz
tubes after being wrapped in Ta foil. As the results
will show, the 400 C/min cooling rate was slow
enough to permit complete transformation to the
orthorhombic phase for Alloy 1. However only par-
tial transformation occurs for Alloys 2 and 3.
Therefore samples of these two alloys were given a
subsequent annealing at 700 'C for 15 min in
quartz tubes. To determine the phase equilibrium
at 700 C, the samples annealed at 1100 C were
additionally annealed at 700 'C for different
lengths of time, up to 26 d in quartz tubes.

TEM foils were prepared by a standard twin-jet
electropolishing procedure using a 300 ml
methanol, 175 ml n -butanol and 30 ml HCl0 4 elec-
trolyte at 0 C. Optical metallography was per-
formed by mechanical polishing and subsequent
etching with Kroll's reagent.

2.2 The Problem of Artifact Structures in Ti Alloy
Thin Foil (TEM) Specimens

The formation of artifact structures in different
Ti alloys during electropolishing of TEM specimen
has been discussed in the literature [6-13]. Charg-
ing of thin foils by hydrogen in the course of elec-
trochemical thinning was found to be possible. The
concentration of hydrogen may be sufficient to
cause formation of either different hydrides and/or
hydrogen-stabilized martensites. Artifact structures
such as fcc, fct, hcp and orthorhombically distorted
a2 have been reported. The amount of the accumu-
lated hydrogen depends on a specimen's thickness
prior to electropolishing, and on the type and tem-
perature of the electrolyte. It was claimed [7] that
the charged hydrogen may escape from a thin foil
after electropolishing, unless the foil is protected
by an oxide layer. If hydrogen escapes the speci-
men, the reversion of the hydride may result in the
formation of 1/2(111) dislocation loops in the BCC
phase.

In order to be confident that microstructures ob-
served by TEM in this study do not contain the
described artifacts, several TEM specimens of the
same material were prepared for comparison by
two additional thinning techniques, presumably not
affected by hydrogen contamination. The first tech-
nique was twin-jet electropolishing with non-acid

electrolyte containing a solution of CaC12 in
methanol [14]. The second technique was mechani-
cal grinding to a 30 ,um thickness with a dimpler
followed by ion-milling. Specimens prepared by
these two techniques show microstructures similar
to those of the specimens prepared by an acid-
based electrolyte.

3. High-Temperature Phases:
Microstructure After Water
Quenching From 1100 C

The identity of the high temperature phase was
evident from the microstructural examination of
specimens water quenched from 1100°C. Optical
examination revealed large equiaxed grains that
appeared a single phase. According to selected
area electron diffraction (SAD) at room tempera-
ture, the phase has B2 order for all three alloys.

For Alloy 1 the presence of a high density of
anti-phase boundaries (APBs) (observed using a
dark-field image with a superlattice 100 reflection)
suggests that at 1100 °C the high temperature
phase was disordered BCC. The cooling rate dur-
ing quenching was fast enough to prevent forma-
tion of the low temperature phases but not the
ordering and coarsening of the anti-phase domains
(APDs). Typical of B2 ordering, the APBs have a
two-domain interconnected morphology with
isotropically curved interfaces. From these studies
it is not clear whether the BCC to B2 transition in
the Ti-Al-Nb system is first order (with a BCC + B2
two phase field) or second order.

For Alloys 2 and 3 no APBs due to the BCC-B2
ordering were observed after quenching. This fact
suggests that the B2 order for these compositions
exists at 1100 C (in fact up to 1400 C [15]).

We have referred here to the quenched-in phase
as being cubic B2. However this is strictly correct
only if local displacements of atoms from positions
of cubic symmetry are ignored. The effect of such
displacements are readily observed as an overall
"tweed" contrast in TEM images for all three al-
loys (This tweed is known in the literature for
different alloy systems as pre-martensitic, or pre-
transformation phenomena [16]). Due to these dis-
placements, the SAD patterns from all three alloys
contain diffuse scattering: distortion of the cubic
reflections, streaking along (011)* and (112)* direc-
tions, and loci of diffuse intensity close to 1/2(011)*
and 1/2(112)* positions in reciprocal space. As will
be seen later, these are the positions where reflec-
tions from different crystallographic variants of the
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O phase will occur. For Alloy 3 additional weak
diffuse scattering near 1/2(111)* positions is proba-
bly due to - type distortions [17,18]. In addition to
the "tweed", defects similar in contast to disloca-
tion loops are seen occasionally for all three alloys
and are believed to be related to the nucleation
mechanism of the low temperature phases.

4. Microstructures Due to the Diffusion-
less Transformation of the High
Temperature Cubic Phase to the
Orthorhombic 0 Phase

4.1 Microstructure of Alloys 2 and 3 Correspond-
ing to the Transformation Path Pm3m(B2)-.
Pmma(B19)-Cmcm(O)

From the transformation paths suggested by the
symmetry considerations in [1], the m3m(A2)->
Pm3m(B2)-*Pmma(B19)-Cmcm(O) path (2) is
the only one expected when B2 ordering precedes
the transition to the close-packed structure. Here
we will demonstrate that the experimental evi-
dence from TEM supports this formal supposition
for both Alloys 2 and 3 which have the B2 structure
as the high-temperature parent phase. The ob-
served distribution and type of interfaces of the 0
phase correspond to those shown schematically in
Fig. 9 of Ref. [1], with the exception that this sche-
matic presumed the parent phase was BCC and
thus includes the APBs due to the BCC-.B2 order-
ing. Microstructures similar to those observed here,
but with B2 APBs, have been observed recently for
a Ti-24A1-l5Nb (at%) alloy where the parent
phase was indeed disordered BCC (Ref. 8 from
[1]).

4.1.1 Formation of the Plate-Like Domains of
the 0 Phase For Alloys 2 and 3 the kinetics of
transformation of the B2 phase to a low tempera-
ture phase was found to be relatively sluggish as is
evident from optical micrographs, Fig. la, b. The
micrographs show regions of partially transformed
material, differing in their volume fraction accord-
ing to the differences in cooling rates of the speci-
mens. Annealing of the water quenched specimens
(with 100% retained B2 phase) at 700'C for 15
min was sufficient to produce complete transfor-
mation (Fig. 1c). Apparently the transformation
proceeds by copious nucleation where the trans-
formed regions grow uniformly outward until im-
pingement. The transformation is partitionless
without measurable difference in composition be-
tween the parent and transformed regions.

From TEM observations of the partially trans-
formed specimens it is evident that the trans-
formed regions have a complex microstructure of
plate-like domains (Fig. 2). The smallest plates typ-
ically form an alternating sequence packed in a re-
gion named a polytwin in Ref. [1]. The polytwins
themselves often have a plate-like shape and alter-
nate with similar polytwin plates, as shown in Fig.
3a, b. Growth of the plate-like structure into the
B2 phase matrix appears to have a common but
ragged and diffuse transformation front (Fig. 2).
Only occasionally were independently grown sin-
gle-domain plates observed. Therefore in most
cases the growth of a plate is not independent but
is correlated with the formation and growth of
neighboring plates having rotational variants able
to accommodate transformation strains.

Selected area electron diffraction (SAD) (Figs.
3c and 4) combined with convergent beam (CB)
electron diffraction and powder neutron diffraction
[19] confirm the plates to be the 0 phase. No other
phases were found in the samples that were contin-
uously cooled or in those annealed at 700 'C. From
the SAD patterns of Fig. 4 a lattice correspon-
dence between the B2 and the 0 phase is evident
as the common one for BCC and close-packed
structures [20]:

[001]o 11 [011]c and [100]o 11 [100]c

(c-cubic; o-orthorhombic).

The correspondence is the same as that used for
the subgroup scheme of Ref. [1]. It gives six rota-
tional variants of the orthorhombic phase (either
B19 or 0 for path 2), each with its basal (001)o
plane parallel to one of the six {110}c planes of the
parent cubic structure. Small mutual rotations of
the contacting variants are necessary to accommo-
date the transformation strains (self-strains) by
creating stress-free interfaces (SFIs), as discussed
in [1].

The microstructure of sufficiently large volume
has an average cubic symmetry due to the presence
of all six rotational variants of the 0 phase. The
symmetry is clearly seen in the SAD patterns of
Fig. 4a, b, c showing (a) 4 mm, (b) 3 mm and (c) 2
mm average Laue symmetries corresponding to the
major zone axes of the cubic symmetry, [100]c,
[111]c and [110]c. These average axes indicate the
orientation of the parent (transformed) B2 phase
lattice.
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Fig. 1. Optical micrographs of Alloy 3 specimens cooled from 1100 °C at different cooling rates. Regions with different volume
fractions transformed according to (a) a higher and (b) a slower cooling rate. (c) Annealing of the water quenched specimens
(with retained B2) for 15 min at 700'C was sufficient to produce complete transformation.
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Fig. 2. The TEM microstructure of the Alloy 3 specimen corresponding to Fig. la. The TEM image shows
islands of transformed material, surrounded by a B2 phase matrix. The islands consist of a complex plate-like
structure of the 0 phase. The phases do not differ in composition.

4.1.2 Stress Accommodating Morphology of the
O Phase All interfaces between the pairs of vari-
ants in and between the polytwin plates are ex-
pected to be SFIs, as discussed in [11. The pair of
polytwins shown in Fig. 3 will be analyzed in order
to demonstrate that the interfaces are indeed de-
scribed as SFI. The analysis will be performed in
coordinates of the parent cubic lattice. Two poly-
twin plates are seen in Fig. 3a, with the planar A-A
interface between them [for a [011 ], orientation of
the-thin foil, (Fig. 3c)J. The A-A interface has
(011), orientation and is "edge-on." The individual
plates in the polytwins have nearly parallel inclined
interfaces (B-B and C-C sets) between the variants.
The interface traces are approximately ±450 to the
[100], direction. The plates in each polytwin are
nearly mirror related across the (011), plane, and
therefore there is an apparent continuity of the
plates across the A-A polytwin interface.

Dark field imaging with the 0200 reflection (Fig.
3b) proves that the plates labeled 5 and 5 in Fig.
3a from each polytwin belong to the same variant 5
(the variant labeling follows the scheme described
in [1]). The variant is oriented with [001]o parallel
to [011]c (the beam direction) and the 020o, 200o
and 1100 reflections of the variant do not overlap
with reflections from the other variants. Misorien-
tation between the 5 and 5' plates (around a com-
mon [001]o) is measured as about 100 (Fig. 3c).
According to microdiffraction, the remaining two
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plate orientations are close to (212)o and belong to
any pair chosen from among the 1, 2, 3, or 4 (not 6)
variants [1].

If the structure shown in Fig. 3 is coherent and
strain accommodating, the observed interfaces are
expected to correspond to the SFIs calculated in
[1]. Referring to Fig. A.3 in Appendix B of [1] (re-
produced here as Fig. 3d,e) where the traces of the
SFIs for the [011]c zone axis are given, we conclude
(according to the measured angle of the trace and
the widths of the B-B and C-C interface projec-
tions) _that the B-B interface corresponds to hhk
(or hkh) between variants 3/5 (or 2/5) and the C-C
interface corresponds to hkh (or hhk) between
variants 15 (or 415) (Fig. 3d, e). The ambiguity of
choice between the pair of variants in the polytwin
plate can be resolved if one determines what side
of the projected B-B and C-C interfaces intersect
the upper and lower surfaces of the TEM foil. In
order to have the line of intersection of the B-B
and C-C planes lie within the A-A plane (as Fig. 3
suggests), the combination of variants must be ei-
ther 4/5 and 2/5 or 15 and 3/5. These interfaces are
irrational (twins of the II kind) and therefore their
exact orientation depends on the lattice parameter
of the orthorhombic phase at the temperature of
transformation (Fig. 3e shows the spread of possi-
ble orientations for lattice parameters varying be-
tween Ti2AlNb and 1 019 phases, see Ref. [1]).
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Fig. 3. Higher magnification view of the plate-like structure of Fig. 2 showing the plates to be arranged into
a larger size secondary plate (polytwin) which alternates with another variant of polytwin plate. (a) and (b)
are dark-field images with the gi and g2 reflections, indicated in the (c) [011], SAD pattern. The g2 reflection,
0200, images a single variant (5) of the 0 phase. (d,e) show [011]c stereographic projections with superim-
posed calculated 11] traces of the (d) symmetric and (e) non-symmetric SFIs and the corresponding traces of
the observed A-A, B-B and C-C interfaces of (a). The solid and dashed traces correspond to edge-on and
inclined interfaces respectively.
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Fig. 4. A series of SAD patterns taken from an Alloy 2 specimen which was water quenched from 1100 'C and then annealed at 700 0C
for 15 min. The selected area aperture was large enough to include numerous variants contributing to scattering. The patterns show
average Laue symmetries (a) 4 mm, (b) 3 mm and (c) 2 mm corresponding to the major zone axes of the cubic symmetry, [100], [111]
and [110], respectively. The strongest reflections (consisting of several reflections from different variants of the O-phase) correspond to
the fundamental BCC reflections and determine the orientation relationship between lattices of the transformed B2 phase and the 0
phase variants.

The A-A interface consists of alternating seg-
ments that are structurally different. One type of
segment is a (011), interface between 4 (or ) and 2
(or 3) variants. This is a symmetric SF1 (twin of the
I kind). The second type of segment separating
variant 5 (5') misoriented plates is a low angle sym-
metric boundary (-10°) which may be relaxed by
forming a dislocation wall.

All high angle interfaces in the polytwin mi-
crostructure in Fig. 3 are thus shown to be SFls.
Observation of such an elastic energy accommo-
dated arrangement of plates suggests an interacting
process during their formation, i.e., a process
where the presence of certain combination of vari-
ants in one polytwin plate influences the formation
of variants in a neighboring plate. Formation of a
strain accommodating arrangement of twins, of
both the I and 1I kind, is an important phenomena
in martensitic transformations of numerous shape-
memory alloys [21-23].

4.1.3 Substructure of the 0 Phase Primary
Plates Closer examination of Fig. 3a, b reveals a
substructure of a relatively high density of inter-
faces (defects) inside the plates of different vari-
ants of the 0 phase. The interfaces are of a
translational type since they do not affect the posi-
tions of the reflections in each single variant. Dark
field imaging was used to determine the R value
using standard R'g =n (n = 0, ± 1, ± 2..) invisibility
criteria (R is the translation vector between two do-
mains separated by the interface, g is an operating

dark field reflection). Figure 5a, b, c shows three
dark field images taken from a single variant ori-
ented close to the [110]o zone axis (SAD pattern in
Fig. Sd). Two types of interfaces, different in their
displacement vector R and morphology, are seen in
these images. The presence of these interfaces are
in accord with the transformation path 1 in [1].

The interfaces of the first type, with a wavy APB
appearance, are visible with the superlattice reflec-
tions of the 0 phase, e.g., 110o in F g. Sb, but are
invisible with the fundamentals, e.g., 220o and 440o
in Fig. 5a,c. The second type has a distinct faceted
appearance (clearly seen in Fig. 5a) and is visible
with both the superlattice and some fundamental
reflections, e.g., 110o and 22 0 o (Fig. 5a,b). Both
types are invisible with 002o. For the 4400 reflec-
tion the faceted interfaces has only residual con-
trast (Fig. 5c). The experimental results on the
visibility for both interfaces are summarized and
analyzed for various displacement vectors in Table
1.

Analysis of the R-g product for the first type sug-
gests that the displacement vector R is 1/2[010]o.
(C-centering of the Cmcm space group of the 0
phase makes the 1/2 [100]o vector an equivalent
one.) This displacement vector is close to the an-
tiphase vector between two differently ordered 4c1
and 4c2 sites in the pseudo-hexagonal (001)o plane
of the 0 phase. Such ABPs may result after order-
ing of the B19 orthorhombic structure to the 0
phase structure (leading to a doubling of the a, b
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Table 1. Experimental dark field visibilities and phase factors (Rg) for two types of
interfaces forming substructure in the 0 phase in Alloys 2 and 3 (both g and R are in
the 0 phase coordinates)

g(used indark field) 002 iL10 20 lit 44 400

Type I (curved interfaces) i v i v i i
R-g (R = 112[0 1 ] or 0 1,/2 1 1i2 2 0

R = 12[1 0]) 0 -1.2 1 -1;2 0 2

Type II (faceted interfaces) i v v v r i
Rg (R=1/4[0 1 2] or 1 1/4 112 1/4 1 0

R = 1/4[0 1 0]) 0 1/4 112 1/4 1 0

i-invisible; v-visible; r-residual.

Fig. 5. Three dark field (a-c) images taken from a single variant plate in specimen of Alloy 3 continuously cooled from 1140 'C. The
dark field images are taken with the plate orientation close to the (d) [110]o zone axis using (a) 220O. (b) I o and (d) 440o reflections
in approximately a two-beam condition. Two type of interfaces with different displacement vectors and morpholopv are observed. Both
types arc seen in (b) and only the faceted type in (a). In () only residual contrast from the faceted interfaces is seen, Arrow markers
A and B identify the same places n all three micrographs.
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unit cell parameters) and are expected in the last
step of the transformation path 2. The ordering re-
quires a separation of the mixed (AI,Nb) site of the
B19 (and B2) structure into predominantly Al (4cl)
and Nb (4c2) sites in the 0 phase (see Fig. 3 of [1]).
Such ordering will produce a two domain intercon-
nected morphology with no triple junctions as sche-
matically shown in Fig. 9 of [1]. The morphology is
similar to that seen in Fig. Sb, where the curved
APB interfaces appear as either closed loops (with
enclosed volume) or are attached to other inter-
faces. The presence of the 1/2[010]o APBs provides
the only evidence for the existence of the possible
transient B19 structure.

The invisibility of the second type of interfaces
with the 002 reflection suggests that their displace-
ment vector, R2, has a z-component that is either 0
or 1/2. Other visibility conditions (Table 1) corre-
spond to the [0 1/4 1/21o (or [0 1/4 0]O) displace-
ment vector of a two-domain structure. Indeed, as
Fig. a shows, no triple junctions of the faceted
interfaces are seen, and the interfaces form either
interconnected or closed volumes. The [0 1/4 l/2]o
vector in the smaller unit cell of the orthorhombic
Cmcm(A20) or Pmma(B19) structures (with a and
b parameters half of the 0 phase) corresponds to
an unique vector [1/2 0 l2]19. As it has been dis-
cussed in [1], such displacement between domains

is expected for the B2 to B19 transition, and there-
fore the faceted interfaces are due to the first step
of the transformation path 2.

The B2 to B19 (or similarly BCC to A20) transi-
tion is of a displacive type, with both homogeneous
and heterogeneous (shuffle) transformation strain
components [1]. The homogeneous strain deter-
mines the orientation of the six twin variants of the
orthorhombic or hexagonal structure, as was dis-
cussed in Sec. 4.1.1. The translational [1/2 0 /2],Bis
domains result from shuffles acting in opposite di-
rections ([24], Ref. [8] in [1]). An interface be-
tween such translational domains is expected to
have structural relaxation toward the close-packed
stacking faults. This is supported y the observa-
tion of residual contrast for the 440O reflection
(Fig. Sc) suggesting small displacements in addition
to [0 1/4 1/2]o. The faceted interfaces were ana-
lyzed by trace analysis in order to find their orien-
tations. Two different crystallographic planes for
the facets were found: the basal (OOI)o and close to
the 221}o.]

When the twin plates are thin, the faceted inter-
faces appear as a sequence of stacking fault planes
rather than domain boundaries. Dark field imaging
of the interfaces (Fig. 6a) shows that they are
(OOI)o planes. The APBs are seen as stretched be-
tween the twin boundaries (Fig. 6b), probably

Fig. 6. Dark field images of (a) stacking fault (SF) type and (b) both SF and APB interfaces in thin plates of an 0 phase variant
oriented with [lilo parallel to the electron beam. In (a) and (b) 2 2 00 and ITO reflections were used respectively.

' Similar crystallographic planes have been observed in the 2H
martensite of Cu-Al alloys. Because the unit cell of the marten-
site is different from that described here, the indices of the ob-
served planes are different [24].
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because of surface energy considerations (balance
of interfacial energies of APB and twin-type inter-
faces at a triple-junction).

4.2 Microstructure of Alloy 1 Corresponding to
the Transformation Path m3m(BCC)-
Cmcm(A20) -P6 3/mmc(A3) -P6 3mmc(DO 19 )
-Cmcm(O Phase)

Alloys with compositions close to Alloy 1 exist at
high temperature as a disordered BCC phase
[15,25]. According to the theoretical considerations
of [1], if the BCC does not order to B2 prior to the
displacive transition to a close-packed structure,
two transformation paths, I and 3, are possible.
Here we will show evidence supporting the trans-
formation path 1 for Alloy 1:

lm3m(BCC)Cmcm(A20)-P6 3/mmc(A3)-
P63mmc(DO19 )-Cmcm(O phase).

The main feature of the path is the formation of
intermediate hexagonal symmetry phases. This
causes the O-phase rotational variants to be re-
lated to each other not only by the cubic symmetry
of the parent phase but also by hexagonal symme-
try.

4.2.1 Transformation to the Coarse Needle-
Like Structure During Continuous Cooling For
Alloy 1 the transformation kinetics are significantly
faster than are those for Alloys 2 and 3, and there-
fore cooling from 100 OC to room temperature at a
rate of 400'C/min was slow enough to complete
the transformation of the high temperature phase
to the close-packed structure. The transformed mi-
crostructure has a morphology resembling a
martensite structure when observed by optical
metallography (Fig. 7). The TEM micrograph in
Fig. 8 shows in more detail that the morphology is
rather needle-like. The needles have very irregular
interfaces (not resolved in Fig. 7), and no crystallo-
graphic habit plane. This is in great contrast to the
mostly regular plate-like structure seen in Alloys 2
and 3. The blocky grains surrounding an elongated
needle in Fig. 8 are probably cross-sections of
needles oriented with their long axes parallel to the
electron beam direction. The wavy character of the
interfaces seems to be the result of impingement of
needles during their independent growth. In a few
regions, grains were found to be separated from
each other by a thin layer identified as the BCC
phase (Fig. 9). Enrichment of Nb in the BCC layer
was detected by EDS for this and similar alloys
[25]. The observed morphology suggests that near

impingement, some diffusion does occur during the
growth of the needles. We presume that in these
regions the competing transformation with long
range diffusion is marginally possible. Thus the
cooling rate of these samples is on the lower limit
for the dominance of the partitionless transforma-
tion.

Selected area diffraction from individual needles
correspond to the reciprocal lattice of the DO,, or-
dered hexagonal structure. The orientation rela-
tionship between different variants of the
hexagonal structure and the previously existing
BCC phase can be inferred from Fig. 10, which is
taken from three neighboring grains forming a
triple junction. The present pattern is indexed as
three variants of the D01 9 phase (h) with
[1010]hjl[111]c and (0001)hI(110)c. This is the known
Burgers orientation relationship [21].

Close examination of the SAD patterns reveals
splitting of the spots and diffuse streaking in and
normal to the (OOI)h plane. These diffraction ef-
fects come from the substructure inside the
needles, which is seen as dark contrast in Fig. 8.
The nature of the spot splitting indicates the exis-
tence of orthorhombic distortions in the basal

Fig. 7. Optical micrograph showing a needlc-like transformed
microstructure of Alloy I continuously cooled from 1100'C at
400 °C/min.
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Fig. 8. Bright field TEM micrograph showing the detailed morphology of the needles shown in Fig. 8. The needles have
very irregular interfaces. Blocky grains between elongated needles are most probably cross-sections of the needles with
their long axes normal to the TEM foil.

Fig. 9. Thin (dark) layers of the BCC phase separating trans-
formed phase grains. The dark-field image is taken with a DO19
reflection which is well separated from the BCC's. Dark con-
trast in the upper-left part of the photograph belongs to a dif-
ferent grain.

plane of the DO1 , phase and suggests the presence
of 0 phase domains. Therefore the hexagonal in-
dexing that we use describes only the average sym-
metry and orientation of the needles.

The needle-like structure is not a stress accom-
modating plate-like structure as observed in Alloys
2 and 3. This difference may perhaps be under-
stood by considering the possibility that the trans-
formation of the BCC phase of Alloy 1 may occur
at higher temperature than Alloys 2 and 3 as indi-
cated by the occurrence of some small level of

Fig. 10. SAD pattern taken from three grains forming a triple
junction in the Alloy 1 cooled from 1100'C. The pattern has
[1010]hll[l l (three 60' rotated (1010)h patterns around [I11 1)
and (0001)hI{11l0}1 in support of the Burgers OR found for the
Alloys 2 and 3.

long-range diffusion near impingement. At higher
temperatures the ductility of the phases may be
sufficient to accommodate the transformation
stresses by plastic deformation (including forma-
tion of the observed stacking faults) and negate the
requirement to form a stress accommodating struc-
ture. Indeed a dependence of morphology on cool-
ing rate has been observed for alloys similar in
composition to Alloy 1 [25] that range from those
accommodating stress at high cooling rates to those
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similar to the morphologies described here at lower
cooling rates. The occurrence of similar orientation
relationships in both diffusionless and diffusion
controlled (precipitation) transformations is well
known and is in fact observed in some other Ti-Al-
Nb alloys [15].

4.2.2 Substructure of the Needles Similar to
the result found for Alloys 2 and 3, the substruc-
ture of the needles has two types of interfaces
associated with the translational domains. The in-
terfaces have been imaged in dark field with differ-
ent_ reflections belonging to three zone axes,
[11201h, [0110]h and [1210]h, by tilting a single grain
around the [0001lh direction, starting from the
[1120]h zone axis (Fig. 11). As with Alloys 2 and 3,
two types of interfaces are morphologically distinct:
one has curved isotropic APB-type interfaces (Fig.
11h) and the other has planar interfaces. However
the planar interfaces only occur in (0001)h planes
for Alloy 1 (Fig. h1f) as compared to the closed (or
interconnected) surfaces observed for the Alloys 2
and 3. The observed visibility conditions for both
types of interface are similar to those reported in
[8] (see Ref. [1]).

The wavy isotropic interfaces are APBs between
the domains formed by ordering of the disordered
hexagonal structure to the DO19 structure [26]. The
APBs have R = (1/6)(1120)h displacement vectors.
For the three such R vectors equivalent under the
6-fold symmetry operation, there are three differ-
ent APBs and four distinct translational domains.
(Compare this to the single APB and two domains
observed in Alloys 2 and 3). When the APBs are
imaged with superlattice reflections, only two of
the three APBs are visible according to the Rg
conditions. Therefore no triple junctions of the
APBs can be seen. Comparison of the two dark
field micrographs shown in Figs. He and 11h, show
that some APB segments are visible for both of
these imaging conditions (for R = 1/6[1210]h), while
some segments are visible for only one of the imag-
ing conditions. Therefore, the presence of the dis-
ordered hexagonal A3 as an intermediate state is
established by the presence of the 1/6(1120)h APBs,
which can only be due to the P63/mmc(A3)-*
P63mmc(DO19) transition.

The second type of interface, with a planar mor-
phology, was identified as having 1/6(2023) dis-
placement vector. These interfaces give rise to the
[0001]* streaking. Because the interfaces terminate
inside the needles, they are rather stacking fault
defects than boundaries of translational domains
(like in the Alloys 2 and 3). The stacking faults may

provide an inhomogeneous shear necessary to sat-
isfy conditions of the invariant plane strain [21,22].

4.2.3 Congruent Ordering of the DO1,9 to 0
Phase The presence of domains of the 0 phase
(as a part of the primary needle substructure) is
manifest in the splitting of the DO19 reflections and
in the complex contrast showing [0001]h direction-
ality as seen in Fig. 11f, i, 1. The domains with
plate-like morphology can only clearly be seen in
the [0001]h zone axis orientation where the domain
interfaces are "edge-on", as shown in Fig. 12a. (In
order to obtain maximum contrast, the TEM foil
must be slightly off of the exact [0001]h zone axis in
order to have a different excitation error and ac-
cordingly contrast for different domains.) In Fig. 12
two directions of interface trace, (1 100)h (A-A) and
(1120)h (B-B),_ are observed corresponding to
(1120)h and (1100)h interfacial "edge-on" planes.
The SAD patterns (Fig. 12b, c) were taken from
areas with only one type of interface, A or B in Fig.
12a, respectively. The corresponding SAD patterns
are given in Figs. 12b, c. The patterns show split-
ting and streaking of reflections in directions nor-
mal to the interfaces. The SAD patterns from Fig.
12 can be reasonably well explained as belonging to
two variants of the 0 phase, with coinciding (a)
(130)o(1)lI(130)o(2) planes (A-A interfaces) and (b)
(110)0(1)1I(110)o(2) planes (B-B interfaces) as seen in
Fig. 13. SAD from a region of bright uniform con-
trast (upper left side of Fig. 12) shows the hexago-
nal symmetry of the pattern without the splitting of
the peaks. This suggests that this region is untrans-
formed DO19 phase.

In a single grain (needle) most often only one
orthogonal set of such interfaces (plates) was ob-
served, e.g., (110O)h and (1120)h in Fig. 12. Neigh-
boring grains in the same [0001]h orientation have
similar orthogonal sets of plates but rotated 60° or
1200. Occasionally the rotated sets are observed in
different locations of the same grain, as is seen in
Fig. 14. These sets of interfaces, related to each
other by the hexagonal symmetry of the parent
phase, belong to other pairs of variants of the or-
thorhombic phase. The presence of the 0 phase
domains related to each other by the hexagonal
symmetry clearly indicates the occurrence of the
last step in the transformation path 1; viz., the
DO19 to phase transition. As was discussed in
[1], the {11 00}h and {1120}h interfaces are SFIs ac-
commodating transformation strains in the hexago-
nal to orthorhombic symmetry transitions. In this
transition the SFIs are always symmetric.

597



Volume 98, Number 5, September-October 1993

Journal of Research of the National Institute of Standards and Technology

C

Fig. 11. Series of dark field images taken from a single grain of the transformed Alloy I in the [11201h, [01OI]h and [1210]h zone axis
orientations (SAD patterns of [2O]h and [01TO]h patterns are shown in (a) and (b)). The sequence of orientations was obtained by
tilting the grain around the (0001 h direction as shown in the stereographic projection (c). The dark field images are taken close to a
two-beam condition using the following reflections: (d) 0002, (e) 1100 and (f) 2200 from the [120]h ZA; (g) 0002, (h) 2110 and (i) 4220
from the [ITO]h ZA; (k) 1OTO and () 2020 from the [12l0], ZA.
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Fig. 12. (a) TEM dark field image of a continuously cooled Alloy 1 specimen, slightly off the [°I],h zone axis in order to
give different excitation errors for different domains. Two orthogonal directions of the interface traces, [110 0 ]h (A-A) and
[112 0]h (B-B), correspond to (1120)h and (1100)h interfacial planes between two variants of the 0 phase with coinciding
1300(1V1300(2) and (110)o/(110)o planes. (b,c) SAD patterns taken from areas where only one type of interface is present
(area A and B on Fig. 1Sa).

5. Decomposition of the Metastable 0
Phase in Alloy 1 After Prolonged
Annealing at 700 0C

Long term annealing of specimens of Alloy 1 at
700 'C for 26 d produces a third level of mi-
crostructure finer than that produced during the
initial cooling from 1100 'C. The coarser two levels
of microstructure (shown in Figs. 8 and 12) are re-

tained during this heat treatment.2 The third level
is contained within the second level shown in Fig.
12. A typical example of the second and third level
microstructure is shown in Fig. 15. The structure
within each first level needle remains coherent and

2 The microstructure produced during cooling is more resistant
to coarsening and recrystallization as compared to Alloys 2 and
3 under the same annealing conditions [15].
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Fig. 13. The superimposed [0 0 1i; diffraction patterns of two variants of the 0 phase rotated 120 to each other, with a coinciding row
of (a) 130o(I) and 1300(2) (plane A) and (b) 1100(I) and 1100(2) (plane B) reflections, corresponding to the experimental SAD of Fig.
I5b, c, respectively. The kinematical intensities (size of the reflections) are calculated according to the 0 phase structure parameters in
Ref. [19].

Fig. 14. Bright field image of a continuously cooled Alloy I specimen, slightly off the [0001] zone axis,
where all three orthogonal sets of the 0 phase variant pairs (shown as A,B and C) rotated with respect
to each other by 60 ' are observed in a single grain.

preserves the average hexagonal symmetry and the
ordering of the transient parent D, 9 of path 3.1 as
the SAD pattern in Fig. 15e shows.

Different dark field images (Fig. 15b, c, d) taken
with the same diffuse 1100 reflection but in a
slightly different TEM foil orientation reveal fine

scale domains and their interfaces (tilting changes
the excitation errors for different domains). There-
fore the diffuse reflections are in fact clusters of a
few reflections very close to each other (additional
diffuse intensities from the presence of a high den-
sity of interdomain interfaces and lattice strain
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Fig. 15. Microstructure of the Alloy I after annealing at 700 C for 26 d. Bright field (a) and three dark field (b-d) images, all slightly
different in a TEM foil tilt, show a complex morphology of coherent domains.

make it difficult to resolve them). The SAD pat-
tern, Fig. 15e, can be explained by a structure con-
sisting of either three variants of the 0 phase
formed from the DO19 phase (as was observed in
the specimens cooled from 1100 0C, Fig. 12) or co-
existing domains of the 0 and DO19 phases.

Because of experimental difficulties related to
the similarity of the reciprocal lattices of the
phases, the fineness of the domains and possible
elastic distortions due to the coherency of inter-
faces, we were unsuccessful in providing direct
TEM evidence of the identity and distribution of
the phases. Analysis of the broadening and position
of peaks in a neutron diffraction pattern obtained
from a specimen similar to that of Fig. 15 has indi-
cated the presence of both 0 and DO1 9 phases (un-
published research, [19]). Indirect evidence for the
phase constitution can be obtained by analyzing the
possible orientations for strain-free coherent inter-
faces which would be expected between the 0
phase domain variants or between domains of the
DO19 phase and a variant of the 0 phase.

For a domain structure of the 0 phase formed
from the DO19 phase, as was shown in [1] and con-
firmed experimentally in Sec. 4.2, the interfaces
have locked-in symmetry and have either {1100}h or
{1120}h planes (of the average hexagonal lattice).
For contacting domains of the 0 and DO19 phases,
the interface orientations depend on the lattice
parameters at the temperature of formation, and in
general are irrational (non-symmetric). Because
the c-parameters of the 0 and D 19 phases are
similar [19,27], the interfaces are expected to con-
tain the [000I]h direction.

Measurement of the directions of the interface
traces with respect to the average hexagonal lattice
in Fig. 15 are sufficient to establish a significant
deviation from the {i100}h and 1120}h planes de-
spite the relatively large measurement error due to
the diffuseness and shortness of the interface seg-
ments. We consider this deviation as evidence for
the existence of a coexisting two-phase mixture.
Such non-symmetric interfaces are often seen lying
parallel within a second level plate where the

601



Volume 98, Number 5, September-October 1993

Journal of Research of the National Institute of Standards and Technology

neighboring second level plate also has non-sym-
metric parallel interfaces but with different orien-
tation. The observation is illustrated in Fig. 16a, b
where two dark field images (using the same clus-
ter of reflections, (

4 4 0 0
)h, but with different small

tilts of the TEM foil) show two second level plates,
A and B, separately. The interface between them
has a zigzag shape but on average is close to the
(1 l20)h plane (Fig. 16c). The zigzag shape is
formed by two segments of interfaces between the
DO, 9 and 0 phase domains located in neighboring
second level plates A and B. The segments planes
also seem to be in irrational orientation. The inter-
pretation of the distribution of domains and phases
in the microstructure of Fig. 16 is depicted sche-
matically in Fig. 17a,b. Another plausible two-
phase morphology of domains with SFIs is shown
schematically in Fig. 7c (and perhaps microstruc-

Fig. 16. Two dark field images, a and b, taken with the same
cluster of reflections (4 4 00 )h (c) but different in a small tilt
(close to [0001]) show two second level plates, A and B, sepa-
rated by a zigzag shape interface close to the (112O)h plane. The
zigzag shape is formed by two segments of interfaces between
the DO19 and 0 phase domains located in neighboring second
level plates A and B. The segment planes are irrational orienta-
tions.

a

01 02 01 02

b

A I

Fig. 17. Schematic drawing showing the two-phase ( and
DO1 9) domain distribution based on interpretation of the exper-
imental images (Figs. 16, 17). The two-phase structure is formed
by rprecipitation of the DO1 9 phase from the initial 0 phase
twinned plates (a). Two morphologies are shown: (b) one with a
chess-board distribution of domains surrounded by SFIs. (c) an-
other with the DO19 phase forms zigzagged ribbons traveling
continuously through the second level plates in a modulated
manner. The DO,9 phase ribbon-like domains have internal low
angle boundaries (dislocation walls) and faceted SFIs with two
variants of the 0 phase.
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turally in Fig. 15). In this case the DO19 phase
forms zigzag ribbons traveling continuously
through the second level plates in a modulated
manner. The DO19 phase ribbon-like domains have
internal low angle boundaries (dislocation walls)
and faceted SFIs with two variants of the 0 phase.

Therefore, the variety of interface orientations
observed in Fig. 15 is due to the fact that the initial
structure consisted of a three variant domain struc-
ture of the metastable 0 phase as seen in Fig. 14
(second level microstructure). Subsequent refor-
mation of the hexagonal DO19 phase takes place in
the plate-like structure of the 0 phase (corre-
sponding to A and B plates in Fig. 16). The DO19
phase layers can have two equivalent stress-free
habit planes for each variant of the 0 phase. The
DO19 phase appears as a modulation of plates in-
side the orthorhombic phase domains. Because the
700 °C annealing results in reprecipitation of the
DO19 phase, Alloy 1 is believed to be in an equi-
librium two-phase field at this temperature.

6. Thermodynamics of Phase Formation

At the present time, neither the phase diagram
nor its associated free energy functions are suffi-
ciently well know to permit a piori prediction of
the To curves for the various BCC/B2 to close-
packed transitions in the Ti3AI-Nb 3AI pseudobi-
nary section. These To curves would provide the
thermodynamic framework necessary to under-
stand the partitionless transformations observed in
the present work; viz., why there is a change in
path from 1 to 2 for (Ti,Nb)3AI alloys as the Nb
content is increased (from that of Alloy 1 to Alloys
2 and 3). However we can use the transformation
path results of this paper, some knowledge of the
ordering tendencies of BCC and HCP systems, and
the limited phase diagram results from other re-
searchers to construct a self-consistent pseudobi-
nary section, a To diagram, and a 700 °C free
energy-composition diagram as shown in Fig. 18. It
will be seen that paths including and excluding the
intermediate HCP phase are quite reasonable. The
construction of the three diagrams was performed
concurrently, adjusting curves to be consistent with
the details described below.

The free-energy composition diagram (Fig. 18c)
should be viewed as a superposition of BCC-based
ordering diagram (BCC and B2) and an HCP-
based ordering diagram (HCP, DO19, B19, and 0).
The relative heights (energies) of these two sub-
sidiary diagrams have been adjusted to be consis-

tent with the fact that Nb is a beta (BCC)
stabilizer, i.e., the HCP phase has a lower free en-
ergy at small Nb content than the BCC phase, and
conversely at higher Nb content. In fact the inter-
section of the BCC and HCP free-energy curves
(which gives the To composition for the BCC to
HCP transition) and the intersection of the BCC
and B2 curve (which gives the composition for the
BCC to B2 transition) were adjusted to agree with
the experimental results of this paper. The individ-
ual BCC-based and the HCP-based free energy di-
agrams are sketched using reasonable assumptions
about the ordering tendencies and preferred stoi-
chiometries for the BCC- and HCP-based phases in
this alloy system.

The BCC-based diagram is quite simple and con-
sists of BCC and B2 curves. The BCC-'B2 transi-
tion is assumed to be second order and thus the B2
free energy curve merges smoothly with that of the
parent BCC curve and no two-phase BCC + B2
field exists in the phase diagram. (Thus the To
curve and the ordering critical curve are the same).
It is reasonable to assume that the composition
range of B2 stability exits at intermediate Nb con-
tent, probably centered around the Ti2AINb com-
position for the following reason. The two
sublattices (or Wyckoff sites) of the B2 structures
of Ti-Al-Nb are known to be preferentially occu-
pied by Ti and a mixture of (AI,Nb) respectively
(Ref. 21 in [1]). In the absence of competing non-
BCC-based phases, the maximum order is most
likely to be centered along the region of the ternary
system where the atomic percent of Ti is equal to
the sum of the atomic percents of Al and Nb. This
region for maximum B2 order and hence for maxi-
mum stability intersects the (Ti,Nb)3AI section
under consideration here at the Ti2AINb composi-
tion.3 The maximum in the ordering curve is
1400 'C or higher [15].

The free energy curves for the HCP-based
phases, A3, B19, D019, and 0, are more complex.
The HCP-D01 9 , HCP->B19, B19->O and DO19-0
transitions are all required to be first order transi-
tions under equilibrium conditions [28]. For first
order transitions, shapes for free energy vs compo-
sition curves that contain end points and concave
curvature have been described in detail by Soffa
and Laughlin [5] and this shape was used for the
orthorhombic ordering in Fig. 18c. The DO19 and

3 The possibility of achieving B2 order decreases as one moves
from the TiAI composition to the TiNb composition because of
the known positive heat of mixing of the BCC phase in the Ti-
Nb binary.
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Fig. 18. Schematic (a) pseudobinary equilibrium phase diagram, (b) T(0 diagram for partitionless transformations, and (c) 700 'C free
energy vs composition curves for the Ti3AI-Nb3AI section of the Ti-Al-Nb system. The free energy diagram shows the superposition of
the BCC (B2) and HCP (DO19, B19, and O-phase) families of phases. For Alloy 2, an intermediate HCP or DO19 phase cannot form
during partitionless transformation from cubic to the O-phase.

orthorhombic Ti2AINb phases are assumed to be
the equilibrium phases at 700 c as indicated by
the lowest common tangent, giving a tie line that
would nearly lie in this pseudobinary section. Gen-
erally the tie lines will not lie in the (Ti,Nb)3AI
section. If, after cooling, an 0 phase alloy finds
itself at a composition and temperature with a con-
cave free energy curve, spontaneous growth of
composition fluctuations can occur. If the local
composition of a region of that alloy reaches the
end point composition, then in that region the or-
dered phase will spontaneously disorder, in this
case, to the DO19 phase.

The B19 phase is an AB phase having only two
Wyckoff sites with occupancies similar to B2 and
would therefore be expected to have maximum sta-
bility in the same composition region where the B2
phase has maximum stability, i.e., along the 50% Ti
line, which intersects the (Ti,Nb)3 A1 section near
the Ti2A]Nb composition. Thus the B19 free energy

curve is centered around this composition as indi-
cated in Fig. 18c. The B19 phase has never been
observed as an equilibrium phase in this system
and is thus metastable at all temperatures and
compositions and does not appear in the phase dia-
gram. Finally the site occupancy of the ordered
A2BC orthorhombic phase [19] clearly indicates
that its compositional range of stability should also
be centered around Ti2A]Nb.

The DO19 phase, an A3B phase, is known to have
a preference for Al on the B sites and a mixture of
(Ti,Nb) on the A sites (Ref. 23 in [1]) in Ti-Al-Nb
alloys. Thus stability of this phase with respect to
HCP is expected across the entire (Ti,Nb)3A1 sec-
tion at 700 C and hence the free energy curve for
DO19 is drawn below the HCP. Near the composi-
tion Ti2AINb, it is likely that the B19 phase would
have a lower free energy than DO19 because of the
presence of equal amounts of Al and Nb at this
composition.
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The pseudo-binary phase diagram section (Fig.
18a) was constructed using information on the
BCC, HCP and DO19j equilibria from the calculated
binary Ti-Al and from isothermal sections of Ti-Al-
Nb at 1100 and 1200 C [29]. The positions of
phase boundaries between the D 19, B2, and 0
phases at 900 C were taken from the 900 C
isothermal section of Ref. 7 of [1]. The maximum
in the B2 to 0 transition was placed at 1000 C
according to Ref. 25 of [1]. The remainder of the
diagram was sketched to be consistent with Fig. 18
b, c.

The To diagram (Fig. 18b) contains solid curves
that correspond to the equilibrium two-phase fields
in the phase diagram (Fig. 18a). The To triple
points (intersections of solid curves) correspond to
three-phase triangular regions in the phase dia-
gram.4 Also indicated are dashed extrapolations of
the important BCC to HCP and BCC to B2 curves.
A possible location for the To curve for B2->B19 is
also given. These dashed curves only have meaning
if the high temperature BCC or B2 parent phase is
retained for kinetic reasons during cooling through
the higher To curve(s).

We now discuss the observed results using these
diagrams. Water-quenched samples of all three al-
loys in the present work are ordered B2. This rapid
quench apparently suppresses the BCC->DO1 g and
the BCC-*HCP transformations for Alloy I and
permits access to the BCC to B2 ordering curve at
-900 'C as shown in Fig. 18b. At a slower cooling
rate (400 K/s), the BCC->D019 transformation is
bypassed for the kinetically simpler BCC--HCP
transformation that requires only displacive order-
ing. Once the HCP phase forms, subsequent parti-
tionless transformation to B2 is not possible. The
formation of the HCP phase sets the stage for all of
the subsequent transformations of Alloy 1. Alloys
with higher Nb content can not escape ordering to
the B2 at any cooling rate because the ordering
temperature is relatively high. Indeed Alloy 2 is B2
at 1200 C. The presence of the B2 phase sets the
stage for the subsequent transformations of Alloys
2 and 3. For Alloys 2 and 3 the transformation
BCC-*HCP is not possible because of the way the
To curve plunges to low temperature.

For simplicity of discussion, the subsequent
transformation paths for each alloy are considered
as occurring isothermally at 700 'C as indicated by
the arrows in Fig. 18c starting from the HCP for
Alloy 1 and from the B2 for Alloys 2 and 3 follow-

' The intersection point of two To curves necessarily requires the
intersection of a third T. at the same point.

ing the above discussion. The sequence for each
alloy class undergoes partitionless transformation
down a hierarchy of phases with decreasing free
energy. One can see that for the alloys near the
composition of Alloy 2, a B2-->B19-*O path is
likely. On the other hand for alloys near the com-
position of Alloy 1, an HCP->D0i 9-O is likely.
Thus we have constructed a set of thermodynamic
relationships between the phases that is consistent
with the experimentally observed paths for the par-
titionless transitions.

A later stage of transformation occurs for the
low Nb content alloy shown in Fig. 18c that in-
volves long-range diffusion. The concave curvature
of the free energy curve indicates that the 0 phase
formed for this composition by partitionless trans-
formation is unstable on a longer time scale with
respect to small fluctuations of composition
(spinodal decomposition). This kind of process is
termed conditional spinodal decomposition [3].
The Nb-poor regions of this decomposition will ap-
proach the end point of the 0 phase free energy
curve and will spontaneously disorder (relative to
the 0 phase) to the D 9 phase. This process is
thought to lead to the third level of domain struc-
ture described in Sec. 5.

7. Conclusion

During cooling from 1100 'C, the high tempera-
ture BCC-based phase of (Ti,Nb) 3A alloys decom-
poses into low temperature orthorhombic phase by
two different partitionless paths depending on Nb
content. Microstructurally the two paths are differ-
entiated by the substructure of domain boundaries
and the number of variants of the orthorhombic
phase. For alloys with - 12.5 at% Nb, the transient
formation of a hexagonal precursor occurs while at
-25 at% Nb ordering to the B2 precludes the
hexagonal phase. In the latter case, defects are
found that suggest the transient existence of a B19
phase. However the B19 phase itself was never ob-
served in cooled samples. In the former case for-
mation of the 0 phase from the ordered DO19 was
observed along with defects indicating the hexago-
nal to the DO 9 ordering. These two different paths
are seen as feasible after an examination of sub-
group/supergroup relations between the crystal
structures of the various phases. The paths are also
feasible based on reasonable assumptions regard-
ing the thermodynamic relationships among the
free energy curves for the phases involved.
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Detailed examination of the interfaces between
the rotational domains/variants of the B2 to 0
phase transformation steps (for Alloys 2 and 3) and
the DO,9 to 0 phase transformation steps (for Al-
loy 1) showed they are determined by the mini-
mization of elastic strain energy through the
formation of stress-free interfaces with special ori-
entations of twins of the I and II kind. For the
Alloy 2 and 3 the twins are often arranged in a
self-accommodating polytwin group consisting of
three variants of the 0 phase.

A two-phase modulated microstructure is ob-
served after long term annealing at 700 C of the
Alloy 1. The structure morphology is determined
first by a formation of the metastable 0 phase (by
congruent ordering of the DO19 phase), and then
by reprecipitation of the DO19 phase. The thermo-
dynamics underlying the two-phase formation, pos-
sibly by a spinodal mechanism, are discussed.
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1. Introduction

The present work is a review of the substantial
effort that has been made to measure and
understand the effects of corrosion with respect to
the properties, performance, and durability of
various forms of silicon carbide and silicon nitride.
These materials are the primary candidates for the
materials to be used in the development of heat
exchangers for the Department of Energy's Com-
bustion 2000 program. The review encompasses
corrosion in diverse environments, usually at tem-
peratures of 1000 'C or higher. The environments
include dry and moist oxygen, mixtures of hot
gaseous vapors, molten salts, molten metals, and
complex environments pertaining to coal ashes and
slags.

The potential applications of advanced structural
ceramics have been widely appreciated for several
decades [1]. Characteristics such as high maximum
use temperature, strength retention at high tem-
perature, and chemical stability have held forth
tantalizing possibilities [2,3] for more efficient en-
gines [4], heat exchangers and recuperators [5,6]

and for more durable electronic packaging [7] and
chemical processing components [8]. The primary
barriers that have impeded [9] the widespread
development of these applications have been the
susceptibility of structural ceramics to brittle frac-
ture [10] and environmentally sensitive corrosion
behavior [11], including the subsequent effects of
corrosion on the thermal and mechanical perfor-
mance of ceramics. The former barrier has re-
ceived, by far, the greater amount of attention [12].
The corrosion of advanced ceramics, however, has
proven to be a complex problem and has been rec-
ognized as a critical consideration in attaining high
efficiency applications [13].

A schematic illustration of the corrosion process
is shown in Fig. 1. The bulk ceramic material
usually may be assumed to have a film or scale on
its surface that differs chemically from the bulk
material. For either silicon carbide or silicon ni-
tride, the film is usually a critically important silica
layer. The bulk ceramic and its surface scale form
a solid body that is exposed to a hot, flowing,
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gaseous environment which may also contain fine
particulate matter and from which a deposit may
form on the solid body. This deposit may exist in a
crystalline, glassy, or molten form at the principal
exposure temperature.

Gas

02

4 f Deposit

4 t l t I 
Oxidation -i

- Deposit
Formation

- Crack

Fig. 1. Schematic illustration of various mechanisms involved
in the corrosion of a ceramic material.

In this simple schematic, the corrosion process
already can be seen to involve the possibility of a
complex series of chemical reactions whose time-
dependent course may be influenced by thermal
and mechanical properties of the substrate, as well
as the chemical composition of the environment.
The diffusion of oxygen from the gaseous region to
the ceramic, where oxidation can replenish the pro-
tective scale, may be dependent on the nature of
the deposit, its density, and its thickness. Likewise,
the direct and deleterious reaction between the de-
posit and the bulk ceramic may become possible
through the formation of cracks in the protective
film as a result of thermal stress gradients, the dis-
solution of the film in a molten deposit, and local-
ized stress enhancement resulting from the
evolution of gaseous reaction products at the inter-
face of the ceramic and film.

The process illustrated by Fig. 1 represents the
current view of the corrosion of silicon carbide
quite well. For silicon nitride, the oxide scale is ac-
tually a double or duplex layer in which an inter-
mediate phase of silicon oxynitride occurs between
the outer silica scale and the silicon nitride sub-
strate [14]. Details of the contributing and compet-
ing reactions, the formation kinetics, and the
physical consequences of the corrosion process are
reviewed in the following sections.

2. SiC

The reaction sequences for the corrosion of a
material may be strongly affected by either the

major or the minor components of its composition,
and the rate of corrosion may be affected by the
microstructure of the material. The composition
determines what chemical species are available for
reaction, and the structure determines how accessi-
ble the species are for the potential reactions. Con-
sequently, understanding the corrosion of a
material presupposes an understanding of the com-
position and structure of the material.

Crystalline silicon carbide exists in a large variety
of polymorphic forms, or polytypes, that are
broadly divided into two classes, a-SiC and J3-SiC.
The -SiC class has a cubic structure, while the
a-SiC class consists of hexagonal and rhombohe-
dral noncubic structures. All of the varieties of SiC
are formed by hexagonal layers of silicon atoms
and hexagonal layers of carbon atoms arranged in
various stacking patterns that result in each silicon
atom being surrounded tetrahedrally by four car-
bon atoms, and each carbon atom being sur-
rounded tetrahedrally by four silicon atoms.
Specific varieties are commonly designated by a no-
tation that (1) specifies the number of layers in the
repeating unit and (2) indicates the symmetry of
the crystallographic cell by a letter: C for cubic, H
for hexagonal, and R for rhombohedral. The forms
frequently noted in the literature include the cubic
form, 3C of the f3-SiC class, and the noncubic
forms 2H, 6H, and 15R of the a.-SiC class.

Powders in the f3-SiC form may be produced at
relatively low temperature, 1500-1600 0C, using
polycarbosilanes and polyborosiloxanes in polymer
conversion reactions [18], gaseous mixtures of
silane, hydrogen chloride, propane, and hydrogen
in vapor phase reactions [19], or low-temperature
carbothermic reduction of silica and carbon with
boron and titanium as additives [20]. The produc-
tion of a-SiC is usually conducted at temperatures
above 2500 0 C and is most commonly produced us-
ing the carbothermic method known as the
Acheson process [21]. Gas phase synthesis can also
be used to produce a-SiC. At temperatures above
2000 0C, -SiC may convert to a-SiC.

Bulk SiC ceramics are usually derived from SiC
powders using various processing stages. As a
result, SiC ceramics are generally polycrystalline
materials that may consist of more than one
polytype of SiC plus additional material phases re-
sulting from the use of sintering aids or other com-
ponents of the starting powders. The processing of
the powders usually involves sintering, hot press-
ing, or reaction bonding. The sintering or hot
pressing of SiC commonly requires the use of sin-
tering aids such as boron or aluminum or their
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oxide, nitride, or carbide compounds. In the reac-
tion bonding technique, carbon, silicon metal, sili-
con nitride, or other powders may be mixed with
silicon carbide powder and allowed to react at high
temperature. The resulting ceramic is generally a
multiphase material that also may have a bimodal
SiC grain size distribution.

It is evident that silicon carbide materials that
are nominally the same may have significantly dif-
ferent impurities, grain size distributions, grain
boundary phases, and types and extent of porosity.
These differences are significant in the context of
corrosion because of their influence on the possible
reaction sequences, the diffusion rates of the reac-
tants and products, and the occurrence of either
localized pitting or uniform surface recession.

2.1 Oxidation of SiC

The oxidation of SiC has been a subject of con-
siderable interest for many decades [24]. Over this
period, the research efforts have shown a progres-
sion from studies of the coarser aspects of oxida-
tion to more detailed investigations of contributing
mechanisms. It was noted in an early work that the
formation of SiO2 on the surface, Fig. 2, was proba-
bly the rate-controlling process in the normal oxi-
dation of SiC [25]. According to the free energy
changes, Table 1, the formation of SiO2 should re-
sult predominantly from the reaction

SiC+202 SiO2 +C02 -

5

"-s

0

0

-4e

._,

CO{

4

3

2

I

nIU '
0 10 20 30 40

Oxidation Time, h

Fig. 2. The oxidation of SiC powders, of various specific sur-
face areas, in dry air at 1300 'C. (After G. Ervin, Jr., J. Am.
Ceram. Soc. 44 (9), 347-352 (1958).)

Table 1. Reactions of SiC with 02 and associated free energy
changes, APF

AF (kJ/mol)
25 C 16270 C

SiC + 202 -a Si0 2 + C0 2 -1168.0 -901.2
SiC + (3/2) 02 -* SiO2 + CO - 910.9 -783.2
SiC+0 2 - SiO2+C - 773.6 -505.0
SiC+ (3/2)02 -- SiO + CO 2 - 460.7 - 604.6
SiC+0 2 - SiO+CO - 203.3 -486.6
SiC + (1/2) 02 -> SiO + C - 66.1 - 208.4
SiC+0 2 - Si+ CO2 - 342.7 -361.9
SiC+(1/2) 02 - Si+CO - 85.4 -243.9

a After G. Ervin, Jr., J. Am. Ceram. Soc. 44 (9), 347-352 (1958).

In that same work, a weight loss, rather than a
weight gain, was observed, Table 2, when SiC was
heated in a vacuum. The suggestion was made that
the formation of SiO gas was most likely responsible
for the latter result, primarily from the reaction

SiC + (3/2)02 - SiO + CO.

Table 2. The oxidation of high purity, 100-200 mesh SiC at low
pressurea

Exposure
Air pressure Temperature time Mass change

(Pa) (IC) (h) (%)

0.001 1600 16 - 4.2
0.133 1600 17 - 19.9

13.332 1440 4 - 2.5

a After G. Ervin, Jr., J. Am. Ceram. Soc. 44 (9), 347-352 (1958).

In a later investigation of the kinetics of SiC oxida-
tion, the oxidation process was resolved into passive
and active processes as was done for the oxidation
process of silicon [26]. The occurrence of a passive
oxidation process, involving weight gain, or an
active oxidation process, involving weight loss,
Table 3, depended on the magnitude of the oxygen
partial pressure [27]. The weight loss was again re-
lated to the formation of SiO gas, but the key reac-
tion producing the SiO gas was thought to be

SiC + 02 -> SiO + CO.

More generally, for a given temperature, it was
found that the oxidation of SiC was passive unless
the partial pressure of oxygen was less than a criti-
cal value. Alternatively, for a given partial pressure
of oxygen, an active-to-passive transition tempera-
ture could be defined, Table 4, such that passive ox-
idation would occur at temperatures less than the
transition temperature, while active oxidation
would occur at higher temperatures [28].
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Table 3. Oxidation rate of high purity SiC'

Pressure Temperature 02 Flow rate Mass gain
(Pa) (IC) (10" molecules (6ug/s)

per second)

1.2 1150 1.02 0.04
1.2 1200 1.32 0.05
1.2 1200 0.64 0.02
1.2 1250 1.10 - 0.19
1.2 1300 1.13 -1.56
1.2 1350 1.04 -1.65
1.2 1400 0.62 - 1.31

5.3 1150 8.4 0.52
5.3 1200 7.4 0.06
5.3 1250 10.5 0.97
5.3 1300 8.7 - 0.75
5.3 1350 9.3 - 0.86
5.3 1400 8.1 -5.22

13.3 1150 52.5 3.6
13.3 1200 56.5 0.2
13.3 1250 56.5 0.8
13.3 1300 56.5 0.2
13.3 1350 64.0 3.9
13.3 1400 66.5 - 9.3

66.7 1150 6.3 0.2
66.7 1250 8.0 1.1
66.7 1300 7.6 0.6
66.7 1350 8.4 4.8

a After E. A. Gulbransen et al., J. Electrochem. Soc. 113 (12),
1311-1314 (1966).

Table 4. Active-to-passivc transition temperature, Tap, for sin-
tered a-SiC at various values of the partial pressure of oxygen,

P(02 )

Flow rate P(0 2 ) Tap
(cm/s) (Pa) (IC)

1.66 18.2 1403
1.66 18.8 1405
1.66 65.8 1532
1.66 125.1 1542

0.83 10.2 1389
0.83 55.6 1496
0.83 123.2 1543

0.56 7.3 1373
0.56 16.8 1392
0.56 61.6 1507

0.17 2.5 1347
0.17 17.6 1372
0.17 57.4 1468
0.17 115.9 1532

aAfter W. L. Vaughn et al., J. Am.
1543 (1990).

Ceram. Soc. 73 (6), 1540-

An additional complication was noted in another
high temperature study of kinetics where it was
found that the oxide layer itself could react with
SiC, Fig. 3, resulting in a loss of SiO2 along with the
production of SiO gas [29] by the reaction
sequence:

2 SiC+SiO 2 - 3 Si+2 CO,

2 Si + CO - SiO + SiC,

Si + Sio2 - 2 SiO.

60
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Fig. 3. The reaction of silica with silicon carbide in vacuum at
1400 'C. (After W. W. Pultz et al., Trans. Farad. Soc. 62, 2499-
2504 (1966).)

From these early works, it rapidly became clear
that the oxidation mechanisms for SiC were quite
complex, and that understanding the mechanisms
would require careful examination of the phase
equilibria relations among the primary constituents
and reaction products [30,31,32]. Further, it was
noted that there were large, quantitative differ-
ences among the results of kinetics studies that had
to be explained, such as the variation of activation
energies by an order of magnitude and the occur-
rence of time-dependent oxidation mechanisms as
suggested by Fig. 4. Thus, the roles of materials pro-
cessing [33,34,35,36], Table 5, and specific molecu-
lar transport mechanisms [37,38], had to be
considered as integral parts of the analysis of the
oxidation of SiC.
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Fig. 4. The oxidation of CVD-SiC showing a two-step
parabolic oxidation process. (After T. Narushima et al., J. Am.
Ceram. Soc. 72 (8), 1386-1390 (1989).)

Table 5. Parabolic rate parameters, Kpar, and activation ener-
gies, Eac,, for the oxidation of SiC in dry oxygen'. SCSC=single
crystal SiC; BL=black; F=fast growth face; SL= slow growth
face; GR = green; CNTD = controlled nucleation thermal depo-
sition SiC; SASC = sintered ct-SiC; HPSC = hot pressed SiC

Material Temperature Kpa, Eat
('C) (nm2 /min) (kJ/mol)

SCSC BL F 1200 712+58
1300
1400
1450
1500

1200-1500

SCSC BL SL

SCSC GR F

SCSC GR SL

1200
1300
1400
1450
1500

1200-1500

1200
1300
1400
1450
1500

1200-1500

1200
1300
1400
1450
1500

1200-1500

620+ 36
1040 ± 76
1920± 61
2310± 395

134-197

19±5
175 ±91
848 + 228

1640±412
1770 ± 278

372

346+47
658+ 38

1150 ± 160
2310 ± 1060
3840 ± 1040

121-297

41±6
331±72
943 ± 179

2860 ± 784
4970 ± 793

339

Table 5. Parabolic rate parameters, Kpar, and activation ener-
gies, Ect, for the oxidation of SiC in dry oxygen.' SCSC= single
crystal SiC; BL=black; F=fast growth face; SL=slow growth
face; GR=green; CNTD=controlled nucleation thermal depo-
sition SiC; SASC=sintered -SiC; HPSC=hot pressed SiC-
Continued

Material Temperature Kpar E..t
('C) (nm2 /min) (kJ/mol)

CNTD 1200 344±53
1300 745 ±203
1400 1370±255
1450 2690±537
1500 4510±758

1200-1500 142-293

SASC 1200 175 ±87
1300 540± 71
1400 949± 272
1450 1770

1200-1450 217-289

HPSC 1200 220± 82
1300 695±211
1400 1860

1200-1400 221

'After Costello et al., J. Am. Ceram. Soc. 69 (9), 674-681
(1986).

Finally, it was recognized that the mechanical
performance of a corroded material could be sig-
nificantly different from the original, uncorrupted
material. The principal concern was that the brittle
failure behavior of a ceramic could be affected by
changes in the surface, or near surface, flaw popu-
lation. Passive oxidation could, in fact, have a ben-
eficial effect by healing surface cracks and
increasing the average flexural strength, while ac-
tive oxidation could lead to new surface flaws that
would decrease the average flexural strength [39].
The roles of material processing and composition
were found to be important factors for both the
distribution of strength [40], Tables 6 and 7, and
the retention of strength, Fig. 5, under long-term
exposures to oxidizing environments [41]. Time-de-
pendent effects such as creep and slow crack
growth were also noted as important factors in de-
termining high-temperature materials reliability
[42].

2.2 SiC in Hot Gases

The potential applications of silicon carbide in-
clude metal and chemical processing industries,
coal gasification, and various heat treatment appli-
cations that frequently contain H2, H2 0, and N2 at
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temperatures above 1000 C. Under these gases,
the protective silica layer may deteriorate, Fig. 6,
thereby exposing the SiC to active oxidation. Un-
der gaseous H2 , solid silica may be reduced to
gaseous products by the reaction [43]:

SiO2+H2 - SiO+H20.

Table 6. Room temperature Weibull parameters, m} and m
from four-point bend tests of oxidized silicon carbide; SASC =
sintered a-SiC; HPSC=hot pressed SiC. o-I_ is the average
bend strength, and R

2 is squared correlation coefficient of the
least squares fit to the data"

Material Static Ox. MO.,, Ob m No. of R
2

load time samples
(MPa) (h) (MPa) (MPa)

SASC 0 0.0 575 130 6.8 50 0.97
0 0.5 600 176 8.3 11 0.95
0 1.0 580 175 8.4 55 0.95
0 12.0 560 227 11.4 10 0.92
0 20.0 555 228 11.5 11 0.93
0 50.0 570 220 10.7 11 0.95

160 1.0 500 134 7.7 28 0.98
330 1.0 540 21

HPSC 0 0.0 550 177 8.9 49 0.95
0 0.5 605 218 9.9 11 0.97
0 1.0 845 279 9.1 49 0.98
0 12.0 620 252 11.4 11 0.94
0 20.0 670 361 16.6 10 0.91
0 50.0 700 502 30.9 10 0.95

190 1.0 735 15
270 1.0 845 277 9.1 15 0.98

"After Easler et al., J. Am. Ceram. Soc. 64, (12), 731-734
(1981).

Table 7. Weibull parameters, at, and m, from four-point bend
tests of siliconized silicon carbide materials oxidized in dry 02 at
1150 'C. oa,, is the average bend strength ± one standard devia-
tion, and R

2
is squared correlation coefficient of the least

squares fit to the data"-Continued

Material Oxidation Bend test Lava Ah m R2
time temperature
(h) ('C) (MPa) (MPa)

0 1150 179± 18 187 9.6 0.96
0 1300 190± 17 198 11.2 0.94

10 1000 161 ± 11 167 14.8 0.98
10 1150 171 ± 12 177 13.9 0.87
10 1300 195±8 199 24.6 0.96

50 1000 58±6 161 25.9 0.97
50 1150 174± 13 180 12.8 0.94
50 1300 189± 13 195 13.7 0.96

CS1O1K 0 25 224 ±44 243 5.3 0.95
0 1000 234 14 242 14.6 0.87
0 1150 215± 15 223 14.0 0.98
0 1300 225 ±13 231 16.3 0.80

10 1000 242± 18 250 13.1 0.95
10 1150 213± 19 223 10.8 0.99
10 1300 232± 8 236 27.6 0.92

50 1000 244 ± 17 257 8.6 0.97
50 1150 222± 17 230 12.9 0.95
50 1300 253± 17 262 13.0 0.75

"After Y. Tsai et al., EM-5274, Final Report for Research
Project 2260-2, Electric Power Research Institute (1987).

700

Table 7. Weibull parameters, oh(r and m, from four-point bend
tests of siliconized silicon carbide materials oxidized in dry 02 at
1150 'C. 0

aVe is the average bend strength ± one standard devia-
tion, and R2 is squared correlation coefficient of the least
squares fit to the data"

Material Oxidation Bend test oaYC oh1 m R2
time temperature
(h) ('C) (MPa) (MPa)

NC430 0 25 203 15 210 13.7 0.94
0 1000
0 1150
0 1300

213 16
213 ± 14
214±9

10 1000 234±15
10 1150 222±16
10 1300 222± 12

50 1000 221 ±23
50 1150 224±17
50 1300 228 ±17

HD530 0
0

P-

CQ
0

Cd

0

U)
222 12.6 0.94 ,_
220 14.9 0.95 Cd
219 21.1 0.85 $

242 15.1 0.96 09

230 13.2 0.93 >-
228 17.7 0.95

232 9.2 0.99
233 12.5 0.79
237 13.3 0.97

25 165 ± 13 172 12.6 0.99
1000 170 ± 16 178 10.4 0.95

0 1000 2000 3000 4000 5000
Exposure Time, h

6000

Fig. 5. The room-ternperaturc flcxural strength of commercial
silicon carbide materials after the materials were exposed to
flowing oxygen at 1200 'C. (After P. F. Becher, J. Am. Ceram.
Soc. 66 (8), C-120-C-121 (1983).)
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Fig. 6. The hydrogen reduction of silica at 1500'C.
D. W. Readey, Ceram. Trans. 10, 53-80 (1989).)

(Aft

In the presence of gaseous H20, the solid SiC m,
experience active oxidation according to [44]:

SiC+H 2 0+H 2 -- SiO+CH4,

oxynitride:

2 SiC + CO + N2 -- Si2N20 + 3 C,

3 SiC+4 N2 Si3N4 +3 C,

2 SiC + CO + (5/2) N2 -> Si 2N20 + 3 CN.
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SiC+H20 -SiO+CO+2 H2.

The primary consequence of such reactions is not
the reduced thickness of the component, but rather
the increased population of surface flaws that re-
sult from the loss of silicon in the form of gaseous
SiO. The strength of the material generally de-
creases as the population of surface flaws in-
creases. Results on the flexural strength of sintered
a-SiC, Fig. 7, indicate that when the partial pres-
sure of H2 0 is sufficiently large, the formation of a
protective silica layer by the reaction:

SiC+3 H20 -> SiO 2+CO+3 H2,

may become dominant among the various possible
reactions between SiC and H2 O.

Nitrogen-containing environments, Fig. 8, may
also result in the active oxidation of SiC [45]. At
low gas pressure, SiC may be lost according to:

SiC+CO+N 2 +H 2 -> SiO+2 HCN,

while at higher pressures, the reaction products
may involve solid carbon, silicon nitride, or silicon

Fig. 7. The variation of the room-temperature flexural
strength of sintered ct-SiC under hydrogen gas with various par-
tial pressures of H2 0 for 10 h at 1400 'C. (After H. Kim et al.,
Ceram. Trans. 10, 81-96 (1989).)
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Fig. 8. Changes in the mass of commercial silicon carbide
materials heated in a nitrogen gas (98.2 vol % N2) at 1300 'C.,
(After D. P. Butt et al., CAM Newslett. (1), 1 (1991).)
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Siliconized SiC may also experience a selective
attack against the silicon phase according to:

2Si+CO - SiC+SiO,

Si + CO + (1/2) N2+ (1/2) H2 SiO + 2 HCN.

In each of these cases, the strength of the material,
Fig. 9, can be affected adversely.

500
Cd

0
Q2

CI)

Cd

0

450

400

350 

300 1

250 

I I I I

SiCl mafterials in n
endothermic gas
1300 °C, 133 Pa

- Hexoloy SA

_ ESKI _I I

4 X~~~~~
SCB1

at

200 

150
0 50 100 150 200 250 300
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Na 2SO4 + 2 SiO 2 - Na2O * 2SiO 2 + SO3 ,

Na 2SO4 + SiO2 - Na 2O SiO 2 + SO3,

occur with free energy changes of + 110 kJ/mol and
+ 135 kJ/mol, respectively, and therefore are not
thermodynamically favorable under equilibrium
conditions [48]. While the direct reaction of Na2SO4
and SiC is highly favorable

Na2 SO4 + 2 SiC + 4 O2- Na2 O 2SiO2 +

S03+2 C02,

Na2SO4 + SiC + 2 O2-->Na2 O SiO2 + SO3 + C0 2 ,

with free energy change - 1855 kJ/mol and -845
kJ/mol, respectively, the silica layer prevents this
direct reaction [49]. Instead, two indirect reaction
schemes by which Na2SO4 may corrode SiC are con-
sidered more probable. The first scheme involves
reaction with carbon, either from the aggressive en-
vironment or from excess free carbon in the SiC
material, to form basic Na2O or Na2S according to

350
Na2SO 4 + C -> Na2O + SO2 + CO,

Fig. 9. The variation of the room-temperature flexural
strength of commercial silicon carbide materials after exposure
to an endothermic gas (41.1 vol% H2, 37.8 vol% N2, 21.1 vol%
CO) at 1300 'C. (After D. P. Butt et al., CAM Newslett. 5 (1), 1
(1991).)

2.3 SiC in Molten Salts

Materials used in industrial flue gases, gas tur-
bine environments, aluminum remelting operations,
and coal gasification conditions may be exposed to
molten salts such as Na2SO4 and Na2CO3 which pro-
mote the deterioration of the silica layer [46]. The
dissolution of the silica layer by Na2CO3 is thermo-
dynamically favorable and may proceed directly ac-
cording to the reaction

Na 2CO3 + SiO 2 - Na2SiO 3 + C0 2,

with a free energy change of - 79.9 kJ/mol [47]. In
high concentrations, Na2SO4 can be very corrosive
also, Fig. 10, for materials such as reaction sintered
SiC. However, the direct reactions of Na2SO4 and
SiO2

Na2SO4 + 2C -> Na2S + 2 CO 2.

50

CQ
02SO\

5 -50
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0 mo100

Cd
* -150

C2)
U) -200
Cd

-250 
0.0 0.5 1.0 1.5 2.0 2.5 3.0
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3.5

Fig. 10. The change in the mass of reaction-sintered silicon car-
bide exposed to various salts at 1000 'C. (After R. E. Tressler et
al., J. Am. Ceram. Soc. 59 (5-6) 278-279 (1976).)
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These compounds then attack the protective
silica layer according to

Na2O + SiO2 -* Na2SiO3,

Na 2S + SiO 2 + (3/2) 02 -* Na 2SiO 3 + SO 2,

and, hence, lead to the active corrosion, Table 8, of
the SiC material [50].

Table 8. Active corrosion of pressureless sintered SiC under-
the linear corrosion kinetics of a salt at 900 'C and 100 kPa (1
atm) of gasa

Gas Salt Corrosion rate
(mg. cm-2 h-')

Air Na2SO4 - 17
Air Na2 SO4 5% C -29
Air Na2SO4 - 10% C -28
Air Na2 SO4 1% NaNO 3 -34
Air Na2SO4 1% Na2O -37
Air Na2SO4 1% Na2 S -35
Air Na2SO4 1% Na2CO3 -34
Air Na2 SO4 5% Na2CO3 -39

02 Na2SO4- 1% Na2 CO3 -18
02 Na2SO4 2% Na2 CO3 -16
02 Na2SO4 10% Na2 CO3 -17

02 Na2CO3 -45

a After D. W. McKee et al., J. Am. Ceram. Soc. 59 (9-10), 441-
444 (1976).

In the second scheme, liquid Na2SO4 dissociates
into solid Na2O and gaseous SO 3 , and the Na2O
subsequently interacts with the silica to form a
liquid sodium silicate [51]:

strength, Table 9, of the material to an extent that
depends, Fig. 11, on the severity of the pitting [52].

Table 9. Four-point bend strength (+ I standard deviation) of
a-SiC (Hexoloy) after exposure to a salt corrodent at 1000 'C
for 48 h'

Gas Salt Average strength
(MPa)

Air None 409± 62
Air Na2SO4 251 ±45

SO3 Na2SO4 207 ± 72
CO2 Na2CO 3 355 ± 70

a After J. L. Smialek et al., J. Am.
(1986).
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Na 2SO 4->Na2O + SO3,

25i02 + Na2O -* (Na2O) * 2(SiO2).

It is also possible for a hybrid of these two
schemes to occur to form a self-sustaining fluxing
mechanism when the hot gaseous environment
contains a small partial pressure of S03. In this
case, the Na2SO4 reacts with the free carbon in the
substrate to produce Na2O or Na2S which subse-
quently reacts with the silica layer to form Na2SiO3.
The latter product may subsequently react with the
SO3 from the atmosphere to produce Na2SO4.

Na2SiO 3 + SO3 -> SiO 2 + Na2SO4.

In each scheme, the corrosive pitting of the SiC
material results in a degradation of the flexural

Fig. 11. The correlation of flexural strength with the corrosion
pit depth for a commercial silicon carbide material exposed to
various hot salts. (After J. L. Smialek et al., J. Am. Ceram. Soc.
69 (10), 741-752 (1986).)

2.4 SiC in Molten Metals

Corrosion of ceramics by molten metals is not as
well described in the literature as corrosion in
other environments, although corrosion by molten
metals is a concern in the design of heat exchang-
ers for use in aluminum remelt industries, steel
reheating furnaces and soaking pits, and other flue
gas environments containing metallic species. The
primary ceramic being considered for these
applications is SiC because of its high thermal
conductivity and thermal shock resistance and its
potential resistance to corrosion by the molten
metals.
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The metallic species in the melt principally
attack the oxide layer in reactions such as [53]

4[Al]melt + 3 SiO2 > 2 A1 2 0 3 + 3 [Si]melt,

thereby exposing the SiC to direct corrosion by
gaseous halide or other species in the combustion
environment and possibly by metal-containing com-
pounds as in the reaction [54]

Fe2O3 + 3 SiC - Fe2Si3 + 3 CO.

Sintered SiC, recrystallized SiC, and siliconized
SiC were found to have active corrosion rates,
Tables 10 and 11, in aluminum remelt and steel
soaking pit furnaces, while passive deposits were
formed in a steel forge furnace. The mechanical
strengths, Table 12, were generally degraded as a
result of the increased surface flaws [55].

Table 10. Surface recession rates for commercial SiC materials
exposed to industrial furnace environments. A number greater
than zero indicates that a deposit grew on the surface'

Maximum
Furnace tempera- Recession rate (mm/yr)
environment ture Hexoloy

('C) SA NC400 NC430

Aluminum remelt
No. 1 1040 - 0.28 -0.14 -0.42

Aluminum remelt
No.2 1150 -3.78 -1.89

Steel soaking pit
No. 1 925 -0.05 - 0.03 -0.17

Steel soaking pit
No. 2 1250 -3.53 -4.32

Steel reheat 1100 -0.05 -0.69
Forge 1175 +0.05 +0.31 -0.13

' After J. 1. Federer et al., Adv. Ceram. 14, 315-334 (1985).

Table 11. Surface recession rates for various SiC materials
exposed to industrial furnace environments'

Temper-
Furnace ature Recession rate (mm/yr)
environment range Hexoloy Hot

('C) SA CS101 CS1O1K pressed

Aluminum remelt
No. 1 750-1250 - 2.8 - 7.15 - 7.00 -7.00

Aluminum remelt
No.2 750-1200 - 2.07 - 1.94 - 1.12

Steel soaking pit 1150-1175 -0.4 -0.90 -0.15 -0.15

a After J. . Federer, Ceram. Trais. 10, 425-443 (1989).

Table 12. Room temperature fracture strength of Hexoloy SA
determined by c-ring tests after exposure to industrial furnace
environments

Furnace environment Number of Average
samples strength

(MPa)

aAir 18 280± 50
a Aluminum remelt 12 243 ± 23

b Aluminum remelt No. 1 12 213 ± 39
b Steel soaking pit 11 246± 56
bSteel reheat 12 221±34
bForge 9 286±43

'After J. Luyten et al., High Temperature Corrosion of Techni-
cal Ceramics (1900) pp. 161-168.
b After J. I. Federer et al., Adv. Ceram. 14, 315-334 (1985).

2.5 SiC in Complex Environments

Heat exchangers in coal combustion or coal gasi-
fication environments may be exposed to a combi-
nation of hot gases, Table 13, and molten slags,
Table 14, simultaneously. Such complex environ-
ments increase the number of reaction paths that
may be involved in the degradation of the protective
silica layer and the active corrosion of the substrate.
As should be expected, the experimental results
produced in such environments are difficult to in-
terpret precisely and may result in apparent contra-
dictions. For example, compared to silicon carbide,
alumina has been found to be both less resistant
[56] and more resistant [57] to corrosion in slags
nominally characterized as acidic.' The significance
of this apparent contradiction is not that the results
differ, but that a more precise characterization of
the envirionment and the materials is needed along
with consideration of the possible transport phe-
nomena, such as fluxing, that can affect the overall
nature of the corrosive process. In general, it can be
noted that the corrosion of structural ceramics in
complex environments tends to result in a net loss
of material, Table 15, and the extent of the loss
varies with the relative amount of basic and acidic
components in the slag [58,59]. Acidic slags typi-
cally produce recession rates on the order of 1 mm/
yr for silicon carbide at high temperature, while the
recession rates from basic slags are on the order of
10-100 mm/yr.

I Acidic components are taken as SiO2, A1203 , and TiO2 , while
basic conipoents arc Fc2 03 , CaO, MgO, Na2 0, and K2 0.
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Part of the dependence on the acidity or basicity
of the slag may result from the order of magnitude
difference in the viscosities of these slags at high
operating temperature. The viscosity of an acidic
slag is estimated to be approximately 60 Pa s (600
poise), while being only 5 Pa * s (50 poise) for a
basic slag [60]. The lower viscosity of the basic slag
should be more conducive to the diffusion of the
reactant and product species and thus to a more
extensive material loss.

Specific chemical contributions to the differ-
ences between acidic and basic slags are thought to
result from the greater presence of iron and cal-
cium compounds in the basic slags. CaO may inter-
act with the silica layer to form calcium silicate
compounds, thereby reducing the effectiveness of
the silica layer [61]. Localized, active corrosion of
the SiC may occur when the iron compounds react
directly with the SiC subsrate to form iron silicides
with an effective reaction of the form [62]:

13 SiC + 5 Fe(slag matrix) - Fe 5Si13 + 13 C.

This localized corrosion mechanism is thought to
be important particularly for a slag thickness of
100 p.m or greater and a temperature of 1250 C or
higher. Under these conditions, bubble formations
from the evolution of gaseous SiO and CO may
disrupt the silica layer, thereby providing the
means for a direct reaction between the slag and
the substrate.

Corrosion affects the lifetime of a material under
in-service conditions not only through the loss of
material, but also through the variation of the
strength of the material. Corrosion increases the
population of surface flaws which degrades the
strength of the material and reduces its lifetime by
increasing the probability of fracture under a me-
chanical or thermally induced stress. The strengths
of SiC materials at elevated temperature were
measured by C-ring tests, Table 16 [63], and four-
point bend tests, Table 17 [64], after exposing the

materials to coal slags at various temperatures for
various amounts of time. From these results, it may
be readily inferred that the degradation of the
strength of the material due to a temperature rise
is compounded by oxidation, and both of these ef-
fects are significantly compounded by reaction with
the slag. It is also significant that corrosion pits
were cited as the primary failure sites of the ex-
posed samples in both the C-ring tests and the
four-point bend tests.

Table 13. Simulated gas composition for a medium-energy coal
gasification environment'

Gas: H 2 CO CO 2 N2 H2S H2 0
Vol. % 30 44 10 1.4 0.6 14

'After T. E. Easier et al., in High Temperature Corrosion in
Energy Systems (1985) pp. 269-280.

Table 14.
slags

Composition (percent by weight) of various coal

Compo-
nent Slag 1 Slag 2 b Slag 3c Slag 4C Slag 5 d Slag 6 d

SiO 2 45.77 50.80 50 30 54 56
Fe 2O3 10.72 16.28 25 15 21 4
Al20 3 14.17 23.93 20 10 19 31
CaO 18.75 2.72 5 25 0.1 0.5
MgO 7.08 0.72 20 0.9 0.8
NiO 0.01
SO3 0.055 1.65
P2 0 5 0.51 0.27
Na2O 1.10 0.47 0.6 2.5
K20 0.52 1.60 1.7 2.6
TiO 2 0.27 0.62 1.3 0.8
SrO + BaO 0.16
V20 5 0.03

Base/Acid 0.63 0.29 0.43 1.5 0.33 0.12

'After M. K. Ferber et al., J. Am. Ceram. Soc. 68 (4), 191-197
(1985).
b After M. K. Ferber et al., Ceram. Bull. 62 (2), 236-243 (1983).
C After T. E. Easier et al., in High Temperature Corrosion in
Energy Systems (1985) pp. 269-280.
d After P. F. Becher, J. Matls. Sci. 19, 2805-2814 (1984).

Table 15. Corrosion rates for various commercial grades of SiC exposed to various environments for
200 h at 1250 'C. (See Table 14 for slag compositions)'

Material Condition No slag Acidic slag Basic slag
(air) (Slag 3) (Slag 4)

(lg. CM -m 2 * h-') (jig cm-' h-1) (,ug. *CM-2 * h-1)

Hexoloy SA Slip-cast + 0.7 - 174 - 657
Hexoloy SA Extruded -0.4 - 50 -412
NC430 Slip-cast + 1.6 - 117 -412
NC430 Extruded + 5.7 - 50 - 136

' After T. E. EasIer et al., in High Temperature Corrosion in Energy Systems (1985) pp. 269-280.
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Table 16. High-temperature c-ring fracture strength of
Hexoloy SA SiC after exposure to various environments. (See
Table 14 for the slag composition.)'

Environment Temperature Exposure Fracture
(IC) time (h) strength (MPa)

Air 1200 0 397± 7.6
Air 1200 24 375 ± 6.6
Air 1300 0 354± 8.9
Air 1300 24 361 ±9.3
Slag 1 1200 24 335±9.3
Slag 1 1300 24 285 ±3.6

' After M. K. Ferber et al., J. Am. Ceram. Soc. 68 (4), 191-197
(1985).

Table 17. Four-point flexural strengths of silicon carbide mate-
rials after exposure to various environments. Materials were ex-
posed to the slag for 1150 'C for
composition of the slag.)'

350 h. (See Table 14 for the

Material Environment Temperature Flexural
strength
(MPa)

NC203 Air 22 707
NC203 Air 1000 621
NC203 Air 1200 550
NC203 Air 1300 493
NC203 Slag 6 22 386
NC203 Slag 6 1000 414
NC203 Slag 6 1150 429
NC203 Slag 6 1300 371
Hexoloy SA Air 22 407
Hexoloy SA Air 1000 464
Hexoloy SA Air 1300 471
Hexoloy SA Slag 6 22 286
Hexoloy SA Slag 6 1150 343
Hexoloy SA Slag 6 1300 429
KT Air 22 200
KT Slag 6 22 186
KT Slag 6 1150 221
KT Slag 6 1300 214

' After P. F. Becher, J. Matls. Sci. 19, 2805-2814 (1984).

3. Si3 N4

Silicon nitride exists in two crystallographic
phases, denoted oa-Si3N4 and 1-Si3N4 [65]. The
a-Si3 N4 phase transforms to the P-Si3N4 form at ap-
proximately 1500'C. Silicon nitride powders may
be prepared by several different methods. The di-
rect nitridation of silicon powder produces silicon
nitride by the reaction

3 Si+ 2 N2 -* Si3N4.

The carbothermic reduction of silica may also be
used according to

3 SiO2 +6 C+2 N2 Si3 N4 +6 CO.

Amorphous silicon nitride with very fine particle
sizes can be produced by vapor phase methods us-
ing reactions such as

3 SiCl 4 + 4 NH3 Si3N4 + 12 HCl,

3 SiH 4 + 4 NH3 Si 3N4 +6 H2.

Silicon nitride powders can be processed by a
variety of methods to produce bulk materials for
structural applications. Common methods include
hot pressing, sintering, hot isostatic pressing, and
sintering of reaction-bonded compacts [66]. Sinter-
ing aids such as MgO and Y203 are usually used
with all of the methods to produce high density
products. In hot pressing, uniaxial stresses on the
order of 15-30 MPa may be applied to the powder
for several hours at temperatures in the range 1650
to 1850 C. Pressureless sintering, in contrast, is
conducted in a nitrogen atmosphere of approxi-
mately 0.1 MPa in the temperature range 1600 to
1800 'C. In both cases, boron nitride may be used
for various purposes in containing or manipulating
the product material with the result that the
surface of the product may have a small boron
nitride contamination. The final product is gener-
ally a polycrystalline material consisting primarily
of elongated, fiber-like, f3-Si3N4 grains and a sec-
ondary, intergranular phase that may be either
glassy MgO or crystalline Y203 . When MgO is used
as an additive in quantities greater than 5 wt. %,
crystalline Mg2SiO4 may also be present. For reac-
tion-bonded silicon nitride fired in a lower temper-
ature range, 1150 to 1400 'C, the final product may
consist predominantly of CL-Si3N4 grains with a
lower bulk density and a significantly larger poros-
ity, on the order of 10%-30%.

3.1 Oxidation of Si3N4

The oxidation of silicon nitride is a complex pro-
cess that depends significantly on the sintering aids
and the impurities in the material [67]. The
primary protective scale is silica which may be
formed directly from the reaction of silicon nitride
and oxygen:

Si 3N4 + 3 02 -3 SiO2 + 2 N2.
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This reaction may be most significant during the
initial oxidation of the substrate. Subsequently,
multistep reaction sequences may be more impor-
tant.

In the case of chemical vapor deposited (CVD)
silicon nitride without sintering aids [68], the for-
mation of a duplex oxide scale has been reported.
The scale was found to consist of an outer layer of
silica and an inner layer of silicon oxynitride. The
oxidation process in this case could be described by
two reaction steps. First, oxygen diffused through
the silica layer to the silicon oxynitride layer where
part of the oxygen reacted to form additional silica
according to:

found to be more complex. For hot-pressed Si3N4
containing MgO and CaO as additives, the scale
consisted of glassy SiO2 , in which crystalline a-
cristobalite also formed, plus magnesium silicates
and magnesium-calcium silicates [69]. A similar
study analyzed the composition of the scale, Table
19, and found that MgSiO3 could be clearly identi-
fied as a principal component of the scale [70].
Other compounds, while evidently present, could
not be identified conclusively. The oxidation kinet-
ics relation was parabolic, Fig. 12, as has been
found to be common for most MgO-containing sili-
con nitrides [71], with an activation energy of ap-
proximately 440 kJ/mol [72].

Si 2N20 + (3/2) 02 - 2 SiO 2 + N2.

The unreacted oxygen continued to diffuse to the
substrate material where additional silicon oxyni-
tride was formed:

2 Si 3N4 + (3/2) 02 - 3 Si2N20 + N2 .

Diffusion through the silicon oxynitride layer was
identified as the rate-controlling process because
the molecular oxygen diffusivity, Table 18, was sig-
nificantly smaller for Si2N2 0 than for SiO2. The
overall oxidation process, though, followed
parabolic kinetics,

x2= 2 kpt,

in which the square of the scale thickness is pro-
portional to the time of exposure, with a parabolic
rate constant, kp, of 66 nm2 /min.

Table 18. Molecular
oxynitride'

oxygen diffusivities of silica and silicon
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Fig. 12. The oxidation of a commercial silicon nitride material
in dry oxygen showing parabolic oxidation kinetics. (After W. C.
Trip et. al., J. Am. Ceram. Soc. 59 (9-10), 399-403 (1976).

Material Temperature Diffusivity
(IC) (10-8 cm2 /s)

SiO2 1100 1.42
SiO 2 1200 2.78
SiO 2 1300 5.00
SiO 2 1400 8.37
Si2 N20 1200 0.00240
Si2 N2O 1300 0.00927
Si2 N20 1400 0.110

' After R. E. Tressler et al., in High Temperature Corrosion of
Technical Ceramics (1990), pp. 69-89.

When sintering aids or impurities have been
present, the composition of the scale has been

The oxide scale formed on sintered silicon nitride
containing yttria as a major sintering aid has been
found to differ both substantially and morphologi-
cally from the scale on Si3N4 prepared either by hot
pressing with MgO or by the CVD technique [73].
The scale itself was found to be a layered structure
in which each layer had an outer region of crys-
talline silica, an intermediate glassy region, and an
inner thin layer of Y2Si2O 7. The glassy region was
porous, often containing large bubble formations
that most likely resulted from the evolution of N2
gas during oxynitride formation. Thin layers of
Y2Si2O7 were also found at the interface between
the substrate and the scale, and at the outer surface
of the scale.
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Table 19. Composition of the oxide scale formed on hot-
pressed HS-130'

Tempera-
ture Exposure 02 Pressure Si Mg 0
(IC) time (h) (kPa) (wt%) (wt%) (wt%)

1300 24 80 27.4±2 17.37± 2.8 55.2
1350 194 20 28.1±0.8 16.8±0.5 55.12
1400 24 10 28.0+0.3 23.15+0.8 48.89
1400 24 20 29.0± 3.5 22.0± 4.0 49.0
1400 24 40 27.9±0.5 21.61± 0.8 50.53
1400 24 80 27.9 0.5 21.96 ±0.5 50.15
1450 21 20 30.0± 0.6 26.68 ± 1.5 46.26
1475 24 20 28.6 ± 0.5 21.9 ± 1.5 49.49
1500 24 20 39 10 51

' After W. C. Tripp et al., J. Am. Ceram. Soc. 59 (9-10), 399-
403 (1976).

It was suggested that the morphology of the scale
had a direct effect on the apparent oxidation kinet-
ics of the material. Initially, the scale growth was
logarithmic rather than parabolic, such that

resulted in the generation of new flaws that caused
the average strength to decrease. Oxidizing the two
materials under static load, however, resulted in
distinct behaviors. The sintered material had an in-
crease in strength, while the hot-pressed material
suffered a decrease in strength.

Table 20. Active-to-passive transition temperature, Ta, for hot
pressed HS-130 and sintered 6Y-14 silicon nitride at various val-
ues of the partial pressure of oxygen, P(0 2 ).'

Material Flow rate P(0 2) Ta
(cm/s) (Pa) ('C)

HS-130 0.56 7.1 1366
HS-130 0.56 27.4 1436
HS-130 0.56 205.5 1520
6Y-14 0.56 7.0 1365
6Y-14 0.56 28.5 1446
6Y-14 0.56 111.0 1480

' After W. L. Vaughn et al., J. Am. Ceram. Soc. 73 (6), 1540-
1543 (1990).

x=k,+k 2 ln(t),

for constants k and k2. It was reasoned that such a
relation would be appropriate if the effective cross
section through which diffusion could occur dimin-
ished with time, as might have occurred when gas
bubbles grew in the scale. Subsequently, when a suf-
ficient cristobalite layer had formed, the slow
diffusion rate through that layer would be rate-
controlling, and the kinetic relation would become
parabolic. A behavior consistent with this scheme
was also observed in a study using silicon nitride
sintered with Y203 and Fe2O 3 [74]. In that work, the
kinetics relation was described as being asymptoti-
cally parabolic with an apparent activation energy
of 470 kJ/mol.

At sufficiently low oxygen partial pressure, the
passive oxidation of silicon nitride may change to
active oxidation [75]. The temperature at which this
transition occurs for a given oxygen pressure, Table
20, increases with increasing oxygen pressure [76].

The strength of both sintered and hot pressed sil-
icon nitride materials have been found to decrease
for oxidation times of one hour or longer [77]. A
brief increase in strength was noted for very short
oxidation times, approximately 30 min, which was
thought to be due to the blunting of crack tips. For
longer times, Table 21, the oxidation of the material

Table 21. The room temperature Weibull paramerters for sin-
tered SNW-1000 and hot-pressed NCX-34 silicon nitride ceram-
ics after oxidation at 1370 'C in air under various loads.
co-=Weibull characteristic strength, m =Weibull modulus, and
R2= correlation coefficient'

Material Load during Oxidation Number of oc, m R 2

oxidation time samples
(MPa) (h) (MPa)

SNW-1000 0 0 50 300 8.2 0.98
SNW-1000 0 0.5 10 325 7.7 0.97
SNW-1000 0 1 53 290 10.9 0.94
SNW-1000 0 12 11 275 17.2 0.97
SNW-1000 0 20 11 215 8.3 0.90
SNW-1000 0 50 10 225 19.6 0.98
SNW-1000 23 1 15 390 10.2 0.99
SNW-1000 45 1 15 295 7.0 0.97
NCX-34 0 0.5 10 555 7.0 0.96
NCX-34 0 1 54 575 14.1 0.96

NCX-34 0 12 11 400 7.0 0.92
NCX-34 0 20 12 500 14.3 0.96

NCX-34 0 50 12 435 7.6 0.94

NCX-34 45 1 14 490 9.7 0.93
NCX-34 158 1 13 385 7.9 0.93

'After T. E. Easler et al., J. Am. Ceram. Soc. 65 (6), 317-320
(1982).
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3.2 Si3N4 in Hot Gases

The passive oxidation of hot-pressed silicon ni-
tride has been found to be enhanced by water
vapor in oxygen atmospheres [78], with the
parabolic rate constant, Table 22, being larger than
for dry oxygen. The activation energy for oxidation
was 488 + 30 kJ/mol in wet oxygen and 375 ± 25 kJ/
mol in dry oxygen.

The presence of gaseous H2 0 in H2 gaseous envi-
ronments has been found to cause an active oxida-
tion of Si3N4 according to [79]:

Si3N4+3 H20 -*3 SiO+2 N2+3 H2.

Under these conditions, the average flexural
strength of the material, Table 23, decreased.
When the partial pressure of H20 was greater than
about 10 Pa, a protective silicate layer may have
formed as a result of a reaction between the
gaseous reaction product, SiO, and the sintering
aid, Y2 03. Concurrently, the flexural strength of
the material increased.

Table 22. Parabolic rate parameter, K, for the oxidation of
hot-pressed HS-130 silicon nitride in 02 with a partial pressure
of water vapor of 3.3 kPa (0.033 atm)'

Temperature log K,
(IC) (g2 . cm 4 . s 1 )

1200 - 12.6
1260 - 12.0
1315 - 11.3
1370 - 10.8

'After S. C. Singhal, J. Am. Ceram. Soc. 59 (1-2) 81-82 (1976).

Table 23. Room-temperature flexural strength, o-, of hot iso-
statically pressed AY6 silicon nitride after exposure at 1400 'C
for 10 h in H2 atmospheres with various partial pressures
P(H20) of water vapor'

P(H 20) or

(Pa) (MPa)

0.26 580± 35
0.45 525 ± 60
3.6 515 30
20 460±40

100 690± 60
520 800 ±80

'After H. Kim et a., Ceramic Transactions 10, 81-96 (1989).

3.3 Si3N4 in Molten Salts

The corrosion of silicon nitride by molten salts
has been found to occur in three stages. For sodium
carbonate on reaction-bonded Si3N4, the first stage
is a very brief process, lasting only minutes, during
which sodium silicate is formed. The second stage
follows diffusion-limited parabolic reaction kinetics
resulting from the inward diffusion of molecular
oxygen to the silicon nitride surface where the sub-
sequent reaction forms silica. The silica material,
though, partially dissolves into the silicate glass un-
til a saturation limit is reached. Thereafter, oxida-
tion produces a growing silica layer. Oxygen
diffusion through this layer is very slow, and be-
comes the rate limiting step for the third stage of
the corrosion process [80].

A similar study on hot isostatically pressed reac-
tion-bonded Si3N4 obtained very similar results [81].
The brief first stage was found to be a period of
weight loss controlled by two reactions. In the first,
gaseous oxygen reacted with the silicon nitride to
form a solid silica layer according to:

Si3N4- 3 02 -3 SiO2 +2 N2.

Subsequently, the silica dissolved in the molten salt
layer to form a liquid sodium silicate:

X SiO2 + Na 2CO 3 - Na2O X (SiO2) + CO 2.

The first stage process was completed after
approximately 5 min after which weight gain oc-
curred primarily due to the formation of silica.

Corrosion of silicon nitride by sodium sulfate was
found to have a similar corrosion process consisting,
however, of only two stages, an initial lengthy pe-
riod of slow weight loss followed by a process of
slow weight gain. The weight loss appeared to be
mostly the result of the vaporization of the Na2SO4.
The primary reaction sequence for corrosion was a
coupled oxidation-dissolution process such that:

Si3N4 + 3 02 3 SiO2 + 2 N2,

x SiO2 + Na2SO 4 -* Na2O x (SiO 2) +

S02+(1/2) 02.

Silica formation and dissolution proceeded with
the silica layer growing at a rate that was faster than
what was expected for normal oxidation. Eventu-
ally, the silica layer became sufficiently thick that
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further oxidation of the silicon nitride substrate
was limited by the slow diffusion of oxygen through
the silica layer.

3.4 Si3N4 in Molten Metals

Hot pressed silicon nitride materials, with either
Y203 or MgO as sintering aids, have been exposed
to the flue gas of an aluminum remelting furnace in
which the flue gas consisted mainly of C0 2, CO,
02, and H20, plus small amounts of Cl, F, SO2,
SO3 , NO, and NO2. After exposure, the silicon
nitride specimens were found to be coated with a
vitreous deposit in which -Si3N4, Si, and A1203
were found [83]. The Si3N4 material apparently dif-
fused or dissolved from the substrate and was ab-
sorbed into the deposit, while the Si and A12 03
were derived from the aluminum melt. The deposit
also showed evidence of trapped gas bubbles, and
some depletion of the sintering aid components
was found in the surface region of the substrate
material adjacent to the vitreous deposit. The lat-
ter result indicated that it was primarily the inter-
granular phases that were corroded. Specimens
with MgO as the sintering aid appearred to be less
resistent to corrosion than specimens with Y203 as
the sintering aid, as was reflected in the variations
of the flexural strengths of the materials, Table 24.
While both materials had significantly reduced
flexural strengths, the residual strength of
Si3 N4 (Y203 ) was nearly twice that of Si3 N4MgO).

Table 24. Four-point bend strengths of hot-pressed silicon
nitride materials after exposure to an aluminum remelting
furnace'

Sintering Exposure Number of Average
Aid time samples strength

(h) (MPa)

Y20 3 0 20 610±39
Y20 3 100 8 437± 62
MgO 0 10 610±54
MgO 100 8 282±38

' After J. Luyten et al., High Temperature Corrosion of Techni-
cal Ceramics (1990) pp. 161-168 (1990).

3.5 Si3 N4 in Complex Environments

An extensive penetration of coal slag into hot
pressed NCX-34 silicon nitride was found as a re-
sult of corrosion in simulated coal combustion envi-
ronments (slags 5 and 6 in Table 14) [84]. This
material had WC and ,-Y 5Si3O,2N as minor phases
in the material. It was noted that the oxidation of

Y5Si3O12N to form Y2SiOs, cristobalite SiO2 , or
RY5Si6O2 , where R may be H, Na, Mn, Fe, Al, Th,
or Zr, would occur with a large increase in molar
volume. The resulting tensile stress could cause mi-
crocracking and thus would promote slag penetra-
tion and the formation of subsurface pits. These
microcracks and pits were cited as being responsi-
ble for the strength degradation, Table 25, ob-
served in these environments. When the corroded
layer of the surface was removed by diamond
grinding, the strength of the material returned to
approximately 95% of its original, as-received
value. Thus the strengh-reducing defects were lim-
ited to the surface of the specimens and did not
involve internal compositional changes in the sub-
strate.

Table 25. Room-temperature four-point flexural strengths of
silicon nitride materials after exposure to various environments.
(See Table 14 for the composition of the slag.)'

Material Environment Temperature Exposure Flexural
time strength

(IC) (h) (MPa)

NC-132 Air 22 0 850
NC-132 Slag 5 1220 500 325
NC-132 Slag 6 1150 350 430
NCX-34 Air 22 0 810
NCX-34 Slag 5 1220 500 300
NCX-34 Slag 6 1150 350 325

'After P. F. Becher, J. Matls. Sci. 19, 2805-2814 (1984).

4. Coating Systems

The primary corrosion resistance of both silicon
carbide and silicon nitride results from the oxide
layer formed on the surface of the material. It is
reasonable, therefore, to consider the possibility of
enhancing the corrosion resistance of these materi-
als by modifying their surfaces with specially pre-
pared oxide coatings. For such coatings, there
would be chemical, thermal, and mechanical re-
quirements beyond the need to resist corrosion by
combustion gases, slag, and ash. The coating and
substrate materials would need to be well bonded
but otherwise would have a low rate of subsequent
reaction, and their coefficients of thermal expan-
sion would need to be compatible to prevent ther-
mally induced stresses and subsequent cracking.
The coating also would need to have adequate
toughness and thermal shock resistance, as well as
a sufficiently high thermal conductivity, so that the
performance of the system would not be affected
adversely.

622



Volume 98, Number 5, September-October 1993

Journal of Research of the National Institute of Standards and Technology

Initial insight into the selection of candidate
coating materials may be derived from a consider-
ation of the phase equilibria relations between the
slag and ash constituents and the candidate oxide
coatings. For slagging conditions in particular, the
major slag constituents are silica, alumina, and iron
oxide; hence, coatings of these same oxides would
be expected to be dissolved by the slag. Other slag
constituents such as alkali and rare earth oxides
could also react with these coatings to produce
lower melting point compositions which would de-
grade the performance of the coatings. Conse-
quently, silica, alumina, and iron oxide would not
be expected to be well suited as protective coatings
in these coal-fueled applications.

Little work appears to have been reported on the
use of ceramic coatings on ceramics. However, pre-
liminary indications of the potential for such coat-
ings may be gained from current studies of
refractory oxide coatings and from ceramic coat-
ings on metal alloys in turbine engines.

Refractory oxide coatings have been used suc-
cessfully in the radiant heater sections of pulver-
ized coal-fueled boilers to protect low-alloy water
walls. In these slagging applications, a layer of so-
lidified slag underlies the molten deposit and limits
the solution of the refractory coating into the slag
deposit. General summaries of research on the be-
havior of refractory oxides in coal gasification sys-
tems indicate that alumina refractories [85] might
be suitable for use in dry ash systems to 1100 °C
and that magnesia-chromia refractories [86] might
be useful in slagging systems at temperatures of
1500 'C. However, it should be noted that these ap-
plications exhibit lower oxygen partial pressures
and higher water partial pressures than would be
expected in combustion systems, and the refracto-
ries examined in these studies were in brick or
castable forms with significant amounts of other
phases present.

There is a significant body of research on the
stability of oxide-forming elements in alloys in coal
gasification and combustion applications. Much of
this research has been conducted with a focus on
the propensity for sulfidation [87]. The results have
clarified the regimes of oxygen, sulfur [88], and
chlorine [89] partial pressures in which protective
oxides are stable and have helped to understand
alloy corrosion mechanisms [90].

Table 26 shows the lower partial pressure limits
of stability for several oxides in oxygen and sulfur.
The values shown in the table are many orders of
magnitude lower than any value that might be ex-
pected to be encountered in combustion systems.

As a result, none of these oxides would have an
intrinsic problem in terms of stability.

Table 26. The partial pressures of oxygen, Po2 , above which
selected oxides are stable. The concurrent partial pressure of
sulfur, Ps, is also showna

T=1150 K (877 C) T=1450 K (1177 C)
fogio(Po2) log idPs) logij(Po2 ) logu(Ps)

Oxide (P in Pa) (P in Pa) (P in Pa) (P in Pa)

SiO2 -27 0 -18 2
A1703 -34 13 -24 - 8
ZrO2 -35 -17 -25 - 1l
Ce2/3 -40 -31 -28 -21
Cr2 0 3 - 20 - 7 -13 - 3
MgO - 39 -23 -26 -15

a After E. A. Gulbranson and G. H. Meier, DOE/FE/13547-01,
UC-90h (May 1980).

Among the materials listed in Table 26, the rela-
tively high coefficient of thermal expansion of zir-
conia has encouraged its use as a thermal barrier
coating on metallic gas turbine components. This
application has required investigation of the corro-
sion of zirconia-based coatings in combustion envi-
ronments. Typically, low velocity burner rig tests
have been conducted on compositionally graded
coatings [91]. In these experiments, corrosive alkali
sulfates and sulfates with vanadium were deposited
on zirconia containing 8% yttria as a stabilizing ox-
ide. No significant reaction of zirconia with sodium
sulfate was noted. However, the addition of vana-
dium and magnesium, at the level of 50 parts per
million, was shown to foster corrosive reactions and
the destabilization of the zirconia. Significantly, the
porosity of the coating also was shown to foster
coating failures due to the penetration of liquid
sodium sulfate into the coating [92]. Under thermal
cycling, the liquid sodium sulfate was thought to
have frozen and expanded, thereby mechanically
opening cracks in the coating. Failure in these ex-
periments, Table 27, was determined as the onset
of cracking or spallation. Coating lifetimes greater
than 500 h were reported.

Concern over the role of vanadium in the deteri-
oration of stabilized zirconia coatings has resulted
in research on the reactivity of indium oxide, scan-
dium oxide, yttria, and magnesia stabilizers. Ther-
mogravimetric analyses of these oxides in molten
sodium vanidate equilibrated in an S03 environ-
ment has shown indium oxide and scandium oxide
to be more resistant to attack than the conven-
tional stabilizers, yttria and magnesia [93].
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Table 27. Burner rig corrosion test results of thermal barrier
coatings'

Coating Intermediate layer Overcoat Time to failure
(h)

PS ZrO2 NiCrAIY Bond Coat Pt 242

PS ZrO2 NiCrAIY Bond Coat AlPt > 500

PS ZrO2 NiCrAIY Bond Coat Pt >500
+ ZrO2/NiCrAIY

PS ZrO2 NiCrAIY Bond Coat AlPt 500
+ ZrO2/NiCrAY

PVD ZrO2 none none 22-70

'C. A. Anderson et al., NASA Report CR-65919 (February,
1982).
Notes:

PS = Plasma spray
Bond Coat= 127 ptm thick
ZrO 2 = 380 pAm thick
PVD = Electron Beam Physical Vapor Deposition
ZrO 2/NiCrAIY = 50 vol% ZrO 2-8Y20 3 + 50 vol% NiCrAIY
Pt: 31 pum thick sputter deposited
AlPt: 14 pLm thick sputter deposited

Test Conditions:
Fuel: No. 2 Distillate with:
Element Na Mg Cl K Ca S
Amount (ppm) 100 10 180 3 4 2
Nominal gas temperature= 1204 'C
Maximum metal temperature = 843 'C
Test duration=500 h
Cycle =55 min. heating + 5 min. air cooling

Finally, attempts are being made to improve the
compatibility of ceramic coatings and metal sub-
strates. The effort is specifically designed to reduce
the thermal stresses caused by the different
amounts of thermal expansion experienced by
metals and ceramics. The approach being taken is
to use intermediate layers of materials to provide a
gradual transition in the coefficient of thermal ex-
pansion across the interface region [94]. For metal-
lic substrates, the intermediate layers typically have
consisted of mixed ceramic and metallic composi-
tions which unfortunately provides an opportunity
for corrosion to occur beneath the ceramic over-
layer. At the present time, therefore, the use of
ceramic coatings metallic interlayers does not
appear to offer a significant advantage for coal-
fueled applications.

5. Conclusion

Significant progress towards a comprehensive un-
derstanding of the oxidation of both silicon carbide

and silicon nitride has been made over the past sev-
eral decades. Models have been advanced to ac-
count for the quantitative effects of competing
chemical reactions, required mass transport mecha-
nisms, and changes in surface and microstructural
morphologies. In contrast, models describing the
corrosion of these materials in complex environ-
ments are considerably more speculative. Few stud-
ies have been made to isolate the effects of specific
components of either the complex atmosphere or
the material. Most recent studies involving complex
environments have been focused on the more im-
mediate concerns of engineering design, viz., does
the given material have adequate corrosion resis-
tance for the given design objective? Important
clues towards the development of better materials
can be provided by such studies, particularly when
analyses of the compositions of the starting materi-
als and environments are given along with the com-
positions of the reaction products. However, the
development of detailed models must rely on
known results of specific interactions. Conse-
quently, much of the understanding of corrosion in
complex environments is based on detailed studies
of oxidation or of corrosion in simplified environ-
ments.

The silica layer, for example, that develops at the
surface of the SiC or Si3 N4 substrate, is known to
play a key, multifaceted role in the corrosion resis-
tance of both materials. The frequently observed
parabolic corrosion kinetics may be directly related
to the diffusion of oxygen through an oxide layer,
but there are numerous reaction sequences that can
contribute to that result.

For silicon carbide, silica forms a protective bar-
rier that prevents the direct reaction of the sub-
strate with an attacking species. The diffusion of
oxygen through the silica results in parabolic reac-
tion kinetics. The oxide barrier, however, may be
sacrificial in the sense that the silica itself may be
dissolved in a molten deposit. Replenishment of the
silica layer then depends on the diffusion of oxygen
to the substrate where additional silica can be
formed by the oxidation of the substrate. If the at-
tacking deposit or the silica layer impedes the flow
of oxygen to the substrate, such that the partial
pressure of oxygen is very low, then the silica itself
may react directly with the substrate causing both
reactants to be diminished.

For silicon nitride, the oxidation of the substrate
forms silicon oxynitride which subsequently oxidizes
to form silica. In this case, parabolic reaction kinet-
ics are still observed, but the layer of silicon oxyni-
tride may control the oxygen diffusion rate.
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The dominant reaction sequence at any time
may be strongly influenced by the chemical species
in the attacking atmosphere and by the impurities,
sintering aids, grain boundary phases, and porosity
of the substrate material, as well as the immediate
reaction history. Impurities such as carbon, for ex-
ample, may cause an acidic slag to behave more
like a basic slag with respect to corrosion of silicon
carbide. For silicon nitride, sintering aids such as
MgO and CaO may add magnesium-calcium sili-
cate components to the oxide layer and may influ-
ence the crystalline or glassy nature of the oxide.
Additional quantitative sudies are needed to inves-
tigate these effects in greater detail.

In the context of designing components for use
in corrosive environments, there are two primary
concerns regarding the selection of a material: the
survival of the material, expressed as the recession
rate of the surface, and the mechanical strength of
the component. The corrosion rates for ceramics
can be relatively small, and, as a result, the reces-
sion rates may be tolerable. Recession rates of SiC
on the order of 1 mm/yr in acidic slag and 10-100
mm/yr in basic slags are possible. However, surface
pitting and the overall increase in the surface flaw
populations generally degrade the strength of the
material and can reduce its average mechanical
lifetime even when the recession rate is small.
While some combinations of material and environ-
ment may produce a short-term strength enhance-
ment resulting from the healing of surface defects,
long-term corrosion generally tends to decrease the
strength of the material as the severity of the sur-
face pitting increases. An understanding of the in-
terplay of the time-dependent chemical and
mechanical effects and consequences has yet to be
established.

There are several critical issues that have yet to
be examined. Prominent among these issues is
long-term corrosion. Most studies report short-
term results that span only a few tens of hours, and
results with exposure times on the order of 1000 h
are scarce. Long-term data are particularly needed
to study possible time-dependent phenomena such
as break-away corrosion and the potential for life-
time-limiting effects such as environmentally en-
hanced creep phenomena.

Of equal importance is the need for systematic
studies of corrosion in environments that are well
characterized chemically and thermally. Studies
conducted in industrial furnaces are valuable proof
tests, but the results are often difficult to interpret
because the precise composition of the environ-
ment is unknown and both the composition and the

temperature distribution may vary over the course
of the study.

In conjunction with these tests, mechanical prop-
erties need to be measured in situ at elevated tem-
perature. Secondary or grain boundary
constituents, impurities, and reaction products can
be liquids at the temperatures of interest. Mea-
surements at room temperature do not properly re-
flect the consequences of these phases, nor do they
account for environmentally assisted fracture ef-
fects.

Lastly, while it has been noted that the corrosion
behavior of various types of silicon carbide and sili-
con nitride have been examined in many environ-
ments, little research has focused on the role of
ceramic coatings in protecting silicon-based materi-
als. It may be possible to enhance the corrosion
resistance of silicon-based ceramics by the use spe-
cially designed oxide coatings. Coatings of either
the overlay type, which may be applied by plasma
spraying, or surface modified materials offer the
potential to develop surface layers more resistant
to reaction with alkali or slag deposits than native
silica. Consideration of previous experience with
coatings for refractory ceramics and metal alloys
suggests that zirconia stabilized with indium oxide
or scandium oxide might provide an effective coat-
ing for silicon-based ceramics. However, the extent
of corrosion may depend on the specific slag and
ash deposit compositions, and the degree of pro-
tection may depend significantly on the capacity of
the coating to resist spallation and cracking. Mea-
surements of the thermal and mechanical proper-
ties of such coatings, along with studies of potential
problems associated with the porosity of the coat-
ing, would have to be made.
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3. NIUF Objectives and Structure

The NIUF seeks to achieve three principal goals:

* To promote an ISDN forum committed to
providing users the opportunity to influence
developing ISDN technology to reflect their
needs;

* To identify ISDN applications, develop imple-
mentation requirements, and facilitate their
timely, harmonized, and interoperable intro-
duction; and

* To solicit user, product provider, and service
provider participation in the process.

The actual work of the NIUF is accomplished in
two workshops: the ISDN User's Workshop (IUW)
and the ISDN Implementor's Workshop (11W).
The IUW produces application requirements
which describe potential applications of ISDN
and the features which may be needed. The IIW
develops application profiles, implementation
agreements, and conformance criteria which
provide the detailed technical decisions necessary
to implement an application requirement in an
interoperable manner. The NIUF Executive
Steering Committee coordinates the activities of
the two workshops.

4. NIUF Achievements

Since its inception in 1988, the NIUF has
achieved the following:

* 141 active applications for development of
application profiles have been accepted;

* application profiles have been completed for
14 applications;

* 15 implementation agreements have been
completed; and

* 8 conformance tests have been completed.

CSL established the NIST Special Publication
823 series, Integrated Service Digital Network
Technology Publications, to publish the approved
implementation agreements, conformance tests,
and other NIUF documents. Copies of these
documents are available for sale by the U.S.
Government Printing Office, (202) 783-3238 or
the National Technical Information Service, (703)
487-4650.

5. Highlights of June 1993 NIUF

Tutorials presented at the June meeting
included an overview of the NIUF for new users
and new implementors; migration to broadband
ISDN; basic ISDN; applications software interface;
and national ISDN user applications.

Highlights from the Executive Steering Commit-
tee Standing Groups included a presentation by
Pat Donovan, Bell Atlantic, on the provisional
definition of National ISDN-3. The presentation
was part of the National ISDN Planning Process
that is an ongoing part of NIUF activities. The
panel discussion following the talk featured repre-
sentatives from AT&T, NTI, Siemens Stromberg-
Carlson, Ericsson, and Ameritech.

The IUW held its first General User Meeting in
order to cover topics of interest to a wide range of
users and implementors. A resounding success in
terms of attendance and interest generated by the
topics, the meeting focused on three main topics:
the current state of ISDN tariffs in the United
States and Canada; the status of the Tennessee
Public Utilities Commission ISDN field trials; and
a panel discussion on the impact of the Clean Air
Act Amendment on state and local governments
and the use of telecommuting as a potential
solution.

IUW Working Group highlights included the
following: the Broadband ISDN Working Group
presented tutorials on Switched Multimegabit Data
Service (SMDS) and the North Carolina Broad-
band Network; the Enterprise Network Data Inter-
connectivity Family (ENDIF) discussed the need
for interoperability among different vendors for
ISDN applications involving access to LANs and
between LANs, and proposed a demonstration for
the October meeting; the Government Services
Industry Group (GSIG) identified three high-
profile items for the GSIG to address through the
forum: ISDN and GOSIP compatibility, the defini-
tion of managed objects for secure network man-
agement, and secure video conferencing; the
Private Industries Group decided to try to develop
an initial Quality Index figure to measure the
availability and usability of ISDN as it applies to
the companies represented, and discussed packet
data services over ISDN and the lack of well-
defined service parameters among the various
exchange carriers; the Call Management Family
continued to advance the Telecommuting Applica-
tion Profile, with the goal of presenting a stable

634



Volume 98, Number 5, September-October 1993

Journal of Research of the National Institute of Standards and Technology

draft at the October NIUF; and the Messaging and
Answering Family heard a presentation by Jim
Rothweiler, Bellcore, on a survey assessing five
new features that will support the voice messaging
industry in providing service to the consumer
market.

The IIW approved three documents and declared
six documents as working group stable (see plenary
highlights below). Glenn Ehley, I1W Chair, pro-
posed an increased participation drive. One recom-
mendation was the use of graduate students to
assist with the application analysis process. Also
identified was the need for a Broadband Applica-
tion Profile Team.

IIW Working Groups reported the following
activities: ISDN CPE and Software Working Group
(ICSW) heard presentations on the implementation
schedules for National ISDN-2. Ameritech spon-
sored a session on the Primary Rate ISDN switched
fractional services that will become available with
National ISDN-2. The ICSW Basic Rate Sub-
committee hopes to implement a simplified ISDN
ordering procedure by year's end. The ICSW PBX
Subcommittee began an effort to facilitate the stan-
dardization of the ISDN-based Q.SIG protocols for
ISDN PBX interworking. The Application Analysis
Technical Working Group helped to advance work
on "Interactive Simulation." The forum discussed
the initial draft of the second edition of "A Catalog
of National ISDN Solutions for Selected NIUF
Applications." Proposed publication date is Febru-
ary 1994. The Call Management Profile Team met
in three sessions with other groups to discuss the
Telecommuting Application Profile. The CPE
Compatibilities and Capabilities Profile Team will
develop an implementation plan to attract graduate
students. The ISDN Conformance Testing Tech-
nical Working Groups reported progress in their
individual arenas. The Signaling/Supplementary
Services (SSWG) Technical Working Group
discussed Class II, BRI Trunking, and received
support from users and implementors. Finally, the
Video/Audio Conferencing Profile Team gave a
second review to the Video Conference Application
Profile document, which was declared working
group stable once two open issues have been
resolved.

At the NIUF Banquet, Matt Thomson, Northern
Telecom, received a certificate of recognition for
his leadership in the NIUF and his work on TRIP
'92. InfoWorld magazine recognized the NIUF and
Corporation for Open Systems (COS) with the Pub-
lisher's Industry Milestone Award for their efforts
in the success of TRIP '92.

The closing plenary approved five new docu-
ments, including "A Generic Model for ISDN Cost
Analysis." Also approved were Working Group
Charters for Mass Market Industries; CPE Com-
patibilities and Capabilities Family; and Issues
Family. Seven documents were announced to be
working group stable and five new applications
were submitted to the IUW.

6. For More Information

For more information about the NIUF and its
publications or to obtain conference proceedings,
contact the NIUF Secretariat: Dawn Hoffman,
Computer Systems Laboratory, National Institute
of Standards and Technology, Building 223, Room
B364, Gaithersburg, MD 20899-0001; telephone
(301) 975-2937 or fax (301) 926-9675.
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Conference Report

NORTH AMERICAN
INTEGRA TED
SERVICES DIGITAL
NETWORK (ISDN)
USERS' FORUM (NIUF)
Gaithersburg, MD
June 22-25, 1993
Report prepared by

Elizabeth B. Lennon

Computer Systems Laboratory,
National Institute of Standards and Technology,
Gaithersburg, MD 20899-0001

1. Introduction

The Computer Systems Laboratory (CSL),
National Institute of Standards and Technology,
hosted the eighteenth North American ISDN
Users' Forum (NIUF) at its Gaithersburg, Mary-
land, site on June 22-25, 1993. About 230 users,
implementors, and service providers of ISDN
technology attended the meeting. CSL collabo-
rated with industry in 1988 to establish the NIUF
to ensure that emerging ISDN applications meet
the needs of users. A Cooperative Research and
Development Agreement (CRDA) with industry
was established in 1991 to govern the management
of the forum; as of June 1993, the CRDA has 36
signatories from industry and academia. CSL
serves as chair of the forum and hosts the NIUF
Secretariat. NIUF membership is open to all

interested users, product providers, and service
providers; meetings are held three times a year at
various locations throughout North America.

2. The Development of ISDN Standards

International standards for ISDN support world-
wide communications for the exchange of voice,
data, and image information among users, inde-
pendent of any manufacturer, service provider, or
implementation technology. ISDN standards are
developed by the International Telecommunication
Union-Telecommunication Standardization Sector
(ITU-TS) (formerly the International Telephone
and Telegraph Consultative Committee [CCITT])
and, for North America in particular, by the
Exchange Carriers Standards Association (ECSA)
accredited standards committee, T1, under the
umbrella of the American National Standards
Institute (ANSI).

ISDN standards provide a broad variety of
options and parameters to meet many potential
needs and applications. To ensure interoperability
and terminal portability within the ISDN network
and its attendant equipment, a uniform subset of
options and parameters must be selected for imple-
mentation. Each application usually requires only
a subset of total functionality available in the
standards; for ISDN products and services to work
together in a multi-vendor environment, common
sets of options must be selected.

To cope with this proliferation of choices and to
provide interoperable products and services which
will meet the needs of users, the standards specifi-
cation process has been augmented to develop
application profiles, implementation agreements,
and conformance criteria. The NIUF addresses all
of these areas.
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News Briefs

General Developments
Inquiries about News Briefs, where no contact person
is identifled, should be referred to the Managing Editor,
Journal of Research, National Institute of Standards
and Technology, Administration Building, A635,
Gaithersburg, MD 20899-0001; telephone: 301/975-
3572.

UNITED STATES, RUSSIA DEVELOP OPTICAL
IMAGING SYSTEM
NIST and the Institute of Solid State Physics at the
Russian Academy of Science have established a
cooperative project to study flux distributions in
superconducting materials. A magneto-optical mea-
surement system now being operated at NIST (with
the assistance of the Russian scientists who devel-
oped it) will be used to study the influence of
defects in single crystals and in inhomo- geneities
in bulk samples of barium-yttrium-copper-oxygen
ceramic materials. A laboratory director at NIST
says, "The cooperative project between the United
States and Russia enables us to take advantage of a
new concept and technology that enhances our
broad base of expertise. The system will offer us an
opportunity to focus on many fundamental issues
in magnetic measurements, optical microscopy and
single crystal growth." For information on the
magneto-optical measurement system, contact
Debra L. Kaiser, A329 Materials Building, NIST,
Gaithersburg, MD 20899-0001, (301) 975-6759.

BIOSENSOR CONSORTIUM ANNOUNCES
FIRST MEMBERS
Members of the new Consortium on Advanced
Biosensors, six companies and one government
agency, are helping NIST launch a new research
program to improve biosensor technology. The
Environmental Protection Agency has joined the
new consortium as an interagency partner. The
consortium's goal is to solve problems that prevent

commercialization of many biosensor technologies
in U.S. industry. Located at NIST, the consortium
can take direct advantage of the institute's scien-
tific expertise and laboratory facilities. CAB's first
project is studying ways to eliminate background
interference from biosensor signals. In this initial
research, scientists are examining how positively
and negatively charged proteins bind to a dozen
different chemical surfaces. Consortium members
will select future projects and support them
through yearly membership fees. For more infor-
mation, contact Howard Weetall, Biosensor Tech-
nology Group, A353 Chemistry Building, NIST,
Gaithersburg, MD 20899-0001, (301) 975-2628.

STANDARDS WORKING GROUP PLANS
MOSCOW MEETING
Industry and government standard officials con-
cerned about the harmonization of standards and
conformity assessment measures between the
United States and Russia to improve international
trade should plan to participate in the third meet-
ing of the Inter-governmental United States/
Russian Business Development Committee's Stan-
dards Working Group. The meeting will be hosted
by the State Committee of the Russian Federation
for Standardization, Metrology and Certification
(GOSSTANDART) in Moscow, May 24-25, 1994.
The group also has been invited to meet with the
State Committee of Ukraine on Standardization,
Metrology, and Certification in Kiev, May 26-27,
1994 and the Standardization, Metrology and
Certification Committee, Council of Ministers,
in Minsk, Republic of Belarus, May 30. The Stan-
dards Working Group is co-chaired by Stanley I.
Warshaw, director of the NIST Office of Standards
Services, and Serguei F. Bezverkhi, president of
GOSSTANDART. To participate in the meetings,
contact Warshaw, A603 Administration Building,
NIST, Gaithersburg, MD 20899-0001, (301) 975-
4000, fax: (301) 963-2871.
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MODELS MEASURE SPEED OF SOUND FOR
GAS MIXTURES
Under the sponsorship of the Gas Research Insti-
tute, NIST has gathered comprehensive experi-
mental data on the speed of sound of 13 binary and
four multicomponent mixtures of natural gas con-
stituents, and has developed mathematical models
(equations) from these data. Knowledge of the
speed of sound for specific mixtures of gas can be
used to calibrate flowmeters used in the sale and
transfer of huge quantities of natural gas. Modeling
uncertainty averages 0.1 percent over the range of
pressure, temperature, and composition encom-
passing the major region of custody transfer of
natural gas. Temperatures ranged from 250 K to
350 K, with pressures running from below 0.5 MPa
to over 10 MPa. The gas mixtures were primarily
methane with smaller amounts of ethane, nitrogen,
carbon dioxide, or propane. NIST Monograph 178,
Speed of Sound Data and Related Models for
Mixtures of Natural Gas Constituents is available
from the National Technical Information Service,
Springfield, VA 22161, (703) 487-4650, for $19.50
prepaid. Order by PB 93-200822.

LOCATION EFFECTS IN ORIFICE
FLOWMETERS DOCUMENTED
Orifice meters are used extensively to measure the
high-volume flow of fluids (such as natural gas)
through a pipe. Asymmetric and swirling flows
(caused by nearby upstream bends, tees, or con-
strictions such as a partially closed valve) can make
orifice meters inconsistent, so a flow conditioner of
one kind or another is generally placed upstream
between the meter and the first disturbance.
NIST's latest publication on the subject, Flow
Conditioner Location Effects in Orifice Flowme-
ters (NIST Technical Note 1356), describes experi-
mental results for four kinds of conditioners and
two sizes of orifice meters, 52 mm and 104 mm
(2 in and 4 in), with various sizes of orifice plates
and various degrees of roughness, using nitrogen
gas. TN 1356 is available from the National Techni-
cal Information Service, Springfield, VA 22161,
(703) 487-4650 for $19.50 prepaid. Order by
PB 93-159457.

KEY ESCROW ENCRYPTION STANDARD
PROPOSED
NIST is proposing a voluntary escrowed encryption
standard that will help improve the security and
privacy of telephone communications while meet-
ing law enforcement needs. The standard specifies
use of the SKIPJACK cryptographic algorithm and
a method for creating a Law Enforcement Access
Field, or LEAF. The LEAF provides a mechanism
needed for authorized government agencies to
decipher lawfully intercepted encrypted telecom-
munications. The proposed standard may be used
by federal agencies and others in designing and
implementing security products and systems to
encrypt sensitive, but unclassified data. Specific
operations of the algorithm and the LEAF creation
method are classified. They are referenced, but not
specified, in the standard. The standard is part
of a voluntary key escrow encryption program
announced by the White House on April 16. The
announcement by NIST and information concern-
ing the applicability, implementation and technical
aspects of the standard appeared in the July 30
Federal Register.

GUIDE HELPS USERS BUILD OPEN SYSTEMS
More and more organizations are realizing that
isolated "islands of computing" are not productive.
The ideal computing environment is one in which
all products interoperate, data can be easily trans-
ferred, applications can be used on a variety of
systems, and users can interact with all. Many
standards and specifications are needed to define
an open system environment, and not all have been
written. A new NIST catalog can help managers
select available specifications that can be used to
move toward an open system environment. The
guide covers standards for different functions and
services that must work together, from the human
interface with the computer to applications and
interconnections with networks. Known as the
Application Portability Profile guide, this version
updates the initial one issued in April 1991. The
APP, The U.S. Government's Open System Envi-
ronment Profile, OSE/1 Version 2.0 (NIST SP 500-
210) is available for $6.50 prepaid from the
Superintendent of Documents, U.S. Government
Printing Office, Washington, DC 20402, (202) 783-
3238. Order by stock no. 003-003-03222-1.
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RESEARCHERS HELP CIRCUIT LAYERS
"GET IN LINE"
A fast, inexpensive method to calibrate alignment
systems for photo- and x-ray lithography equipment
has been developed by NIST researchers. The
measurement procedure allows semiconductor
manufacturers to ensure proper "registration" or
alignment of successive layers within an integrated
circuit with a precision better than 10 nm. This
represents a more than fivefold improvement over
current alignment calibration methods. Unlike
those techniques that require multimillion dollar
optical equipment, the NIST procedure relies on a
pair of relatively easy-to-make circuit patterns that
a manufacturer overlays to "print" a simple,
microelectronic test structure. Electrical measure-
ments taken at several points on the structure
allow calculation of its length, and in turn, an
assessment of proper alignment. A patent applica-
tion has been filed. For more information, contact
Loren Linholm, B360 Technology Building, NIST,
Gaithersburg, MD 20899-0001, (301) 975-2052.

VOLT STANDARD MARKETED WITH NIST
COOPERATION
With the recent signing of a cooperative research
and development agreement, NIST has formalized
a long-standing relationship with a private com-
pany to continue development of commercial
Josephson voltage standard systems. NIST devel-
oped the original intrinsic voltage standard in the
early 1970's using a Josephson junction (a weak
contact between two super-conductors that can
convert an easily measured microwave frequency
into voltage). An array of Josephson junctions,
developed by NIST, forms the heart of the systems
sold by the private company. Under the terms of
the CRADA, NIST will assist the company in
improving the voltage standard, configuring it to
meet customer requirements, and making products
developed from it conform to accepted metrologi-
cal practice. The company will provide feedback to
NIST on the performance of these devices in a
commercial environment. For more information,
contact Clark A. Hamilton, Div. 814.03, NIST,
Boulder, CO 80303-3328, (303) 497-3740.

NEW TEST PLANNED FOR PAINT
INDUSTRY'S PALETTE
A government-industry consortium for seeking a
better way to predict the service life of paint was
proposed by NIST and the Federal Highway Ad-
ministration at an October 1993 workshop at
NIST's Gaithersburg, MD, headquarters.

The group's goal will be to help the U.S. paint
industry get new, highly predictable products more
quickly to market. Because of health and environ-
mental concerns, the chemical makeup and manu-
facturing processing of paints have changed
tremendously over the past decade. However,
reliable methods of predicting performance have
not kept pace. Current methods rely heavily on out-
door exposure tests that are time-consuming and
difficult to duplicate. The proposed consortium will
develop an assessment protocol based on the funda-
mental mechanisms that cause paint degradation
and will rely more on short-term laboratory tests.
The consortium is expected to start in January 1994.
For more information, contact Jonathan Martin,
B348 Building Research Building, NIST, Gaithers-
burg, MD 20899-0001, (301) 975-6717.

DNA STANDARD MAKES THE "TOP 100" LIST
A standard developed at NIST to ensure accuracy
in forensic DNA analysis has been named one of
the "100 most technologically significant new
products of the year" by R&D Magazine. Two
NIST chemists and a NIST physical scientist were
honored for developing the DNA Profiling
Standard (Standard Reference Material 2390) at a
ceremony on Sept. 9, 1993, at the Chicago Museum
of Science and Industry. First made available in Au-
gust 1992, the NIST DNA Profiling Standard is
used by forensic and medical labs that examine
patterns in genetic material to calibrate their own
DNA profiling techniques. Including this year's
honor, NIST researchers have won 75 R&D 100
awards since 1973. To order the DNA Profiling
Standard, contact the Standard Reference Materi-
als Program, Rm. 204, Building 202, NIST,
Gaithersburg, MD 20899-0001, (301) 975-6776, fax:
(301) 948-3730.

NOVEL CHEMICAL CONCENTRATOR
MAKES DEBUT
A U.S. patent (5,217,904) has been issued to a
physical chemist at NIST's Boulder, CO, laborato-
ries, for a new device that concentrates chemicals
faster, more efficiently and cheaper than conven-
tional methods. Such concentrates are used in the
analysis of laboratory and environmental samples.
The apparatus operates by compressed air, emitting
hot and cold air streams from a vortex tube to
provide a combination of controlled evaporation
and thermal concentration of chemicals. Because it
does not require electric heat to concentrate, this
method has a number of advantages over current
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procedures including greater safety, speed, effi-
ciency, and variety of samples that can be pro-
cessed (including heat-sensitive chemical com-
pounds). It also is very economical; the cost to pro-
duce the concentrator is about one-fourth that of
the lowest-priced commercial unit now available.
The chemist has used his method successfully to
concentrate promising cancer drugs beta-carotene
and taxol, and isolate pollutant polychlorinated
biphenyls from environmental samples. For more
information, contact Thomas J. Bruno, Div. 838.02,
NIST, Boulder, CO 80303-3328, (303) 497-5158.

CONSORTIUM TO HELP BUILDING
SYSTEMS COMMUNICATE
NIST is looking for partners for a cooperative
research and development consortium to help test
the BACnet standard communication protocol.
BACnet-Building A utomation and Control
Networks -will allow building control systems from
different manufacturers to communicate and work
together. Currently, different systems (such as those
for energy management and control, security, fire
detection, and telecommunications) use propri-
etary protocols which make interactions almost
impossible. Consortium members will develop
prototype control products or software which
implement BACnet, or tools for developing and
testing the implementations. Tests for the 2 year
program will be conducted at NIST. BACnet,
developed by NIST and building industry experts,
has been published as a draft standard by the
American Society of Heating, Refrigerating, and
Air-Conditioning Engineers. For further informa-
tion, contact Steven Bushby at (301) 975-5873.

PLAN ANNOUNCED TO HARMONIZE
U.S. LABS
In a major effort to improve the acceptance of U.S.
products in foreign markets, NIST is proposing to
make the National Voluntary Laboratory Accredi-
tation Program fully compatible with international
standards, both those used by other accreditation
systems in the European Community and world-
wide for lab accreditation and quality systems man-
agement. NVLAP procedures will be revised and
expanded to include calibration labs; to ensure
compatibility with conformity assurance and assess-
ment concepts; and to assure accreditation with
relevant ISO documents (such as ISO Guide 25,
General Requirements for the Technical Compe-
tence of Testing Laboratories and the ISO 9000

Standard Series on quality management and assur-
ance). For information on the proposed changes to
the federal regulations on NVLAP procedures,
contact Albert D. Tholen, NVLAP, A162 TRF
Building, NIST, Gaithersburg, MD 20899-0001,
(301) 975-4016, fax: (301) 926-2884.

NOW HEAR THIS: SOUND USED FOR
CLEANER BURNS
Most commercial and industrial burners ignite fuel
supplied through pressurized nozzles. The nozzles
atomize the fuel stream into tiny droplets for better
combustion and less pollution. A new way of atom-
izing fuel with sound waves could improve effi-
ciency and reduce emissions even more. NIST and
a private company recently signed a cooperative
research and development agreement to investigate
high-power acoustic nozzles. These devices can
provide droplets of known size and distribution
from a high-quality orifice plate or even from com-
mercial pressurized nozzles. Researchers plan to
study whether these nozzles are feasible for com-
bustion systems. Tests at the NIST Spray Combus-
tion Facility will check spray characteristics, flame
stability, and emission levels. The research is part
of a NIST program to design more fuel-efficient
and environmentally acceptable combustion sys-
tems for U.S. industry.

MAJOR BARRIER TO ADVANCED
MATERIALS IDENTIFIED
More than 250 people from 12 countries met at
NIST recently to strengthen communications and
technology transfer among researchers and engi-
neers involved in ceramics and composites machin-
ing. The high cost associated with machining and
finishing was identified as a major barrier to the
use of these materials in commercial components.
It was concluded that development of new machin-
ing technologies for advanced materials requires
interdisciplinary research and collaboration be-
tween industry, government, and universities. The
conference proceedings, Machining of Advanced
Materials, Proceedings of the International
Conference on Machining of Advanced Materials,
July 20-22, 1993 (NIST SP 847), contains 48 papers
on machining and finishing techniques, surface
quality, cutting tools, precision grinding, and other
topics. Copies are available prepaid for $33 from
the Superintendent of Documents, U.S. Govern-
ment Printing Office, Washington, DC 20402-9325,
(202)783-3238. Order by stock no. 003-003-03218-2.
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GATT STANDARDS ACTIVITIES
REPORTED FOR 1992
The annual report, GATT Standards Code Activi-
ties of the National Institute of Standards and
Technology 1992 (NISTIR 5194), describes the
NIST Standards Code and Information Program's
role in supporting industry with information on
standards and certification information activities
that might affect U.S. trade. SCIP operates the
U.S. inquiry point for standards and certification
information in support of the General Agreement
on Tariffs and Trade, or GATT, Standards Code.
For 1992, SCIP received and processed 394 noti-
fications of proposed regulations; reported 20 pro-
posed U.S. technical regulations to the GATT
Secretariat in Geneva, Switzerland; and responded
to more than 8500 inquiries on the existence,
source, and availability of standards and related
documents. SCIP also operates a GATT hotline on
proposed foreign regulations (301) 975-4041, and a
European Community hotline with information on
draft EC documents (301) 921-4164. To obtain the
report, send a self-addressed mailing label to SCIP,
A163 TRF Building, NIST, Gaithersburg, MD
20899-0001, (301) 975-4037.

NEW SOFTWARE SIMPLIFIES
SEMICONDUCTOR MEASUREMENTS
Two-probe (spreading) and four-probe resistance
measurements are important for determining a
semiconductor's resistivity profile (electrical activ-
ity). A new report and corresponding software
package known as RESPAC provides users with a
simplified means of accomplishing this critical
measurement. Consisting of ten FORTRAN77
programs, the RESPAC software may be used to
calculate the two-probe resistance from the resis-
tivity profile, the resistivity profile from the two-
probe resistance, and the four-probe resistance
from the resistivity profile. The report, Semicon-
ductor Measurement Technology: A Collection of
Computer Programs for Two-Probe Resistance
(Spreading Resistance) and Four-Probe Resis-
tance, RESPAC (NIST SP 400-91), supplies back-
ground material enabling the reader to make
optimal use of the software package. Single copies
of NIST SP 400-91 and the RESPAC programs are
available by contacting John Albers, B310 Technol-
ogy Building, NIST, Gaithersburg, MD 20899-0001,
(301) 975-2075, fax: (301) 948-4081, and email via
the Internet system (albers @sed.eeel.nist.gov).

CRYOGENIC ALLOY NOW AVAILABLE
FOR LICENSING
Welding seams in magnet cases and other compo-
nents of superconducting magnets must remain
fracture-resistant in the cryogenic temperatures
(4 K to 77 K) in which such magnets operate. NIST
researchers have developed a new technology
which, when incorporated into a consumable weld-
ing electrode, produces a strong alloy that achieves
the needed durability. The alloy contains nickel,
chromium, manganese, molybdenum, copper,
nitrogen, and iron. It remains very ductile and pro-
vides a yield strength of 900 MPa at cryogenic
temperatures. This is two to three times stronger
than conventional construction steel at room
temperature. For technical information, contact
Thomas Siewart, Div. 853.07, NIST, Boulder, CO
80303-3328, (303) 497-3523. For licensing infor-
mation, contact Mike Blaney, Office of Technol-
ogy Commercialization, B256 Physics Building,
NIST, Gaithersburg, MD 20899-0001, (301) 975-
2870.

NEW FACILITY DESIGNED FOR BETIER
ANTENNA ASSESSMENTS
Aerospace and defense-oriented companies will be
interested in a new, multipurpose antenna facility
recently put into operation at NIST's Boulder, CO,
laboratory. It is used to perform extrapolation
gain, probe pattern, spherical near-field, cylindrical
near-field, and polarization measurements. The
frequency range is from 1 GHz to 75 GHz. The
facility has 10 m long horizontal rails for gain
measurements using the NIST-developed extrapo-
lation technique. At this length, gain calibrations at
1 GHz can be performed on antennas with
apertures as large as 1 m. Another setup allows
antennas up to 2 m in length to be accommodated
for probe pattern measurements and also permits
spherical near-field measurements on antennas
up to 3.5 m in diameter. A set of 6 m long vertical
rails allows cylindrical near-field measurements
on antennas up to 3.5 m in diameter. For more
detailed information on the new facility, contact
Sarabeth Moynihan, Div. 104, NIST, Boulder,
CO 80303-3328, (303) 497-3237. Ask for paper
no. 31-93.
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1993 WEIGHTS AND MEASURES LABS
DIRECTORY PUBLISHED
State and other labs accredited by the NIST Office
of Weights and Measures are listed in State
Weights and Measures Laboratories: State Stan-
dards Program Description and Directory, 1993
Edition (NIST SP 791). The publication serves as a
guide for locating and obtaining measurement
services required by contract or law. Accreditation
by NIST indicates the lab is capable of providing a
measurement service, but each state is responsible
for verifying its measurement traceability. The
directory lists a lab's accreditation period; general
data such as address, telephone/fax number, and
names of staff members; services available; and
fees for services. Accreditation requirements
currently are being revised to include the adoption
of ISO Guide 25. Most accredited labs will meet
ISO 9000 customer requirements. Copies of SP 791
are available for $8.50 prepaid from the U.S.
Government Printing Office, Washington, DC
20402, (202) 783-3238. Order by stock no. 003-003-
03220-4.

ATOMIC-LEVEL DEPOSITS PROMISE
SOLID RETURNS
NIST has installed a unique, state-of-the-art
chemical beam epitaxy system at its Boulder, CO,
laboratory. The CBE is a high-tech, computer-
controlled vacuum system that uses thermally
vaporized solid elements, metal-organic liquids,
and gas chemicals as sources for creating semicon-
ductor materials with specific electronic and
optical properties for advanced optoelectronic
devices. With the CBE, elements can be deposited,
as precise crystalline forms, uniformly over large
areas while monitoring the growth of individual
atomic layers. The elements of primary interest
are aluminum, gallium, indium, arsenic, and
phosphorous-all basic ingredients for optoelec-
tronic devices such as semiconductor diode lasers
and optical detectors. NIST's role is to provide
metrology support for the optoelectronic industry.
The CBE machine will be used to: (1) develop
metrology to support the actual crystal growth
process, (2) make specific structures to evaluate
new metrology concepts and (3) make unique
devices not otherwise available but required for
advanced metrology and measurement standards.
For more information, contact Mark McCollum,
Div. 814.02, NIST, Boulder, CO 80303-3328, (303)
497-5167.

RESEARCHER WINS TURKEY'S HIGHEST
SCIENCE AWARD
A NIST scientist received the Republic of Turkey's
highest scientific honor in an award ceremony in
Ankara on Sept. 6, 1993. A 12 year veteran of
NIST (and its predecessor, the National Bureau of
Standards), the scientist has been investigating the
chemical mechanisms of DNA damage for more
than 2 decades. The Scientific and Technological
Research Organization of Turkey recognized the
Turkish-born scientist for his research on DNA
damage by free radicals, molecules believed re-
sponsible for certain cancers and other diseases.
He also has developed a method for identifying
and assessing molecular-level damage to DNA in
cells and organs. "If you're able to understand the
mechanisms of DNA damage and repair, you could
potentially develop the necessary means to prevent
or repair the DNA damage in cells," the scientist
explains. A naturalized U.S. citizen, the scientist
also received the 1989 Hillebrand Award of the
American Chemical Society.

PROPOSALS SOUGHT FOR PRECISION
MEASUREMENT GRANTS
NIST is seeking project proposals for its 1995
Precision Measurement Grants. The grants are for
$50,000 for 1 year and may be renewed for up to
2 additional years. Prospective candidates must
submit summaries of their proposed projects and
biographical information to NIST by Feb. 1, 1994,
to be considered for the current grants, which will
run from October 1994 through September 1995.
The Precision Measurement Grants are awarded
each year to scientists in U.S. academic institutions
for work in determining values for fundamental
constants; investigating related physical phenom-
ena; or developing new, fundamental measurement
methods. For further information, contact Barry N.
Taylor, B160 Physics Building, NIST, Gaithers-
burg, MD 20899-0001, (301) 9754220.

DATA TABLES ON ETHANE
PROPERTIES AVAILABLE
NIST's study of the thermophysical properties of
fluid ethane has been documented in several
forms: as an equation of state and a limited
number of tables based on critical analysis of the
best experimental data in the literature [J. Phys.
Chem. Ref. Data, 20(2), 275-347 (1991)]; as a com-
panion publication with more complete tables and
extensive graphical comparisons between the data
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and correlating equations (the 1990 NIST Techni-
cal Note 1346, Tables for the Thermophysical
Properties of Ethane); and now, as the complete
tabulation of the data considered in the study. This
latest publication, Tables of Experimental Data
Used for the Correlation of the Thermophysical
Properties of Ethane (NISTIR 3953), includes
comparisons between the data and the correla-
tions, and the weight assigned to each point during
the latter's development. Properties considered
include vapor pressures, densities of saturated
liquid and vapor, the pressure-vapor-time relation-
ship in the single phase, isochoric and isobaric heat
capacities, sound speed, viscosity, and thermal
conductivity. The general range of the data is from
the triple, point temperature near 90.4 K to about
625 K, and for pressures to 100 MPa. Both NISTIR
3953 and TN 1346 are available from the National
Technical Information Service, Springfield, VA
22161, for $44.50 each. Order by PB 93-173417
(NISTIR 3953) and PB 93-160786 (TN 1346).

FIRST PRODUCT SUCCESSFULLY
MACHINED USING STEP
An automobile connecting rod doesn't sound like
something that would make history, but one
designed and built by a major automobile manufac-
turer and the Department of Energy's AlliedSignal
Kansas City Plant recently did. The engine part
was the first product created using STEP
(Standard for the Exchange of Product model
data). The new technology enables companies to
express and share a product's design, manufactur-
ing, and support processes via computer in a three-
dimensional standard format. STEP, whose U.S.
development has been primarily coordinated by
NIST, was approved as a draft international
standard in February by the International Organi-
zation for Standardization. The automobile manu-
facturer's engineers hope to use STEP to improve
processes for powertrain design and manufacture,
ultimately reducing current automotive engine
design lead time and development costs by an
estimated 25 percent. The automobile company,
AlliedSignal, the Commerce Department, and the
Department of Energy are members of the
National Initiative for Product Data Exchange, an
industry-led organization established to accelerate
digital product data exchange development and
use. NIPDE is hosted by NIST.

NIST MEASUREMENT TECHNOLOGY
GOES TO MARKET
Prototypes of a NIST-developed measurement
technology played well in Peoria-at a private
company's Technical Center there-and now an
equipment manufacturer says the technology is
ready for market. The equipment manufacturer
recently announced it is commercializing NIST's
novel interim testing standard device for assessing
the performance of coordinate measuring
machines, which firms use to check the dimensions
of manufactured parts and assembled products.
Typically, companies calibrate their CMM's about
once a year, but without periodic checks between
calibrations, they cannot be certain that their
machines are continuing to measure accurately. If
not, firms may reject parts that are within tolerance
limits or let unacceptable parts slip through. The
NIST invention consists of inexpensive, calibrated
ball bars (two steel spheres connected by a steel
bar) kinematically mounted on an arm that can be
rapidly rotated throughout most of a CMM's three-
dimensional work zone. A complete system check-
out can be completed within 15 min. Under a
cooperative research and development agreement,
a private company tested several prototypes of the
interim standard, providing the NIST inventors
with feedback that led to improvements in sub-
sequent versions. The NIST work was supported by
the U.S. Air Force, the U.S. Navy, a private
company, and an equipment manufacturer.

CRADA SETS PLANS FOR ATOMIC
MICROCLOCK IN MOTION
Imagine a clock with atomic accuracy, roughly the
size of a cube 10 cm on each side and running on
only half a watt of power. The development of such
a device is under way, thanks to a cooperative
research and development agreement between
NIST and a private company. The company's
Science and Technology Center in Pittsburgh has
already built and tested a prototype miniature
atomic clock that runs on electricity. However,
the stability is poorer than predicted. Under the
CRADA, NIST, which pioneered the development
of atomic clocks, will work with the private com-
pany on resolving the stability issue. NIST also will
assist the company with measurements to ensure
that the company's specifications are met. As a
result of their efforts, the partners hope to
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better understand the physics and electronics asso-
ciated with producing a tightly packaged clock.
NIST expects to learn generic fabrication and pro-
cessing methods that will be helpful in developing
future primary frequency standards. The company
has identified many commercial and military
systems that would benefit from a miniature atomic
clock. For technical information, contact Bob
Drullinger at NIST at (303) 497-3183 or Irving
Liberman at Westinghouse at (412) 256-1571. For
marketing information, contact David Leksell at
(412) 256-1467.

NCWM TO WORK ON PRICE ACCURACY
IN RETAIL STORES
In response to nationwide concern about price
accuracy in retail stores, the National Conference
on Weights and Measures has established a Work-
ing Group on Price Verification. The aim will be to
develop a field handbook for officials to use in
verifying the accuracy of advertised prices. Recent
national news stories have accused both retailers,
and state and local weights and measures officials
of failing to ensure that posted prices match adver-
tised and "scanned" prices, and have called for
tougher inspection standards. To address this
important issue, NCWM invited state and local
weights and measures officials as well as business
representatives to participate in an effort to de-
velop uniform price accuracy test procedures. Plans
call for a final report to be ready for adoption by
NCWM at its 79th Annual Meeting, San Diego,
CA, in July 1994. For information, contact Ken
Butcher, Office of Weights and Measures, A617
Administration Building, NIST, Gaithersburg, MD
20899-0001, (301) 975-3991, fax: (301) 926-0647.

PARTNERS TO DEVELOP POWERFUL
TUNABLE LASER
NIST and a private company have signed a co-
operative research and development agreement to
develop frequency-tunable diode lasers for a variety
of commercial applications, including pollution
monitoring and isotope detection. The company is a
world leader in high-power laser diode technology,
and NIST is a leader in using diode lasers for scien-
tific applications. NIST has developed several low-
power, tunable laser diode prototypes; however,
their performance has been limited by designs not
optimized for frequency-tuning applications. The
goal of the collaboration is to custom-fabricate a
broadly tunable (over 10 nm) external cavity semi-
conductor laser with narrow linewidths (less than

500 kHz) and high power (20 mW). The program
has three aspects: development of high-power
laser diodes suitable for implementation into
the external cavity; development of opto-
mechanical designs that are compact, stable, and
efficient; and optical characterization of the exter-
nal cavity laser. For more information, contact Leo
Hollberg of NIST at (303) 497-5770 or David
Welch of SDL at (408) 943-9411.

NEW DEVICE PRECISELY MEASURES
HYDROGEN IN METALS
Failed turbine blades, fouled silicon chips, faltering
superconductors. Blame them on hydrogen, an
element that can embrittle metals in high con-
centrations. Chemists at NIST's Cold Neutron
Research Facility have developed an instrument for
nondestructive measurement of hydrogen and other
elements. Their method, called cold neutron
prompt gamma activation analysis, determines the
trace hydrogen content of a sample without the dis-
advantages of other measurement techniques. The
U.S. Air Force recently asked NIST to determine
the levels of hydrogen in titanium-alloy turbine
blades that had broken. Cold neutron prompt
gamma activation analysis revealed that one turbine
blade contained two to three times as much hydro-
gen as another blade from the same engine. In
other tests of the new method, NIST chemists have
measured hydrogen in advanced materials such as
fullerenes, quartz crystals, and silicon wafers. Many
of these measurements were made on request for
U.S. companies. For technical information, contact
Rick Paul, B125 Reactor Building, NIST, Gaithers-
burg, MD 20899-0001, (301) 975-6287.

ANTENNA SOFIWARE MEASURES
"NEAR AND FAR"
NIST researchers have developed a new software
package that allows scientists, engineers, and pro-
grammers to make complex antenna computations
on any IBM RISC (Reduced Instruction Set Codes)
machine. The package, named "Planar Near-Field
Codes," provides analysis of near-field antenna
data to obtain the far-field data; it also corrects
near-field data for probe position errors. The soft-
ware was transferred to the RISC systems under a
developer's contract. This package is an adaptation
of an earlier one designed for personal computers.
To order either package, contact Lorant A. Muth,
Div. 813.08, NIST, Boulder, CO 80303-3328, (303)
497-3603.
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NIST LEADS INDUSTRY TO RESOLVE
PROBLEMS IN DETERMINING LASER
BEAM SPATIAL PARAMETERS
NIST scientists have conducted and analyzed the
results of an interlaboratory comparison to test the
current International Standards Organization
(ISO) procedure for determining laser beam
spatial parameters, which characterize the propa-
gation of the beam. In the round-robin experiment,
six manufacturers of laser beam profilers measured
the same laser, each using its own measurement
method for, and definition of, beam diameter, and
then applied the ISO procedure to the resulting
data. NIST presented the results as an invited
paper at the recent SPIE OE/Technology confer-
ence in Boston, including the surprising result that
values for the calculated spatial parameters dis-
agreed by as much as 380 percent (relative stan-
dard deviation). By contrast, the beam diameter
measurements agreed to within a few percent.

These results catalyzed the ISO committee to
revise its procedure and to redefine laser beam
diameter, and in a subsequent meeting, the com-
mittee decided that NIST should conduct a second
round robin to test the revised procedure and that
this intercomparison should be international in
scope. At that meeting NIST presented preliminary
results of a propagation-of-errors analysis of the
original ISO procedure, showing that the uncer-
tainties resulting from its application could be
halved by using an alternative calculational proce-
dure. This work has been completed and can be
applied in the revised procedure. A paper has been
accepted for publication in the journal Optical and
Quantum Electronics.

NIST, SANDIA COLLABORATE TO DEVELOP
TOOLS FOR EVALUATING THERMAL
PERFORMANCE OF SEMICONDUCTOR
DEVICE PACKAGING
NIST scientists are collaborating with their coun-
terparts in Sandia National Laboratories in the de-
velopment of new tools for evaluating the thermal
performance of the packaging of semiconductor
microelectronic chips. This is one of the first
projects undertaken in the context of the technical
agreement signed by the two organizations earlier
this year. In the collaboration, NIST and Sandia
will separately and jointly design test chips, Sandia
will fabricate them from the design information,
and NIST will develop test methods for applying
them. Both laboratories will participate in test-chip
evaluation. Thermal performance considerations

are vital to advanced semiconductor device design:
no matter how excellent the chip, if the heat gener-
ated by its operation is not removed by the packag-
ing, it will fail. The first stage of the collaboration
is concerned with a special test chip -one of a class
of "assembly test chips"-developed by Sandia
and applied to the characterization of the thermal
properties of various die-attach materials. Sandia
has encountered some difficulty in interpreting the
results and sought the benefit of NIST expertise in
test structure methodology. As a result, NIST
scientists have developed measurement methods
and techniques, including a special constant-power
circuit, for using this chip and evaluating its perfor-
mance. The data from the NIST measurements
show that the chip can be significantly improved
through redesign to reduce parasitic resistances.
Sandia is beginning the redesign and is replicating
the constant-power circuit. A NIST goal of the
overall effort is to supply to industry evaluated test
chips for packaging characterization for sale in the
Standard Reference Material mode.

NIST MEASUREMENTS OF ION KINETIC
ENERGIES FROM RF PLASMAS PROVIDE
BASELINE DATA FOR SEMICONDUCTOR
PROCESSING
In support of advanced plasma processing steps
coming into use in the semiconductor industry,
NIST researchers have completed an extensive set
of measurements of the kinetic energy of ions sam-
pled from radiofrequency glow discharges. These
energies represent a key parameter determining
etching rates, and industry is developing instru-
ments to monitor ion energies in real time as part
of the plasma diagnostics needed for manufactur-
ing control. The NIST project supports these devel-
opments by characterizing and calibrating the
performance of the resulting diagnostic tools and
by correlating electrical parameters measured by
other methods in order to obtain a better under-
standing of the physical processes involved.

The researchers determined kinetic energies of
ions from radiofrequency discharges generated in
argon, helium, and hydrogen and in mixtures of ar-
gon-helium, argon-oxygen, helium-nitrogen, and
argon-hydrogen in a reference parallel-plate dis-
charge cell having well-characterized electrical
parameters. These gases and gas mixtures were
chosen because they are representative of gases
used in plasma processing and because the cross
sections and rates describing the kinetic processes
occurring in the plasmas are well enough known
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that observed changes in ion energy distributions
can be related to changes in plasma conditions.
Developing effective control for processes such as
etching requires predictive models; the team's data
provide means for testing the validity of various
models proposed. Of particular interest to practical
applications, the team made an unexpected discov-
ery: ion energy distributions measured through an
electrode agree well with those measured from the
side of the plasma. This finding suggests that the
methods used may be applicable to many different
types of plasma reactors. The team has reported on
its results to industry at five conferences and
through three archival publications.

NIST CONTRIBUTES TO DEVELOPMENT OF
PROTOTYPE SOFTWARE SUPPORTING
COMPUTER DESIGN OF HIGH-POWER
MICROWAVE TUBES
NIST scientists have been asked by the Microwave
and Millimeter-Wave Advanced Computational
Environment program (MMACE) to participate in
the development of software protocols and inter-
faces in support of the design of high-power
microwave products. A Tri-Service/Advanced
Research Projects Agency program, MMACE
goals include maximizing the effectiveness of the
design process, improving the quality of products,
and generally reducing the cost of doing business,
especially as applied to a niche market. In Phase
One, four contractor teams have written software
to serve as a framework of information exchange
standards to support the design and modeling of
high-power microwave vacuum tubes by means of
various application programs. Phase Two will result
in an integrated software product that has been
evaluated at a number of sites. NIST has provided
the teams and the project technical director guid-
ance and consultation based on expertise in soft-
ware standards development and knowledge of the
state of relevant standards in place or under devel-
opment.

For example, a NIST scientist has analyzed soft-
ware development plans, identified potential prob-
lems with proprietary and acceptance issues, and
steered work in directions more likely to lead to
general use. The problem addressed by the
MMACE project is that individual application pro-
grams have been developed as independent entities

with program-specific requirements for data format
and entry. Thus separate packages model magnetic
circuits (magnetostatic and magnetoinductive
codes), electron optics (electrostatic and electro-
magnetic codes), electron beam interaction with
radiofrequency fields (helix traveling-wave tube
and electromagnetic particle-in-a-cell codes),
thermal energy transfers and states (finite-element
codes), and mechanical characteristics (also finite-
element codes). An agreed-upon standardized
framework will provide a basis for specifying inter-
faces and protocols that individual software pro-
grams will have to meet. Data formats resulting
from device design processes then will be compat-
ible with each other, with data formats supporting
device manufacturing, and with data formats
needed by the designers of equipment incorporat-
ing the device.

AFM MAPS OBSERVE NEW
DEPOSITION PROCESS
News of a new high-resolution deposition process
was highlighted in a news article in the June 1993
issue of Laser Focus World. The process was
observed using an atomic force microscope (AFM).
One of the AFM images is shown in that article.

The process involves laser-assisted metallic-
vapor deposition and was developed by NIST
scientists. They produced a fine grating-like struc-
ture with 212 nm periodicity and linewidths
approximately 50 nm across.

The AFM measures surface topography at
higher lateral resolution than traditional stylus or
optical instruments. With a tip size in the range of
10 nm and a contact force in the range of 10 nN,
the AFM generated a topographic image of the
grating, and features to the 10 nm scale were
visible. In addition to viewing the image, the AFM
provides dimensional measurement in three direc-
tions. The measured area can be up to 80 Jxm by
80 pm in size. The dimension of the sample is not
constrained, and the probe on this AFM can posi-
tion on any part of a flat sample. In addition, it
does not require a vacuum system, so turnaround
time is fast. The AFM can also measure insulators
unlike the counterpart scanning tunneling micro-
scope, which is limited to measuring conducting
surfaces only. Therefore, NIST's AFM has been an
ideal tool for testing the results of the experimental
deposition process, so that it could be optimized.
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SEA-VIEWING RADIOMETER DEVELOPED
A high-accuracy portable transfer radiometer
(SXR) for the SeaWiFS (Sea viewing Wide Field
Spectrometer) project was designed and character-
ized at NIST. The SeaWiFS project is an ocean
color remote-sensing project to study ocean biology
in the first 10 m of water. The project includes a
satellite instrument to be flown in 1994 and a large
network of ocean-based spectroradiometers to
measure down-welling and up-welling irradiance
below the ocean surface in field studies. Some of
the radiative transfer measurements derived
through the network include aerosol samples,
temperature and saline profiles, phytoplankton
pigments, total suspended material concentration,
and airborne fluorescence and radiances.

The development of the SXR was sponsored by
NASA Goddard Space Flight Center and was used
in June 1993 in an intercomparison of laboratory
calibration sources at the Center for Hydro-Optics
and Remote Sensing at San Diego State University.
Participants included NASA, NIST, two universi-
ties, and two private companies. Through round-
robin intercomparisons the SXR will verify the
radiometric output of sources used to calibrate the
satellite and ground-based instruments used
throughout the SeaWiFS project. This will serve to
improve the accuracy and long-term consistency of
data produced by the SeaWiFS project over the
mission lifetime of 5 years. NIST has also been
asked to develop a rugged calibration source
for shipboard calibration and verification of sub-
mersible spectrometers during field studies.

NEW IONIZATION SOURCE DEVELOPED
FOR MASS SPECTROSCOPY
At NIST, a glow discharge cell has been coupled to
a resonance ionization mass spectrometer system
(RIMS) and the production of ions and atoms
demonstrated. This source allows the direct analy-
sis of solid materials and represents a first step in
our goal to achieve direct compositional analysis of
environmental materials without chemical process-
ing. Potential advantages of the glow discharge
source over other atomization sources are its
simplicity, its applicability to direct analysis of
conductors with wide coverage of the periodic
table, and its sensitivity.

The glow discharge source consists of a cylindri-
cal stainless steel cavity held at approximately
67 Pa of argon with a rod of sample material
inserted from one end. A plasma is developed at

the inside end of the rod by impressing a 1000 V
potential drop between the cavity wall and the rod.
Neutral atoms are sputtered from the sample by
bombardment of ions within an argon ion plasma,
after which they are selectively ionized by means of
carefully tuned lasers, and then mass analyzed in a
double-focusing mass spectrometer.

A sample containing 95 percent aluminum and
5 percent iron has been examined. The ion source
was operated in two modes: using glow discharge
ions and using RIMS ions. The glow discharge ions
gave a clean spectrum but with an enhanced peak
at mass 54 corresponding to aluminum interfer-
ence. The interference was completely removed in
the RIMS spectrum because of the selectivity of
the laser.

Work is continuing toward improvement of the
selectivity and sensitivity by dramatically increasing
the duty cycle with high-frequency and cw lasers.

MISSING LINK IN FISSION
SYSTEMATICS FOUND
A long-standing problem in understanding the
systematics of nuclear fission has been resolved by
measurements carried out by a NIST scientist in
collaboration with scientists from the Los Alamos
and Oak Ridge National Laboratories. Missing in
all earlier measurements of the neutron-induced
fission of "6U was a subthreshold structure in the
fission probability predicted by the double-humped
barrier of fission theory. This breakdown of fission
formalism was difficult to understand since the
expected structure is observed for fissionable
nuclides of similar neutron-proton pairing.

The new measurements, using targets of very
high isotopic purity and using highly selective
fission fragment detection, found the expected
intermediate structure in the difficult subthreshold
regime of small fission probability. The new data
place the anomalous 2 U nucleus where it belongs
in fission systematics based on the well-established,
two-potential-well theory of nuclear fission. The
fission detectors in the experiment, a NIST
specialty, were the key. They provided the needed
level of discrimination against interfering radiation
now believed to be the major cause of the erro-
neous results in earlier work. These specific experi-
ments are part of a larger effort to establish
reference and standard neutron interaction data
for the design and safe operation of electric power
generation systems and for medical therapy appli-
cations.
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LASER IONIZATION MONITORING
PROMISES NEW DIAGNOSTIC OF
SEMICONDUCTOR GROWITH
Precise control of the purity and concentration of
materials deposited under high vacuum during
semiconductor growth is a significant factor in the
"art" of fabrication processes. Lack of control of
fluxes in the deposition processes can result in high
failure rates and defects, and in poor junctions. At
NIST an important recent technological advance
was the successful incorporation of 118 nm laser
ionization detection (10.5 eV per photon) into a
molecular beam epitaxy (MBE) reactor. A patent
has been filed on the application of this technique
to commercial MBE reactors. The laser source is
used to produce selective, single photon ionization
of gaseous fluxes of Ga, In, As4 , As2 , and As
species; the ions are detected by a time-of-flight
mass spectrometer. This new laser technique af-
fords a major new non-intrusive optical tool for the
study and control of epitaxial growth. The ability to
continuously and individually monitor the gas
phase species involved in growth of III-V and II-VI
semiconductor materials is particularly important
for process control. The incorporation of non-
invasive probes into advanced generations of MBE
machines would make it possible to carry out in
situ diagnostics to quantify and characterize the
growth process, to provide optical feedback for
adjustment of species concentrations, and to deter-
mine the purities of materials used during semicon-
ductor fabrication.

NIST RESEARCH ASSOCIATES LICENSE
BONE REPAIR/REPLACEMENT MATERIAL
The American Dental Association Health Founda-
tion has licensed a hydroxyapatite bone repair and
replacement material developed by research asso-
ciates at NIST. The material is currently complet-
ing FDA evaluation for neurosurgical and
maxillofacial applications and is expected to be
marketed within the next 2 years. The cement
greatly simplifies surgical procedures by repairing
bone defects with a biocompatible material very
similar in chemistry to natural bone. Once in place,
the cement becomes a template for new bone
development as it is resorbed and replaced by new
bone. Its use would eliminate the need for addi-
tional surgery to harvest graft material elsewhere
from the patient or the use of less satisfactory allo-
plastic materials. This surgical bone repair material
was developed under an ongoing Cooperative
Research and Development Agreement between

NIST and the American Dental Association Health
Foundation.

CLASSIFICATION SYSTEM FOR ADVANCED
CERAMICS DEVELOPED BY INTERNATIONAL
COLLABORATION
An international effort chaired by a NIST scientist,
and conducted under the auspices of the Versailles
Project on Advanced Materials and Standards
(VAMAS), produced a classification system for
advanced ceramics that meets the prescription set
by the worldwide ceramics industry. VAMAS, oper-
ating under a memorandum of understanding
between Canada, France, Germany, Italy, Japan,
the United Kingdom, the United States, and the
Commission of the European Communities, sup-
ports precursor technical projects leading to ad-
vanced materials standards. The classification
system as developed is built upon a non-hierarchi-
cal, matrix-type scheme accessible by a number of
entry routes to build relational databases. The sys-
tem identifies 500 different advanced ceramic
product classes, sortable by a machine-readable
coding system comprised of four independent
descriptor fields: A-application, C-chemical/
form character, P-processing, and D-property
data. The system's design makes it multifunctional
to meet the classification needs of individuals,
companies, industries, and governments alike.

PHASE TRANSITION PUZZLE CLARIFIED
A collaborative study involving scientists from NIST
and Brookhaven National Laboratory has provided
the answer to a fundamental question concerning
phase transitions in crystals. When a crystal is
brought close to its transition temperature Tc, small
regions of the crystal undergo thermally induced
fluctuations into and out of the low-temperature
ordered phase. A central feature of the theory of
second-order phase transitions is that the average
size of these regions can be characterized by a
single correlation length which diverges at T. In
1986, high-resolution x-ray scattering experiments
found that the cubic to tetragonal structural phase
transition in SrTiO3 exhibited two correlation
lengths instead of one. This startling result moti-
vated an intense study of this and various other
systems possessing both structural and magnetic
phase transitions, the results of which suggested
that two correlation lengths may be a feature com-
mon to all phase transitions in condensed matter
systems. Available experimental techniques could
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not provide further clarification: x rays, which
probe crystal surfaces to a depth of order 1 rm,
could not show if it is absent in the crystal bulk;
neutrons, which do probe the bulk, were not able
to separate surface and bulk contributions.

The recent experiments at NIST utilized high-
resolution neutron scattering at the reactor's BT7
reflectometer to study a cube-shaped single crystal
of Th, which exhibits a transition to a magnetically
ordered spiral phase. By using a 300 pm wide
beam, very thin slices of the Th crystal could be
isolated and studied by translating the sample
through the beam. The results show that the origin
of the second correlation length lies in the near-
surface volume or "skin" of the Th sample, and not
in the bulk. In this context the meaning of skin is
distinct from that of surface since the second corre-
lation length is spread over several hundred pRm
and not just one or two.

As yet, a satisfactory microscopic explanation for
this phenomenon has not been formulated. One
model suggests that extended crystal defects such
as dislocations might produce a second correlation
length. Another possibility is that the phenomenon
results from the boundary condition imposed by
the crystal surface on the interaction driving the
transition. The unique facilities available at the
reactor will be used in future experiments in an
effort to further resolve this important and funda-
mental question.

SIMULTANEOUS MEASUREMENT OF SOOT
VOLUME FRACTION AND TEMPERATURE
IN FLAMES
Radiative heat transfer governs burning and flame-
spread rates in fires and, therefore is a key factor
in assessing potential fire hazards. The radiative
heat feedback from a flame to the fuel surface is
controlled by the temperature and soot concentra-
tion distribution inside the flame. NIST scientists
have evaluated the performance of a new in situ
technique for measuring soot volume fraction and
temperature developed by colleagues at the
University of Maryland under grant from BFRL.
The method involves determination of the temper-
ature and soot volume fraction from two-line
(900 nm and 1000 nm) emission measurements and
an independent determination of the latter from a
third-line (632.8 nm) laser extinction measurement.
For a premixed, fuel-rich ethylene/air flame of
varying equivalence ratio, good agreement was ob-
tained with previously published data. However,
the soot volume fractions measured by the two

methods differed. Further experiments demon-
strated that this was not due to scattering by the
soot or to light absorption by large molecules. The
agreement between the two values improved when
extinction measurements were performed with
longer wavelength light sources. This observation,
combined with a strong sensitivity to the refractive
index at shorter wavelengths, leads to a recom-
mendation that future soot volume fraction
measurements be made with a light source such as
a 1523 nm He-Ne laser. A paper has been submit-
ted to Combustion and Flame.

APPLICATION PORTABILITY PROFILE (APP)
GUIDE REVISED
Computer system users need open systems that
provide interoperability of products and portability
of people, data, and applications throughout
heterogenous computing environments. NIST
Special Publication 500-210, APP, The U.S.
Government's Open System Environment Profile
OSE/1 Version 2.0 (known as the APP Guide),
provides recommendations on a variety of specifi-
cations that fit the requirements of U.S. govern-
ment systems. The APP integrates industry,
federal, national, international, and other specifi-
cations into a federal application profile to provide
the functionality necessary to accommodate a
broad range of federal information technology
requirements.

The revised document assists federal agencies in
making informed choices regarding the selection
and use of Open System Environment specifica-
tions and in developing more selective application
profiles based on the APP. The report targets man-
agers and project leaders who acquire, develop,
and maintain information systems supported by
heterogeneous computing environments.

NIST SUPPORTS THE DEPARTMENT OF
DEFENSE COMPUTER-AIDED ACQUISITION
AND LOGISTIC SUPPORT (CALS) INITIATIVE
IN COMPUTER GRAPHICS
To meet CALS conformance test requirements,
NIST developed validation test services for testing
metafiles and generators for conformance to Fed-
eral Information Processing Standards (FIPS) 128-
1, CGM, and the CALS CGM application profile,
MIL-D-28003. NISTIR 5191, Computer Graphics
Metafile (CGM) Test Requirements Document,
updates the initial test requirements document to
include new functionality and additional require-
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ments resulting from revisions to the standard and
the CALS CGM profile. The updated conformance
test suite and tools ensure that a CGM product
correctly implements FIPS 128-1 and its associated
application profile. NIST is also developing a test
service for interpreters in support of CALS.

FIPS FOR MASSACHUSETTS GENERAL
HOSPITAL UTILITY MULTI-PROGRAMMING
SYSTEM (MUMPS) PROGRAMMING
LANGUAGE REVISED
The Secretary of Commerce recently approved a
revision to FIPS 125, MUMPS, which will be pub-
lished as FIPS 125-1. Now known as M Technology,
the MUMPS language was developed at Massachu-
setts General Hospital in 1969 and has been
adopted for use in government health care systems.
The standard promotes the portability of MUMPS
programs for use on a variety of computer systems.
FIPS 125-1 adopts American National Standard for
MUMPS, ANSI/MDC X11.1-1990, which was de-
veloped by industry and users. NIST is developing a
validation suite to test MUMPS language proces-
sors for conformance to the standard.

in many ways, is preferable to the widely used
process capability indices for assessing the perfor-
mance of manufacturing processes. The new
methodology has been implemented in a computer
program that produces both point and interval
estimators for the proportion of conformance. The
work described above was performed at NIST
under the NIST/ASA/NSF Fellowship Program,
administered by the American Statistical Associa-
tion.

NIST/ASA/NSF FELLOW DEVELOPS NEW
STATISTICAL METHODS FOR
MANUFACTURING PROCESS
QUALITY ASSURANCE
A NIST visiting research fellow, and a NIST scien-
tist have developed new statistical methods for
manufacturing process quality assurance. In partic-
ular, they proposed a new statistical model for
measurements collected on the circumference of
circular features using a coordinate measuring
machine. The statistical model is motivated by hole
location problems of the automobile gear carrier
manufacturing process. The model takes into con-
sideration the variability of center locations in a
series of machined parts. Statistical procedures
were developed to assess the performance of the
manufacturing process in producing parts that con-
form to design specifications, and to keep track of
the trend of the manufacturing process over time.

In related work, the researchers developed new
statistical procedures for estimating the proportion
of conformance of a manufacturing process.
Proportion of conformance is defined as the pro-
portion of products with quality characteristics
inside the specification limits and is, therefore, a
measure of the capability of the process in meeting
design specifications. Proportion of conformance,
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