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1. Introduction

The concern in the mid 1970s regarding health
effects from exposure to electric and magnetic
fields in the vicinity of power lines has shifted in re-
cent years to health effect concerns from exposure
to power frequency magnetic fields in residences,
the work place, and in transportation systems [1-3].
The magnetic fields in these environments can be
highly nonuniform, particularly near electrical
equipment such as motors, transformers and heat-
ing elements. This paper considers the difference
between the calculated average magnetic flux den-
sity, Bay, as determined using magnetic field meters
with single-axis and three-axis circular coil probes,
and the calculated magnetic flux density at the cen-
ter of the probes, Bo assuming the field is produced
by a small loop of alternating current, i.e., a mag-
netic dipole. The magnetic dipole field is chosen as
the relevant field because to a good approximation
its geometry simulates the field geometry of many
electrical appliances and equipment [4]. The differ-
ence between Ba. and Bo can be regarded as a
source of measurement uncertainty because the

center of the probe is normally considered the mea-
surement location. While differences between Ba.
and Bo will be small in many situations, e.g., near
ground level in the vicinity of power lines where the
field changes slowly, the difference can become sig-
nificant in the highly nonuniform magnetic fields
close to electrical equipment.

In this paper, two comparisons are made: (1) the
maximum average magnetic field determined using
a single-axis probe, Bavi, with Bo as a function of
rna where r is the distance between the magnetic
dipole and the center of the probe, and a is the ra-
dius of the probe, and (2) the resultant magnetic
field determined using a three-axis probe with Bo as
a function of r/a. The resultant magnetic field, Bay3,
is defined as [5]

Bav3 = BI+B2+B3 (1)

where B1 , B2, and B3 are average magnetic field
components as measured by three orthogonally
oriented coil probes.
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Comparison (1) is made because maximum mag-
netic field values are sometimes measured, using
single-axis field meters, to characterize the mag-
netic field [5,6]. However, for a given value of r/a,
it will be seen that the difference between Ba.i and
Bo will be a function of the orientation of the mag-
netic dipole relative to the probe. Because the rela-
tive orientation is not known during most
measurements, what is of interest is the largest dif-
ference between Bav. and Bo for a given value of r/a.
This largest difference will be designated ABmaxi.

The quantity ABmaxB is determined in the follow-
ing way. The single-axis probe is rotated for fixed
values of r/a and the spherical coordinate, 0,
[Fig. 1(a)] until the largest average magnetic field,
Bav., is found. This value of Bavi is compared with
the magnetic field at the center of the probe, Bo
and the difference is recorded. The orientation of
the magnetic dipole with respect to the probe is
then varied by moving the probe to another loca-
tion while keeping r/a fixed, i.e., by changing 0 in
Fig. 1(a). The probe is rotated again until the
largest average magnetic field, Bavl, is found. Bav, is
again compared with the magnetic field at the cen-
ter of the probe, Bo, and the difference is recorded.
This process is repeated for other dipole orienta-
tions (i.e., angle 0) until the largest difference,
ABm.., is found. An example of this process is
shown in Sec. 3.1.

z z

(a) (b)

Fig. 1. (a) Single-axis and (b) three-axis circular coi
dinole magnetic field produced by small loop of curx

Comparison (2) is made as a three-axis probe is
rotated about three axes parallel to the three
Cartesian coordinates x, y, and z. The difference
between Bay3 and Bo will vary as a function of rota-
tion angle, but what will be of interest again is the
largest difference, ABmax3, for a given r/a. Also as
for comparison (1), because the relative orienta-
tions of the magnetic dipole and the three-axis
probe will be unknown in most measurement situa-
tions, Bav3 will be examined as a function of r/a and

the spherical coordinate, 0, in order to determine
the largest difference, ABmax3.

2. Expressions for Average Magnetic
Flux Density

In the derivations given below, it is assumed that
the cross sectional area of the wire in the coil
probes and the opposing magnetic field produced
by current induced in the probes are negligible. In
addition, we assume for the three-axis probe that
the three orthogonally oriented coils have circular
cross sections of equal area. These assumptions ei-
ther can be met in practice or can be taken into
account via a calibration process.

2.1 Single-Axis Probe

The average magnetic flux density, Bay, for a sin-
gle coil probe with cross sectional area A is given
by

Bav=A f f B . dA, (2)

where dA is an element of probe area, A is a unit
vector perpendicular to A, and B is the magnetic
flux density. In spherical coordinates, the magnetic
flux density for a small current loop of radius b is [7]

B=O 2' cos O 4, +43 sin uso,

where po is the permeability of vacuum, I is the al-
ternating current, and a, and Cie are unit vectors in
the directions of increasing r and 0, respectively.

Y The assumption is made that b < <r and the sinu-
soidal time dependence has been suppressed. The

aloop of magnitude of the vector B given by Eq. (3) is Bo.
alternating
current For our purposes, it is convenient to express B in

terms of Cartesian coordinates. This is accom-
plished by using the following relations between

it probes in spherical and Cartesian unit vectors and coordi-
pent. nates [8] in Eq. (3):

1, =isin Ocos 4) +jsin Osin 4 +kcos 0

uB=i cos 0 cos 0 +j cos 0 sin 4)-k sin 0
x =r sin 0 cos 4
y =r sin O sin 4
z =r cos 0. (4)

After some algebra, B can be expressed as

= 3Cxz 3Cyz +k CL {( -1\
=2r J 2r5 2r3 \n2 )' (5)
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where r=V\x2 +y 2 +z 2 and C is the constant
Ib 2/2.
To obtain an expression for Ba., we consider

without loss of generality a probe with its center at
x =xo,y = 0, and z =zo as shown in Fig. 2. We
restrict the orientation of the probe so that its area
is bisected by the x-z plane and first consider rota-
tions of the probe about an axis parallel to the
y-axis, i.e., the y'-axis shown in Fig. 2. For these
conditions, the area of the coil probe, A, will be
part of the surface given by the equation

z =m(x -XO) +ZO, (6)

where a is the angle of rotation, ma = tan a,
-o =r sin 0, and zo =r cos 0. The rotation of the
probe corresponds to the rotation of this surface
about the y'-axis, i.e., changing the slope of the
surface (ma) described by Eq. (6). It should be
noted that the angle of rotation, a, shown in Fig. 2
is in the negative direction.

dA= 7/() 2 +(&) 2 +dxdV By 21 dx dy.

(8)

where dx dy is an element of area in the x-y plane
bounded by the projection of the probe cross sec-
tion onto the x -y plane (Fig.2).

Combining Eqs. (2), (5), (7), and (8), the expres-
sion for Ba. becomes

,Ba=C J{-3xZma 1 (3Z2 1) 
W a 27ra2 Jim fy I r S +r3 r2 -~ xy

(9)

By substituting for z in Eq. (9) using Eq. (6), the in-
tegrand becomes a function of x andy. The integra-
tion is first carried out analytically [11] over the
variable y with (from Fig.2)

z

coil probe
radius =a > /

z3=rcoso surface:
M. (x-X.)+z0x~x0oAm xm = tan a

X' a xe
x- xO-+a cos a ---- --- = rsin 49

dx dy

x

- Va2 - ((x -xo)/cos a)2 ry !

Va2 - ((x -xo)/cos a)2.

The resulting expression for Ba. is

Ba. =- C2 dx(maxP+P2 )

f
Fig. 2. Circular coil probe shown as part of a surface described
by the equation z =m(x -xo)+zo. The rotation of the probe
corresponds to changing the slope of the surface, m,. The pro-
jection of the probe cross sectional area onto the x-y plane will
be an ellipse for aeO. The range of a is -90'<a< 90W.

The unit vector perpendicular to the probe sur-
face, A, is found by first taking the gradient [9] of
the surface given by Eq. (6), 7F(xz), where
F(xz) =z -ma(x -x) -zo and normalizing it to
unit value. This leads to

a2 (x )2
Cosa

.(x2+Q2)(x2+Q2+a2 ( cX0 )2)3

- (__ _I ) 2( + 2) 2 ( x 2 + Q 2 + s a (

(X2 Q2)2( 2+Q2a2 - (xc -X°)12)

ja2 (X _2

(cos alA =(-mat+k)/1Vm-2+1. (7) C2 |deraf
The element of area, dA, is [10]

(X2+Q2)(X2+Q2 +a2 - (X -XO)2)1n

(10)
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where P = (zo-mmxo) and Q2 =(max +P)2 .
The integration over x is then performed

numerically using Simpson's Rule with the limits of
integration given by (Fig. 2)

xo-a cosasxsxo+a cos a,

where a is restricted to - 90° <a <900.
Bay is evaluated for fixed values of 0 and r/a as a

is varied until a maximum average flux density, Ba.,,
is found. Bay, is then compared with Bo. As noted
earlier, the process is repeated for the same r/a but
different values of 0 until the largest difference,
AB,,,,1 , is determined. Because we are seeking the
maximum value of Ba., we do not consider further
rotations of the probe because once Bayi is found,
additional rotations are expected to lead to smaller
values of Ba.. This is most readily seen at 0 equal to
00 and 900 for all values of r/a. Bav1 occurs at a = 00
and rotating the probe further results in smaller
values of Bay.

2.2 Three-Axis Probe

In this section, expressions are developed for the
average magnetic flux density for each coil of a
three-axis probe as the probe is rotated about axes
which are parallel to the x-, y-, and z-axes. After-
wards, for fixed values of 0 and r/a, the average
magnetic field values from the three orthogonally
oriented probes are combined according to Eq. (1)
to obtain Bay3 which is then compared with Bo. As
before, the process is repeated for different values
of 0 until the maximum difference between Bay3 and
Bo, ABmax3, is found.

It is noted that combinations of rotations about
the different axes will not be possible using the ex-
pressions that are developed. That is, it will not be
possible to calculate Bav3 following rotations about
two or three axes. This represents a limitation on
the results and prevents us from learning whether
there are significant effects on the value of ABma.x
due to multiple rotations. Nevertheless, the depar-
tures from Bo that are determined from rotations
about each of the three axes will let us know what
differences are possible as a function of r/a.

Figure 3 shows the orientation of the probe with
respect to the magnetic dipole before rotations
about each axis are considered. As in the previous
section, the center of the probe is located at x =xo,
y = 0, and z =zO. The individual probes are labelled
P1, P2, and P3, and initially P1 lies in the x'-y'
plane, P2 is in they '-z' plane, and P3 is in the x '-z'
plane. When rotations are performed about the
x'-axis (rotation angle 63), the angle that P2 makes

with the magnetic field remains unchanged. Simi-
larly, rotations about they '-axis (rotation angle a)
and z'-axis (rotation angle y) leave P3 and P1, re-
spectively, "unchanged." This means that for con-
stant values of r/a and 0, the average flux density
values for these "fixed" probes remain constant as
rotations of the probe occur.

Z.

vK

C 3 " Y rotations'

P3

'a rotations' P2

y

rotations"
x

x0

Fig. 3. Geometry for three-axis probe with center of probe in
x-z plane. Varying the angle a result in rotations of probes P1
and P2 about the y'-axis ("a rotations") while orientation of
probe P3 with respect to the dipole remains unchanged. Varying
the angle , results in rotations of probes P1 and P3 about the
x'-axis (",6 rotations") while orientation of probe P2 remains
unchanged. Varying the angle y results in rotations of probes P2
and P3 about the z'-axis ("y rotations") while orientation of
probe P1 remains unchanged.

We begin the derivation for the three-axis probe
by noting that part of the problem has already been
solved in the previous section. That is, the expres-
sion for Bay following rotations about the y'-axis
(a rotations) is given by Eq. (10). This expression is
used to calculate the average flux density for
probes P1 and P2 by considering pairs of the angle
a which differ by 900. The average flux density for
the third probe, P3, is zero for this case because no
component of the magnetic field is perpendicular
to the area of the probe for any value of a or 0.

The derivations for Bay following 13 or y rotations
parallel the derivation for the a rotations. Examin-
ing the case of 13 rotations first, and referring to
Fig. 4, it can be seen that the probe area, A, is part
of the surface given by the equation

z =mpy,+zo, (11)

290



Volume 98, Number 3, May-June 1993

Journal of Research of the National Institute of Standards and Technology

Bayp = ' f~ f B *t dA =
3Cra L" dy +

_7a 3CM 2 ri dx dy +

2 7ra 2 y L
(' - 1 d) x dy.

r5 vY.
(14)

Substituting for z in Eq. (14) using Eq. (11), the
integrands become, recalling that r = Vx 2 +y2 +z2,
a function of x and y. The integration is first car-
ried out analytically over the variable x with (Fig. 4)

xo - +a 2 - (y/cos 13)2 <x xo+\+a 2- (Y/cos 13)2.

The y-integration is performed numerically with
the limits of integration given by (Fig. 4)

-a cos B3•y a cos 1,

Fig. 4. Circular coil probe shown as part of a surface described
by the equation z =m py +zO. The rotation of the probe corre-
sponds to changing the slope of the surface, m ,. The projection
of the probe cross sectional area onto the x-y plane will be an
ellipse for ,BdO. The range of 6 is -900< 1 < 90°

where mp =tan 13 and zo=r cos 0. The rotation of
the probe corresponds to rotation of this surface
about the x'-axis or alternatively, changing its
slope, mp. The unit vector normal to this surface is

A =(-m j+k)/V\m/M+1, (12)

and the element of area, dA, is

dA 3Z) + (byZ) + 1 dX dy = -\M2i + 1d y.dA = (1 2 + By +i xd =V + dx dy.

(13)

Combining Eqs. (2), (5), (12), and (13), the expres-
sion for the average flux density following 13 rota-
tions is

where 13 is restricted to - 900 < 18 < 900.
Equation (14) is used to calculate the average

flux density for probes P1 and P3 by considering
pairs of the angle 13 which differ by 90°. The aver-
age flux density from the remaining probe, P2, re-
mains constant during the 13 rotations and is
determined from the expression for average flux
density following -y rotation ('y = 0)-which is de-
veloped below. The reader is cautioned that during
the numerical integration over the variable y, the
denominator in the integrand vanishes for y = 0
when B = 90°.

In deriving the expression for average flux den-
sity following y rotations, we note as shown in
Fig. 5 that the probe area, A, is part of the surface
given by the equation

x =myy +XO, (15)

where m 7=tany and xo=r sin B. The rotation of
the probe corresponds to rotation of this surface
about the z'-axis, i.e., changing the slope of the
surface, m,. The unit vector normal to this surface
is

(16)
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and the element of area, dA, is

dA =(&.)2+ (8)2+ dydZ =/M2 1 dy dz.

(17)

TOP VIEW

Fig. S. Circular coil probe shown as part of a surface described
by the equation x =may +xo. The rotation of the probe corre-
sponds to changing the slope of the surface, m r. The projection
of the probe cross sectional area onto the y-z plane will be an
ellipse for y;dO. The range of y is - 90' < r < 90'.

It should be noted that the projection of the probe's
cross sectional area, unlike the previous two cases,
is onto they -z plane for y rotations (the projections
for a and 13 rotations were onto the x-y plane) and
this fact affects the partial derivatives in the expres-
sion for dA, Eq. (17).

From Eqs. (2), (5), (16), and (17), the expression
for average flux density following y rotations is

Bav ='a 2 f | B * ndA

2 Ja2 J (5m 5 )dzdy (18)

By substituting forx in Eq. (18) using Eq. (15), the
integrand becomes a function of y and z The inte-
gration is first carried out analytically over the vari-
able z with (Fig. 5)

zo-Va 2 -(ylcosy) 2 •z •zo+-Va2 -(ylcosy) 2 .

They -integration is performed numerically with the
limits of integration given by

-a cosy'y <a cosy,

where y is restricted to - 900 < y < 900.
Equation (18) is used to calculate the average

flux density for probes P2 and P3 by considering
pairs of the angle, y, which differ by 900. The aver-
age flux density from the remaining probe, P1,
remains constant during the y rotations and is
calculated from the expression for average flux den-
sity for a rotations [Eq. (10)] with a set equal to
zero.

3. Results of Calculations
3.1 ABm.ax for Single-Axis Probe

Using Eq. (10) and following the procedure de-
scribed after Eq. (1), values of the maximum aver-
age magnetic field, Bavi for fixed values of rna and B
were calculated and compared with the correspond-
ing value of Bo. Figure 6 shows the differences in
percent between Bavi and Bo for r/a = 3 and for rep-
resentative values of B between 00 and 900 (because
of symmetry arguments, one can infer the corre-
sponding percentages for B between 90° and 1800).
The largest difference, AB,, 1 , is -14.6% and
occurs when the single-axis probe is located along
the axis of the magnetic dipole, i.e., the z-axis. The
negative difference between Bav. and Bo decreases
as B increases and turns positive near B = 900. This
pattern also occurs for other values of rna greater
than 3. Figure 6 also shows the largest negative and
positive differences in percent for r/a equal to 5, 8,
10, and 12. The largest negative differences must be
considered part of the measurement uncertainty
when the probe-dipole geometry is unknown, which
will be the case for example when magnetic field
measurements are performed near many appli-
ances. A tabulation of ABmaxB , as a function of rna is
given in Table 1.

The calculations are not carried out for large val-
ues of r/a because the accuracy requirements for
magnetic field measurements near appliances and
other electrical equipment either have not been set
or are not great. For example, the uncertainty
tentatively allowed during calibration of magnetic
field meters used for measuring magnetic fields
near visual display terminals is ±5% [12].
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the "difference." The above procedure is repeated
for 13 and y rotations.

The differences between 13av3 and go following a
rotations are plotted in Fig. 7 for rna equal to 3, 5,
8, 10, and 12. The numbers in Fig. 7 represent dif-
ferences in percent. The pattern observed for all
values of rna is that the difference at a point follow-
ing a rotation is always negative and becomes more
negative as B increases to 900.

8 = 0'

r/a=3 5 8 10 12

Fig. 6. Differences between values of B,,1 and Bo, in percent,
for different locations of single-axis probe relative to magnetic
dipole which is aligned along the z-axis. For a given value of ria,
where ria is > 3, the largest difference, AmB.,, is negative and
occurs when the probe is located along the z-axis.

Table 1. Values of AmB,. (single-axis probe) and ABin,3
(three-axis probe) as a function of normalized distance (ria)
from magnetic dipole

ria ABm... (%) ABin, 3 (%)

3 -14.6 -19.6
4 -8.7 -10.8
5 -5.7 -6.9
6 -4.0 -4.8
7 -3.0 -3.5
8 -2.3 -2.7
9 -1.8 -2.1

10 -1.5 -1.7
11 -1.2 -1.4
12 -1.0 -1.2
13 -0.9 -1.0
14 -0.8 -0.9
15 -0.7 - 0.8

3.2 AHl,,,X for Three-Axis Probe

The differences between Bav3 and Bo are consid-
ered in three steps. First, values of Ba,3 are calcu-
lated following a rotations using Eq. (10) and
compared with Bo for fixed values of r/a and repre-
sentative values of B between 00 and 900. As noted
earlier, the largest difference between Bav3 and Bo at
each point, a "local maximum difference," is
recorded. In the discussion that follows, the "local
maximum difference," will be referred to simply as

8=15'

8 = 90'

Fig. 7. Differences between values of Bv 3 and Bo in percent, for
different locations of three-axis probe relative to magnetic
dipole, following a rotations. The differences are always negative
and the greatest difference following a rotations occurs for
0 = 90'.

When the difference calculations are performed
for 13 rotations using Eq. (14) and Eq. (18) (y set
equal to zero), a different pattern emerges. The
differences between Bav3 and Bo are observed to
change in sign at different points as shown in
Fig. 8. By comparing the results in Figs. 7 and 8, it
can be seen that, except for 0 = 0, the differences
following 13 rotations are all less than the corre-
sponding (i.e., same rna and B values) differences
following a rotations. Although not indicated in
Fig. 8 calculations show that for a given value of r/a
23, the differences between Ba3 and Bo following 13
rotations for all values of B are less than the differ-
ence following a rotations when B = 90°.

Similar results occur following y rotations when
Bay3 is calculated using Eq. (18) and Eq. (10) (a set
equal to zero) and is compared with Bo. Once again
the differences between Ba3 and Bo change in sign
as shown in Fig. 9. Also, by comparing results in
Figs. 7 and 9, it is seen that, except for B = 00, the
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0 = 0'
0 = 15'

r/a=3 5 8 10 12

Fig. 8. Differences between values of B,,3 and Bo in percent,
for different locations of three-axis probe relative to magnetic
dipole, following 6 rotations. The differences vary in sign de-
pending on angle 0. For 0 = 15', there are several cases (indi-
cated with the ± sign) for which the largest negative and
positive differences are equal in magnitude.

9 = O'

the difference following a rotations when B = 90°.
Therefore, of the three types of three-axis probe
rotations considered, the greatest difference
between Bav3 and Bo can be found following a rota-
tions and ABn,,,g occurs when B = 900 for a given
value of rna. Table 1 provides a listing of AB0ax3
values as a function of r/a.

4. Discussion of Results

Once it has been decided what constitutes an ac-
ceptable level of uncertainty during magnetic field
measurements near electrical equipment, the infor-
mation in Table 1 should be considered when taking
into account the various sources of measurement
uncertainty. For example, if maximum magnetic
fields at a distance r from appliances are to be mea-
sured with a total uncertainty of less than ± 10%,
magnetic field meters with probes having radii a
such that r/a =3 would immediately be considered
unsuitable. Field meters with single-axis probes
having radii such that rna = 5 would be suitable if all
other sources of uncertainty (e.g., calibration pro-
cess, frequency response) amounted to about 8% or
less, i.e., \,_W7=T=9.8, where 5.7 is taken from
Table 1 for r/a =5.

The measurement uncertainties associated with
using three-axis probes are less clear because we
have considered only separate rotations about three
axes to obtain the values of ABma . The percentage
differences in Table 1 indicate what uncertainties
can occur but they may not be the largest uncertain-
ties due to the averaging effects of the probe. How-
ever, until calculations can be devised which
consider more complex rotations of three-axis
probes, the ABma3 values in Table 1 can serve as a
rough guide when deciding what are acceptable
probe dimensions.

I r/a=3 5 8 10 12
e =90

Fig. 9. Differences between values of B.,3 and Bo in percent,
for different locations of three-axis probe relative to magnetic
dipole, following y rotations. The differences vary in sign
depending on angle 0.

differences following y rotations are all less than
the corresponding differences following a rotations.
As for the case of 6 rotations, calculations show
that for a given value of rna 2 3, the largest differ-
ence following y rotations will always be less than
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rational function, from which various
system transfer functions in terms of
complex frequency are deduced. These
transfer functions may or may not be at Key words: Hilbert transform; impulse
minimum phase. The corresponding response; Laplace transform; linear
impulse response is then obtained by system; minimum phase; system transfer
taking the inverse Laplace transform of function.
the transfer function. The impulse
response of the minimum-phase case
rises faster initially to its first maximum
than the nonminimum-phase counter- Accepted: December 17, 1992

1. Introduction

The total response in frequency and time of a
system to an assumed excitation, whether it is
continuous wave (cw) or pulsed, is usually unpre-
dictable if the system involves nonlinear elements.
Even for linear but complex systems, the task of
obtaining the total response when the system is
excited by a source is still formidable because the
complete system transfer function (amplitude and
phase) may be unknown. The transfer function is
defined as the ratio of system output to input in the
frequency domain. The output and input can be
voltage, current, electric field, magnetic field, or
combinations of them. The time response of such a
system required for assessing its vulnerability to an
unfriendly electromagnetic environment can be

determined only by sophisticated time-domain
measurements or by derivations from the
frequency-domain amplitude and phase measure-
ments. Unfortunately, such time-domain measure-
ments or frequency-domain phase measurements
require expensive equipment and special consider-
ations on radiation hazards, regulatory compliance,
and environmental pollution (if performed out-
doors). On the other hand, measuring magnitude
response data of an unknown, complex, linear
system to cw excitations at low levels, indoors or
outdoors, is relatively straightforward, less costly,
and free from compliance and pollution problems.
Further, if such measured cw magnitude data can
be processed to deduce a system transfer function,

297



Volume 98, Number 3, May-June 1993

Journal of Research of the National Institute of Standards and Technology

the phase characteristics and time response of such
a system to a general excitation are then derivable.

In this paper, we present a method to deduce the
total response of an unknown, complex, linear
system from a given set of cw magnitude responses
only. This is accomplished by approximating the
square of the measured magnitude curve by a sum
of ratios of two polynomials with real coefficients.
Each of these ratios represents a second-order
rational transfer function for a system with time-
invariant lumped-constant elements. The exact
number in the sum is determined by the number of
resonant frequencies displayed in the measured
magnitude data. Once the approximation work is
done, the associated system transfer functions can
then be obtained by using knowledge available from
classical network theory. The transfer functions so
obtained may or may not be at minimum phase. The
corresponding phase characteristics and impulse
responses are determined in a straightforward man-
ner. For the same cw magnitude response, the accu-
mulative energy associated with the impulse re-
sponse corresponding to a minimum-phase transfer
function is always greater than that corresponding
to nonminimum-phase transfer functions. The deri-
vations and detailed analysis are presented in Sec. 4.

The theoretical relationship between amplitude
and phase of a system with a minimum-phase trans-
fer function is outlined in Sec. 2. The conventional
numerical approach for determining the phase
characteristics and the corresponding time response
of the linear minimum-phase system from the
measured cw magnitude data, and the accuracy
involved in this process are reviewed in Sec. 3.
Examples are given in Secs. 4 and 5 to demonstrate
the usefulness of the proposed method developed
in Sec. 4. Energy contents associated with the given
system are discussed in Sec. 6.

2. Theoretical Background

A stable linear system, however simple or com-
plex, can be characterized by its transfer function
H(s), which has no poles in the right half of the
complex frequency s -plane. That is, H(s) is analytic
in Re(s) 3O, where Re stands for the "real part of'
[1]. We address only stable systems in this paper,
because otherwise the system is not well designed,
and therefore is not useful in application. In addi-
tion, when the system is made of only time-invariant
and lumped-constant elements, its transfer function
is then a rational function of s (a ratio of two poly-
nomials with real coefficients) with the degree of
the numerator polynomial lower than the degree of

the denominator polynomial. When this transfer
function is evaluated at s =jo, H(jw) is then a
complex function of w, consisting of a real part
R(wo) and an imaginary part X(wo), or a magnitude
IH(ji)I and a phase 0(w). That is,

H (j(o) = R(co)+j X(o))= IH (jo,))| e-j@ (1)

where the convention of assigning a minus sign to
the phase function is used. The magnitude function
IH(jw)l may also be expressed in terms of the
attenuation function a(Zo):

In JH(j1) = - a (w). (2)

When H(s) is analytic as defined above and the
system under study is causal [h (t) = 0 when t 6 011,
as is usually the case in practice, the real and imag-
inary parts of H(jo)) are related by the Hilbert
transform pair [2],

R(w) =2-j [yX(y)/(w 2
-y

2)] dy, (3a)

and

X fo) [R(y)/( 2- y2 )] dy. (3b)

In other words, the real and imaginary parts of this
system are not independent. When one part is
given either analytically or through measurement,
the other part can be uniquely determined by
performing one of integrals shown in Eq. (3). The
complex transfer function H(j&)) is then com-
pletely obtained, from which the impulse response
may be derived. In reality, however, Eq. (3) is not
useful because we cannot just measure the real or
imaginary part of the system response to a given
excitation.

If H(s), in addition to being analytic and causal,
also has no zeros in the right half of the s-plane,
the transfer function is said to be at minimum
phase, herein denoted by Hm(s). Under this condi-
tion, the attenuation function a(@) and phase
function 0(w) are related by another Hilbert
transform pair [2, 3, 4],

(0) = ,,f [a(y)I(y2-_ 2)] dy

= -@ r [In jHm(jy)ll(y 2 -W 2)]dy , (4a)
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and

a(c))=a(o) 10 [0(y)/(y 2 -W 2 )] dy. (4b)

From Eq. (4b), we see that the attenuation func-
tion can be determined completely from a given
phase function only when a(o) is also known. But,
for our application, only Eq. (4a) is required
because we assume that the magnitude (or attenua-
tion) function is given by measurement. Once 0(w)
is determined from Eq. (4a), the entire complex
Hm(jw) can be obtained from Eq. (1) because
IHm(jw)l or a(w) is already given. The impulse
response of this minimum-phase system for t _ 0 is
then calculated by the inverse Fourier transform,

hm(t) = I Hm(j) ei' dt. (5)

The system's time response to a general excitation
can be computed by the convolution integral
hm(t)*e(t), where e(t) represents an excitation, cw
or pulse, applied to the system input. The success
of determining the time response from magnitude
data is based on the assumption that the system's
transfer function is at minimum phase. The solu-
tion of impulse response so obtained constitutes
the only solution.

In general, however, there may be multiple solu-
tions, because other possible transfer functions
with nonminimum phases giving the same magni-
tude response may exist. One way of obtaining
them with our proposed method is to be shown in
Sec. 4.

3. Conventional Approach

Since the improper integral in Eq. (4a) is not
easy to compute, the conventional approach has
been to apply a transformation of variables known
as the Wiener-Lee transform to a(w) or JH(ji)I to
obtain the necessary @(w). When the Wiener-Lee
transform [2]

w = - tan(3/2) (6)

is applied, the integration interval (- x, xc) for w
in Eq. (4a) is transformed into (- 7r, 7r) for 8. The
original attenuation function a(w) and phase
function @(w) will be denoted, after trans-
formation, respectively as A (8) and T(S). Since

(@)=- InIH(jw)I= - 1ln[R2(w)+X2(w)] is an

even function of w and @(w) = - tan -[X(w)IR (w)]
is an odd function of w, their respective transforms
A (8) and T(3) will be even and odd functions of 8.
As such, they may be expanded into Fourier cosine
and sine series,

A(a)=ao+a1 cos8+a2 cos28+...+a, cosn8+....

and (7)

T(Q)=bisina+b 2sin28+...+b, sinn8+....

where the expansion coefficients are determined by

ao= IA()d8 = 1 I A (8) dB

(8a)

an =-1 I A(3)cosnBd8 =d 2 A(8)cosnBda,

and

bn = 1I T(B)sinndM = 2 IT(8)sinnada.

(8b)

When the system under consideration is causal, the
expansion coefficients in Eq. (8) are simply related
by [2]

b. =-an . (9)

Thus, when a(w) or IH(jw)I is given, A (8) is
known. Determination of an from Eq. (8a) auto-
matically yields bn from Eq. (9), which in turn gives
T(8) and 0(w) by means of Eq. (6), and hence the
complex transfer function H(jw). The impulse
response is then obtained from Eq. (5).

The justification for using the Wiener-Lee trans-
form and the procedures as outlined above seem
straightforward. The transform succeeds in con-
verting the original improper integral in Eq. (4a) to
a proper integral in Eq. (8a). From the application
point of view, the important question is then: if the
integral in Eq. (4a) is difficult to compute before
the Wiener-Lee transform is applied, is it easier to
compute a. in Eq. (8a) after the Wiener-Lee trans-
form is used? The answer is most likely negative,
because the integrand in Eq. (8a) involves compli-
cated transcendental functions. This explains why,
in practice, numerical computations are required.
The entire procedure will then involve: (i) conver-
sion of the measured data of a(w) or IH(jw)l into
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A (8) by Eq. (6), (ii) numerical calculation of an
from A (8) by. Eq. (8a), (iii) construction of a trans-
formed phase function T(3) by including only a
finite number of terms in the Fourier sine series
with b. =-a,, (iv) conversion of T(8) back to
0(w), (v) determination of the complex transfer
function H(jw) based on the given a(w) and the
newly constructed @(w), and (vi) numerical compu-
tation of h (t) by Eq. (5). The numerical solution so
obtained constitutes the only answer. Other possi-
ble solutions with nonminimum phases can never
be found. In addition, each of the above six steps is
an approximation, thus exerting doubt about the
accuracy in the final solution [5, 6].

Thus, while the Hilbert transform is useful for
processing measured cw data directly [71, it may
not always offer advantage, together with the
Wiener-Lee transform, for deriving the minimum
phase.

4. Alternative but Simpler Approach

Using passive network theory [8, 9], we can
deduce a rational transfer function H(s) directly
and exactly from a squared magnitude function
IH(jw)l2 expressed as a ratio of two polynomials of
even order in w, where the order of the numerator
polynomial is at least two degrees lower than that of
the denominator polynomial. Thus, if an approxi-
mate squared magnitude function jH(jw)l2 in such
a form can be obtained from the measured cw
magnitude data of an unknown, complex, linear
system to some excitation, the task of deducing a
rational transfer function, and subsequently, the
associated phase function and impulse response (in
time) is then straightforward. We will show later
that multiple solutions for systems with the same
IH(jw)l are possible. The transfer functions so
deduced may or may not be at minimum phase. In
this process, we essentially have assumed that the
original unknown linear system, which may consist
of distributed elements and other complexities, can
be approximated by an equivalent passive network
system with only time-invariant and lumped-
constant elements. The approximation is the only
one involved in the process. The exact order in the
final approximate IH(jw)l2 depends on outstanding
features in the given cw magnitude data. The most
important feature displaying a strong resonance at
a particular frequency can be approximated by a
simple second-order transfer function.

4.1 Second-Order Transfer Function

The second-order transfer function may take
either of the following two forms:

H2 =AI(s2+as +b),
or

(1Oa)

H2b(s)=A(s +c)/(s2+as +b), (1Ob)

where the parameters A, a, b, and c are all real. In
addition, we require

0<a <2 \b, (11)

so that the complex poles are in the left half of the
s-plane. On the other hand, the parameter c in Eq.
(1Ob) may be positive, negative, or 0. When c is
positive, the zero of the transfer function is also in
the left half-plane (in fact, on the negative real
axis). In this case, the transfer function is at mini-
mum phase. When c is negative, the zero is in the
right half-plane, and the transfer function is at
nonminimum phase. When c = 0, the zero is at the
origin, also constituting a nonminimum-phase case,
and the dc magnitude response at w = 0 is 0. The
parameter A is used to match the given maximum
magnitude response at the resonant frequency.

The outstanding features associated with the
second-order transfer functions in Eq. (10) are
examined in the following analysis.

4.1.1 Second-Order Transfer Function in the
Form of Eq. (10a) In this case, we have

H2 (jo)) =A/(b -_ 2 +joa). (12a)

The squared magnitude is given by

jH2.( (oz)j=H2.( 0o)H2. ( -j&) =H2 (s)H2. ( S)|ssj.p

A2 A2

2= &2 ) - (12Oh)
(b - w2)2+ a2 2 w 4 -(2b -a 2 )wZ+b2 b b

where w is the only variable.
Setting the derivative of this squared magnitude

to 0 yields w =0 and w2= (2b -a 2 )/2. If b >a2/2,
w = 0 gives the location of the minimum, while
W2 = (2b -a 2 )/2 gives the location of the maximum
representing the location of the resonant frequency,
herein designated as

=(2b -a 2 )/2 > 0. (13)
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On the other hand, if a2/4<b <a2 /2, IH(0)12 will
be the maximum. In this case, there is no
resonant frequency. Thus, if a given magnitude
curve has a resonant frequency at wj (other than
0), we require

b >a 12, (14)

which is a stronger condition than that in Eq. (11).
In terms of wo, the squared magnitude can be

written as
A2

IH2,(jw)1 = w4-2w b2 +b2
2 (15)

We then obtain the maximum

A2

Ia2(ji0)1 = b2 ' (16)

Clearly, w?1 and w2 are symmetric with respect to
W2.wo2.

The quality factor of the system may be defined
as

Q = W04(w - Wi), (22)

where w2- 01 may be called bandwidth of the
system.

Mathematically, we need three conditions to
determine the three parameters A, a, and b. From
the application point of view, we can express A, a,
and b in terms of wo, wl, w)2, and IH(ji)l from
Eqs. (13), (16), and (21):

A =(&)2w- wi') JH2a(j"J)1/2,

b = 4 (0)2 (01) ,

which is also nonnegative because of Eq. (13),
whereb =o)2+la 2> 0.

The relative minimum at w = 0 is given by

I H2a (0) I =A lb. (17)

When w-i cc, IH2 (j)l -e 0.

The half-power points may be defined as the
frequencies at which the magnitude response of a
linear system decreases to (1/2) of the peak
response. The width between these frequencies
represents a measure of sharpness of the magni-
tude response near the resonance. These frequen-
cies are determined by

IH2a(j1)12 =-1IH2a(o)0)12 (18)

or
W 4-2w0 0 2 +b2 =2(b2 -wo), (19)

(23)

and

a =2[ V\i)0 + ((w2 - 0)1)
2 (w2+ wi)2/4 - wo2] .

Thus, when there is only one resonant frequency in
the measured cw magnitude curve for an unknown
linear system, such as that shown in Fig. 1, the
special features such as wo, Wl, 0)2, and IH(jio)I
can be read from it. The required parameters A, a,
and b can then be determined from Eq. (23),
regardless of whether the relation wl2+ 2w=2wo) is
satisfied. The square of the given magnitude may
be approximately represented by Eq. (12b), and
the unknown linear system may be represented by
the second-order transfer function Eq. (1Oa),

H2.(s)=A/(s2+as +b)=(s +a/2)2+3 2 X (24)

which yields where

0)2 = _,_ 2 + w -b (20)
2 =b -a 2 /4. (25)

If we denote the half-power frequency on the left
side of the resonant frequency by xl and that on
the right side by w2, we have

02 = 02 + 2 s 0412 = 02 - , b

(21)

0a w= 2/Tb W, w) +w?,=2 ) 2, and

w082==2w 0b 2b

Once this is done, we then obtain the associated
phase function in accordance with the convention
used in (1):

0i(@) = 1 arg[H2.(-jo)/HH2(Uj)]

= tanl[aw/(b- w2 )].

(26)

Since a and b are positive, X (w) varies from 0 to 7r
when w varies from 0 to x .
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.1 '0 -2

Radian frequency, rad/s

Fig. 1. A squared-magnitude response with only one resonant
frequency.

The corresponding impulse response can be
determined, by taking the inverse Laplace trans-
form [10] of H2a(s) in Eq. (24),

(27)

The time response R(t) of this unknown linear
system to a general excitation e(t), cw or pulse, is
then given by the convolution integral [10],

Since 1Hai(jo)i2= 1, we have

1H (ja,)12 = H2a (jlo))|2 1H.1(jj)1|2 = |H2a (],)12 .

(31)

This implies that the same squared magnitude
curve as that shown in Fig. 1 can be represented by
either H2 (s) or Hn(s).

In Eq. (30), the zero of Hall(s) in the right half of
the s-plane is the mirror image of the pole in the
left half of the s-plane [8]. In general, the all-pass
function may be of higher order with more zeros in
the right half of the s-plane and the same number
of mirror-image poles in the left half of the
s-plane. These zeros are not necessarily limited to
the real axis. They can take complex-conjugate
pairs. If we restrict ourself, for the time being, to
the first-order all-pass function given in Eq. (30),
we can make further analysis. The impulse
response for this nonminimum-phase transfer
function may be determined from Eq. (29) by
convolution integral [11],

hQ(t) = h2 a (t) * -C1 [1- 2a
Sa

= h2z(t)-2ahza(t) * e-', (32)

where £I` is the inverse Laplace transform.
The impulse response can also be obtained by

taking partial fractions of Eq. (29). That is,

(28)

If indeed the given squared magnitude curve
with only one resonant frequency shown in Fig. 1 is
represented by Eq. (12b) and the transfer function
is represented by Eq. (24), the system under
consideration will be at minimum phase, because
this transfer function has no zero in the right half
of the s-plane. In general, however, the system may
also be at nonminimum phase because the actual
transfer function could be represented by a
product of Hu (s) and an all-pass function. In this
case, the system transfer function with a nonmini-
mum phase is given by

Hn(S) =H2. (S)Haii(s) , (29)

with the simplest (first order) all-pass function
defined as

Haii(s)=(s -a)l(s +a),

where a is a real and positive number.

Hn(S) = -2+ As (s-a)
(s2+as+b) (s+a)

_ ps+q P I
s2 +as+b s+a

=A {p(s+a/2)+q-ap/2
I (s + al 2)2 +'62 s+a} (3)

where

p =2a/(b +a 2 -aa), and

q =(b -a 2 +aa)I(b + a2 -aa) . (34)

The impulse response is then

hn(t) =A{e a12 [p cost + g-ap sin&]-pe-11}

(35)

which is the same as Eq. (32) after the convolution
is performed.
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Both the minimum-phase impulse response h 2 (t)
in Eq. (27) and nonminimum-phase impulse
response hn(t) in Eq. (35) vanish at t = 0. This can
be confirmed by the initial-value theorem [10].
More detailed behaviors of Eqs. (27) and (35) can
be learned by examining their first time derivatives,

h 2a (t )= e0, 2 [P, cos pt -2 sin Pt], (36a)

and

h.'(t) =A (q-ap) cos Pt

- [a(2 /ap) +P] sinlAt} e a/ 2

+Apa e - (36b)

Clearly, at t = 0, h 2a (0) =h,, (0) =A. This means
that both h2a (t) and hQ(t) arise from 0 with the
same starting rate. However, shortly afterward,
they increase with different rates. At
t= e(1e>0), we may expand those functions
involved and keep the first-order term to obtain

h 2a (e)A (1-ae/2)2 -A (1 -ae) (37a)

and

much more involved. Equations (38a) and (38b)
also mean that more energy accepted by the
minimum-phase system is concentrated at the
beginning (t = 0+) of the excitation than the non-
minimum-phase system [7, 12]. Details on energy
consideration are found in Sec. 6. This observation
is very important from the standpoint of electro-
magnetic interferences (EMI). If the minimum-
phase system can survive the initial impact due to
an unwanted external source, a nonminimum-
phase system can also survive it. The minimum-
phase system may be considered the worst case as
far as the initial impact due to an unwanted signal
is concerned. From the design point of view, if a
system is minimum phase, the designer may wish to
convert it to nonminimum phase by adding an all-
pass network to reduce initial EMI impact.

From Eq. (36a) we know that the first maximum
of h2, (t) occurs at tm0, which is the smallest root of

tan jBt =2p/a . (39)

After reaching its first peak at two, the impulse
response h2a,(t) varies sinusoidally with a decay
rate of a/2 and with a period of /3. Although it is
not as straightforward to determine the exact loca-
tion of the first maximum for hn(t) by setting
Eq. (36b) to 0, we know that it also varies sinu-
soidally with the same period 3 but decays with a
different rate because of the extra term exp( - at).
A numerical example is here presented to illustrate
this point.

Example 1. Suppose that the square of a "mea-
sured" cw magnitude curve can be represented by

Since both a and a are real and positive, we con-
clude that

h n (e) < h 2a (e) .(38a)

By similar steps we can also show that

h.(c) <h2-, (e) . (38b)

The relations in Eqs. (38a) and (38b) imply that
shortly after the system is excited by a source,
h2. (t) associated with the minimum-phase system
increases with a greater rate than the non-
minimum-phase counterpart hQ(t). Although this
point is drawn from a special case (first-order
all-pass function), it can be generalized to higher
orders even though the algebraic derivations are

f2(w) = e -''2-4)' (40)

For this example, the resonant frequency occurs at
wo=2. The half-power frequencies are w?=3.1674,
and w2 =4.8326. The bandwidth is given by
w2 - w, = 0.4185, and Q =4.7780. Since
Wx+w2=2 o, we can use Hba(s). The required
parameters can be obtained from Eq. (23) as:
a = 0.4141, b = 4.0857, and A = 0.8326 (carried to
4 digits). The approximate squared magnitude is
then

|H2 (iw)I 2 = 0.6931W 4 _8W2 + 16.6931 ' (41)

By presenting the numerical results in Table 1, we
see that the given curve in Eq. (40) and its approx-
imation in Eq. (41) indeed match at wl, W2, and )o.
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Table 1. Approximation of the given function in Eq. (40) by the
squared-magnitude function in Eq. (41)

6j PMfNi) IH2a (jw0)12 Error

0.00 0.0000 0.0415 0.0415
0.50 0.0000 0.0470 0.0470
1.00 0.0001 0.0715 0.0714
1.50 0.0468 0.1846 0.1378
1.75 0.4152 0.4409 0.0257
1.80 0.5612 0.5454 - 0.0158
1.85 0.7164 0.6752 - 0.0413
1.90 0.8589 0.8200 - 0.0389
1.95 0.9617 0.9467 - 0.0150
2.00 1.0000 1.0000 0.0000
2.05 0.9598 0.9441 -0.0157
2.10 0.8453 0.8048 -0.0405
2.15 0.6787 0.6414 - 0.0373
2.20 0.4938 0.4955 0.0017
2.25 0.3234 0.3804 0.0570
2.50 0.0063 0.1204 0.1141
3.00 0.0000 0.0270 0.0270

hn(t) = [0.3564 cos(2.0107t) + 0.2735

sin(2.0107t)] e 0o2 '

- 0.3564 e ', t 30-. (47)

The impulse responses obtained in Eq. (44) and
Eq. (47) are plotted in Fig. 2 to confirm the con-
clusions in Eqs. (38a) and (38b). Thus, more
energy is concentrated in h2 (t) than in hQ(t) at the
beginning of excitation.

0.4

0.3

0.2

0.1

0

-0.1

After obtaining Eq. (41), we have the following
simplest solution to represent the transfer function
with a minimum phase:

H2. (s) = 0.8326/(s2+ 0.4141s + 4.0857). (42)

The associated phase function and impulse
response are then respectively

0. (wi) = tan ̀ [awl (b - W2)]

= tan t [0.4141 w/(4.0857- (2)] (43)

and

h2. (t) =0.4141 e -0°7°sin(2.0107t), t30O. (44)

For the same JH2,. (jW)12 obtained in Eq. (41), we
could also have a transfer function with a non-
minimum phase by including an all-pass function,
say, the first order with a = 1. We then have

0.8326(s - 1)
Hn(S) = (S2 + 0.4141s + 4.0857)(s +1)

-0.2

-0.3

-0.4

Time. s

Fig. 2. Impulse responses of the minimum-phase and nonmini-
mum-phase systems with their given squared-magnitude cw
response in Eq. (40) and the approximate squared magnitude in
Eq. (41).

The solutions for An(w) and h.(t) are not unique
because they depend on the choice of specific
all-pass functions.

We note from Eq. (23) that the parameter a
decreases with the bandwidth (w2- wa) or is
inversely proportional to Q, and that the parame-
ter b is primarily determined by 0od. These parame-
ters decide respectively, in turn, the decay rate and
period of variations of the impulse response.

4.1.2 Second-Order Transfer Function Taking
the Form of Eq. (lOb) For this case, we have

(45)

The corresponding phase function and impulse
function (after taking partial fractions) are

an (w) = Om(&)) + tan-l(w) + oar,

with Om(w)) given in Eq. (43) and

and

(46)

JH2 b (ji,)12 =
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ha(t)
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H2b(jW) = A (c +j ou)
b- o+joa

(48)

A2 (c 2 + (w2)

W 4- (2b -a 2)(,)2+b2 -
(49)
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Now there are three solutions for dIH2b (jw)1/
dw = 0. One of these, w = 0, is the minimum with
IH(0)I2 =A 2c 2'b 2 . The other solution gives the res-
onant frequency,

o2= -c 2 + c 4+b 2 +2bc 2 -a 2 c2 , (50)

which is always greater than 0 (as it should be) in
view of Eq. (14). A third solution takes the same
form as Eq. (50) except with a negative sign in
front of the square-root sign. This third solution is
obviously nonphysical.

The maximum value of the squared magnitude at
wo is, after substitution of Eq. (50) into Eq. (49)
and some algebraic simplification, given by

(51)

Again, this is the only maximum. The general vari-
ation of IH2m (jw)12 is similar to that in Fig. 1.

The half-power frequencies wI and W2 are deter-
mined by

equal to the denominator of Eq. (51)] are all posi-
tive, and c2 itself is nonnegative, we require

)+1 w2>2 > and (0 C(I1I()2. (56)

In addition, the constant factor A can be deter-
mined from Eq. (51),

A 2 =(2w -2b +a 2 ) IH(jIwo)F (57)

where IH(jwo)j2 can also be obtained from the
given magnitude curve.

For the special case c=0 when wo2=ojw2, we
have

b = =

a =I o2 t-2w 0= +2 -2wI2= (W2- WI) ,

[or a = W2 -WII , (58)

and

A 2=a 2IH(jwo)12, or A =a IH(jwo)l.

w
2 +c

2 1

W4 -(2b-a2 )W2 +b 2 4(w0'2 b)+2a2

or

W4 +(2b -a 2 -4)o 2 +b2 -c 2(4 0+2a2-4b)=0.

(52)

Instead of solving for wI and co2, we note that

cl2 + (,22 =, 4Z2 + 2 -2b, (3andw =4 O+a2(53)

and
2= b 2 _C 2 (4o+2a 2 -4b). (54)

The above derivations represent analysis for the
particular transfer function H2b(s). From the
application viewpoint, we can express a, b, and c in
terms of 0o, wi, and (02 by using Eqs. (50), (53),
and (54),

Here, the parameter a is controlled solely by the
system's bandwidth, and b depends only on the
resonant frequency. Also, for this special case, wo is
the geometrical mean of w, and W2 -

One unique feature associated with this case
[Eq. (lOb)] is that once an approximate squared
magnitude in the form of Eq. (49) is obtained from
the given magnitude curve by the procedures thus
outlined, the solutions for the transfer function are
not unique. One of the obvious solutions, herein
designated as Hm(s) takes the same expression
given in Eq. (lOb),

A(s +c)

s +as +b (

where c is taken as a positive number from
Eq. (55). In this case, the transfer function is in
minimum phase.

The other solution is

b 2 =2(,-o._ 1 2 w

C 2 = ((~4 _ Xle)2 2)/(Wz}2 +& C &)2C2) (55

a
2

= 2+o2 4w2 + 2b.

Thus, when wo, WI, and (02 are read from a mea-
sured magnitude curve, we can easily determine
the required parameters b, c, and a from Eq. (55).
Since a 2, b2, and the denominator of c2 [which is

which represents a nonminimum-phase transfer
function.

Clearly, we have jHm(jw)P'= IHn(1c(j)1 2.
The associated phase function for Hm(s) can be

obtained directly from Hm(jw) as

tm(a) =tan-'[a/(b - W2
)] - tan' (wlc). (61)
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A (c -s)
H.ts) = s+s+ (60)

(jWO) 1 2 2/ 012_2b+a 2) .
JH2b =A (2 0

(59)
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The second term becomes sr/2 when c = 0. Since
the first term varies from 0 to ir and the second
term varies from 0 to rr/2 as a changes from 0 to
xo, the range of variation for 0Bm(w) is hence from 0
to 7r/2.

The phase function for He(s) is

On(W) = tan-'[aw/ (b - w2)] + tan`('(X/c), (62)

whose range of variation is from 0 to 37r/2.
According to the Hilbert transform given in

Eq. (4a), the phase function Om((o) may also be
obtained from the deduced squared magnitude,

em(^) = -( |) [In IHm(jy)l/(y2 -_.2 )]dy

(, ln(v2+c 2)dy
-r J- X2(y2_W2)

+ X In[y4 -(2b-a 2)y 2 +b 2]dy
or f X 2 (y2 -0_ 2)

(63)

Because the integrands are even functions of y, we
have

Om((0)) = -4
,7r

I ln(y2 +c2 )dy
f, Y 2 (A)2

we easily, after comparing Eqs. (64) and (66), iden-
tifyg=h = 1, k = o,f =c, m, and n respectively for
the first, second, and third integrals in Eq. (64),
and thus obtain

Om(0) = - tan-1 (w/c) + tan- (w/m ) + tan- (i/n),

= - tan '(w/c) + tan '[awl/(b -t 2 ) (67)

which is identical to Eq. (61). The last step in
Eq. (67) is accomplished by combining tan-'(o/m)
and tan' (od/n) after using the relations in Eq. (65)
and noting the requirements in Eq. (66). The phase
function for Hn(jw), however, cannot be obtained
from the Hilbert transform.

The derivation of Eq. (67) from IHm(jw)l2 is
exact. In general, there is no further approximation
involved once an approximate squared magnitude
in the form of a ratio of two polynomials in even
orders of o. is deduced from a measured cw magni-
tude curve. In fact, the phase of the minimum-
phase transfer function can be obtained directly
from this deduced squared magnitude with the
help of Eq. (4a) by the method proposed here. The
type of integral formula given in Eq. (66) together
with the Hilbert transform Eq. (4a) can also be
applied to H2 (s) in Eq. (24) to obtain the same
phase function 02. (a) in Eq. (26).

The corresponding impulse responses are deter-
mined from

JW f ln(yv+ m2) dy
+~ i: fo ( y2_+n2

+ W In(V 2+ n2) dy

'r f. O 

H(s) = A -(s +c) - A s +a/2+c-a/2
s 2 +as +b (s +a/2)2 +,(A2

and

(64)

where we have broken the last integral in Eq. (63)
into two parts with

m2+n 2= -2b+a2 , and m 2 n2 =b2 . (65)

Since a known definite integral in the form of
Eq. (64) is available [13],

f ln(f 2 +g 2x2 ) dx
Jo h2 x2 -k 2

= hk tan-' (gk/fh ), f, g, h, k > 0, (66)

H (s) =A c +a/2-(s +a12)(s +a/2)2+/32

yielding respectively

-a/2[CS, c -a/2
hm(t) = A eahf 2 [cos 3t + p sin &t], t 30,

(70)
and

hn(t) =-A e ah 2 [cos _t - sinSt], t o,
13

(71)
where 13 is given in Eq. (25).

These impulse functions are still, basically, a
sinusoidal function with a decay rate of a/2, even
though the form is little more complicated than
that of h2a(t) given in Eq. (27). Again, the decay
rate is related primarily to the bandwidth, and the
period of variations to the resonant frequency.
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From Eqs. (70) and (71), we see that hm(0+)
=A [= - hn(0 + )], which is different from the
previous case where h2s (O + ) = 0. Both impulse
responses start (t = 0) at the same magnitude A.
Since the parameter c can be greater than a/2, at
t = 0 +, h n(t) may increase and reach the maximum
before falling to its first zero. On the other hand,
Ih.(t)l always decreases beginning at t =0+. The first
zero of hm(t) is determined by the smallest root of

tan 13tm = - 8/(c -a/2) , (72)

while that of hn(t) is by the smallest root of

tan ftn = 13/(c +a/2). (73)

A comparison of Eqs. (72) with (73) indicates,
regardless of the relative values of c and a/2, that
the first zero of hn(t), called tao, is no greater than
that of hm(t), called t 0. That is,

tno _ tm° . (74)

The equality sign holds when c = 0.
Equation (74) implies that to0 is closer to t = 0 than

is to,. Thus, the beamwidth of the impulse response
hm(t) associated with the minimum-phase transfer
function is wider than the beamwidth of Ihn(t)l
associated with the nonminimum-phase transfer
function with the same squared-magnitude func-
tion. This, in turn, means that more energy is
concentrated, at the beginning of excitation, in the
minimum-phase system than in the nonminimum-
phase system. Once again, the minimum-phase
system may be considered as the worst case as far as
the initial impact of the system by the interference
source is concerned. Another example is presented
for illustration.

Example 2. Suppose that the square of a given
"measured" magnitude can be represented by a
shifted Gaussian function,

f
2

((0) = 4 e2(w-3)2
(75)

The resonant and two half-power frequencies are:
wo=3, ow=2. 4113, and (02=3.5887, the system
bandwidth is 1.1774, and Q = 2.5480. The maximum
at wo is 4. Since a? + 12 is not equal to 2o' in this
case, we wish to approximate Eq. (75) by IH2b (j1)12
given in Eq. (49). Using Eq. (55) we obtain the
required parameters: a2 = 1.3606, b2=87.1181,
C 2= 8.8267, and A 2 = 2.7725. Then

which is computed together with f2 (w) in Table 2
to show the quality of approximation.

Table 2. Approximation of the given function in Eq. (75) by the
squared-magnitude function in Eq. (76)

Q0

0.00

f2 @)
0.0000
0.0000
0.0000
0.0002
0.0013
0.0087
0.0444
0.1757
0.5413
1.2986
2.4261
3.5300
4.0000
3.5300
2.4261
1.2986
0.5413
0.1757
0.0444
0.0087
0.0013
0.0002
0.0000

0.50
0.75
1.00
1.25
1.50
1.75
2.00
2.25
2.50
2.75
3.00
3.25
3.50
3.75
4.00
4.25
4.50
4.75
5.00
5.25
5.50

IH2b (j(0)12

0.2809
0.2864
0.3037
0.3350
0.3848
0.4607
0.5768
0.7579
1.0493
1.5323
2.3206
3.3844
4.0000
3.3851
2.3215
1.5294
1.0396
0.7398
0.5495
0.4231
0.3356
0.2728
0.2264

Error

0.2809
0.2864
0.3037
0.3348
0.3835
0.4520
0.5324
0.5822
0.5080
0.2337

-0.1055
- 0.1456

0.0000
-0.1449

-0.1046

0.2308
0.4983
0.5641
0.5051
0.4144
0.3343
0.2726
0.2264

The computation is carried out only from ( = 0 to
= 5.50. The approximation around the important

region near a) = o = 3 is very good, while that near
the two ends ( = 0 and ( = 5.50) is marginal.
Physically, however, the less accurate results near
the two frequency ends are of secondary impor-
tance.

If we deal with JH2b (ji)12 alone without includ-
ing extra all-pass functions, we have two possible so-
lutions for the transfer function, one with a
minimum phase and the other with a nonminimum
phase,

Hm's) = 1.6651(s +2.9710)

(nS) S 2 + 1.1664s + 9.3337

1.6651(s + 0.5832 + 2.3878) (77)
(s + 0.5832)2 + 2.99892

and
1.6651(2.9710-s)

=() S 2 +1.1664s + 9.3337

H2b ())1 2 =
2.7725(W2 + 8.8267)

4 - 17.3069&2+87.1181 '
(76)

_ 1.6651[3.5542 - (s + 0.5832)]

(s + 0.5832)2+2.99892
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(79)

The corresponding phases are

Am(X) = tan-'[1.1664w/(9.3337-o2)]

- tan-' (w/2.9710)
and

On(e) = tan-'[1.1664w/(9.3337-w 2 )]

+ tan' (w/2.9710)

The impulse responses are

hm(t) = 1.6651[cos(2.9989t)

+ 0.7962 sin(2.9989t)] e-0
5
832

t

and

hn(t) -1.6651[cos(2.9989t)

- 1.1852 sin(2.9989t)] e0.5832t (82)

Thus, this method not only yields a solution with
a minimum-phase transfer function such as by the
conventional numerical method described in Sec. 3,
but also gives other possible solutions with non-
minimum-phase transfer functions.

Figure 3 shows h.(t) and jhn(t)l for comparison
purpose. Evidently, both hm(t) and Ihn(t)l begin at
t=0 with a magnitude of 1.6651. Then hm(t)
increases to its maximum of 1.9030 at t = 0.1602,
and -hk(t) starts to decrease. The first zero of
hk(t) is at t = 0.2337, while that of hm(t) is at
t = 0.7480. Also, Ihn(t)Imm < Ihm(t)imb in this case.
More energy is concentrated in hQ(t) than in hQ(t)
near t = 0.

Comparing Eqs. (77) and (78), we may also ex-
press Hn(s) in terms of H.(s) and a first-order
all-pass function:

2.9710 -sHn(s)=Hni(s) 2.9710+s' (83)

(80) In genera], the solution obtained in Eqs. (69)
(80) and (71) is not the only one with a nonminimum

phase. In fact, the same given magnitude curve can
also be represented by the product of Hm(s) [or
Hn(s)] and additional all-pass functions. The solu-
tions depend on the choice of these extra all-pass

(81) functions.

4.2 First-Order Transfer Function

The two types of the second-order transfer func-
tion analyzed in Sec. 4.1 are the most important
ones which can be used to approximate a measured
magnitude curve with only one resonant frequency
not at cw =0. For studies of radiated susceptibility,
these may be sufficient because it is difficult or
meaningless for an antenna to measure the inter-
ference response of linear systems at (0= 0. How-
ever, when the dc interference is also possible, in
addition to the cw interferences, for some practical
systems, the response at (o= 0 may constitute a
relative maximum. To cover this case, we can
approximate this part of the given measured
magnitude curve by a squared magnitude corre-
sponding to the first-order stable transfer function

H(s) =A/(s +a), (84)

where A and a are real and positive. Its squared
magnitude is

1H1(jio)I 2 =A2 /(o 2 +a2 ). (85)

Obviously, its only maximum occurs at (0= 0, with
IHi(0)12=(A/a)Y. A representative curve for
IHi(ji)o 2 is shown in Fig. 4.

The half-power frequency may be determined by

(86)

which yields only one solution 0)2= a (the other
half-power frequency wl = - a has no physical
meaning). The bandwidth in this case is just 20)2.

The associated phase function can be obtained
either from Hi (ja) or from the Hilbert transform,

Fig. 3. Impulse responses with the given cw squared-magnitude
response in Eq. (75) and the approximate squared magnitude in
Eq. (76).

Oi(w) =tan -1 (w/a ), (87)

which varies from 0 to 7r/2 as o varies from 0 to oX.
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Radian frequency. rad/s

Fig. 4. A squared-magnitude response corresponding to the
first-order transfer function, normalized Eq. (85).

The corresponding impulse response is

hi(t)=Ae-a, t 3°. (88)

The decay rate in this case equals numerically the
half-power frequency.

43 More General Case

For a more general case where the measured
magnitude curve has N > 1 distinct resonant
frequencies, it may be approximated with our pro-
posed method by a sum of terms of the type
IH2a(1c.)i2 or IH2b(jw) 2 discussed in Sec. 4.1. To
simplify the notation, let us temporarily drop the
subscript a and b while maintaining the subscript 2
to indicate the order of the transfer function being
considered. The approximated squared magnitude
will then take the form:

complete characteristics of the unknown linear
system. Another example is given below to illus-
trate this point.

Example 3. Suppose that the square of a mea-
sured cw magnitude curve can be represented by a
sum of two mathematical expressions

f
2 (c) =fl2(&) +f2 ), (90)

where

f12(0) = e-2

is used
and

(91)

to simulate a possible maximum at (0= 0,

f22((O) = 4 e2(w3)2 (92)

is simulated for a possible resonant frequency at
w0o =3. The expression in Eq. (92) is the same as
that presented in example 2.

Since the maximum off?(c) occurs at w =0 with
fI(0) = 1, and the half-power frequency is

02 = 0.3466, we approximate fi(w) by a linear
system with lumped-constant elements represented
by a squared-magnitude function in the form of
Eq. (85),

0.34662
IH1J(012 = (0 2+ 03466 2 (93)

which is plotted in Fig. 5 together with f,2(w) to
show the approximation involved.

1.0

N

IH(jo)12 = I IH2i(j1)1 2 ,
i-I

0.8(89)

with the required parameters a, b, A, and possibly
c in each 1H2(jo)1 2 to be determined by the out-
standing features associated with each resonant
frequency. Should there also be a relative maxi-
mum at w = 0, another term in the form of Eq. (85)
for a first-order transfer function may be added to
Eq. (89). Once this approximation is accomplished,
the system transfer functions can then be deduced
by the classical method [8]. We can then determine
from these transfer functions the corresponding
phase functions and impulse responses to give the

C 0.6

.2

. 0.4

0.2

0 3.0

Radian frequency. rad/s

Fig. 5. Comparison of functions given in Eqs. (91) and (93).
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For fi(co), we have woo=3 with f22(3) = 4.
The half-power frequencies (c(o =2.4113 and
° 2 = 3.5887) have been obtained in example 2.
Even though the relation' = WI (02 is not satisfied,
this time we choose c =0 in H2b(s) to make a
better approximation at w = 0. The other required
parameters are determined from Eqs. (55) and
(57): b=o)0o=9, a 2 =w?;+w1-2wo2=0.6931, a=
0.8325, and A2 =afa22(3)=2.7725. We then have
the following to approximate the givenfli(o.):

IH2bm(j()1 2 =
2.7725&.2

c4 -17.3069W2+81 '
(94)

which is plotted in Fig. 6 together with the given
fl(w) for comparison purpose. The approximation
shown here may be compared with that shown in
Table 2, where c is chosen not equal to 0.

2 3

(R q)

Radian frequency, rad/s

Fig. 6. Comparison of functions given in Eqs. (92) and (94).

The total squared magnitude to approximate
f

2
(W) in Eq. (90) is then given by the sum of ex-

pressions in Eqs. (93) and (94):

*H j&12 0.1201 2.7725o)2
( = +0 1201 + w'- 17.3069c2+81

2.8926(w'- 0.6036('2 + 3.3639)
((02+0.1201)( 4 17.3069(02+81)

= H(s)H(-s)I j...;D, (95)

which is plotted in Fig. 7 together with f 2(W).

Radian frequency, rad/s

Fig. 7. Comparison of the functions given in Eqs. (90) and (95).

From Eq. (95) we can apply the classical method
in network theory [8] to extract the transfer func-
tions as follows:

2.8926(s 4 + 0.6036s2 + 3.3639)
H(s)H(-s) = (0.1201 -s 2)(s 4 + 17.3069s2+81)

2.8926N(s)

D(s)

where

N(s) = (S2+ 1.7506S+ 1.8341)

(S 2 _1.7506s + 1.8341),

and

(96)

(97)

D(s) = (0.3466+s)(0.3466-s)x

(s 2+0.8325s +9)(s2 -0.8325s +9). (98)

From the formats specifically expressed in Eqs.
(97) and (98), we can assign appropriate factors to
H(s) and H(-s). Obviously, the factors with
positive signs in Eq. (98) have to be assigned to the
denominator of H(s) because the poles are
required to be in the left half of the s-plane for the
linear system to be stable. The remaining factors in
Eq. (98) with negative signs belong to the denomi-
nator of H(-s). However, either factor in Eq. (97)
can be assigned to the numerator of H(s) because
the zeros can be in the left-half or right-half plane.
If the zeros are in the left half-plane, the system is
at minimum phase. If they are in the right half-
plane, the system is at nonminimum phase. Thus,
we obtain the minimum-phase system,
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H '( = 1.7008(s 2 + 1.7506s +1.8341)
(S

2
+ 0.3466)(s + 0.8325s + 9)

= 1.7008[0.1526/(s + 0.3466)

+ (0.8474s + 1.3299)/(s 2 + 0.8325s + 9)],

(99)

and the nonminimum-phase system,

H '' -)_1.7008(s2- 1.7506s + 1.8341)

- (s + 0.3466)(s + 0.8325s + 9)

= 1.7008[0.2900/(s + 0.3466)

+ (0.71OWs - 2.2381)/(s 2 + 0.8325s + 9)].

(100)

We can verify that IH. (jW)122=1Ha(jw)1 2 and that
they both equal the squared magnitude in Eq. (95).
Now, the nonminimum-phase transfer function in
Eq. (100) can also be expressed in terms of the
minimum-phase transfer function in Eq. (99) and
an all-pass function

Hn(S)=Hm(s)Haii(s), (101)

where

The minimum phase Om(c) in Eq. (103) can also be
obtained from Eq. (95) with the Hilbert transform,
as demonstrated before.

The impulse responses are:

h.(t)/1.7008 = 0.1526 e- 346"

+ [0.8474 cos(2.9710t)

and
+0.3289 sin(2.9710t) e-04163' (106)

hn(t)/1.7008 = 0.2900 e- 34'

+ [0.7100 cos(2.9710t)

-0.8528 sin(2.9710t) e-0
.463t (107)

where both hm(t) and h 0(t) are normalized with
respect to the common constant factor 1.7008.

The normalized impulse responses in Eqs. (106)
and (107) are plotted in Fig. 8. Here, they both
start with 1 at t = 0. The normalized h 0(t)
decreases much faster than the normalized h.(t).
Thus, hn(t) has a narrower beamwidth than hm(t),
or less energy is concentrated initially with hn(t)
than with h.(t).

Haii(s) = (S2 _1.7506s+1.8341)/

(S 2 + 1.7506s + 1.8341),
*.0

(102)

is a second-order all-pass function with the 0. 5

complex-pair zeros in the right half-plane as mirror
images of the poles in the left half-plane. C

The associated phase functions are respectively

Om(W) = OI(W) + 02(W)-03(W) (103) -05

On () = 61(W) + 02(W) + 03(W ), (104)

where 0, and 02 are due to the denominator factors
in Eq. (99) and 03 is due to the numerator in
Eq. (99). They are:

Fig. 8. Normalized impulse responses of the linear system with
its given cw squared-magnitude response in Eq. (90) and the
approximate squared magnitude in Eq. (95).

O1(w) = tan-'(c/0.3466),

02(W) = tan 1 [0.8325w/(9-co 2 )],

and

03(W) = tan-'[1.7506a/(1.8341 _ - 2
)] . (105)

The procedures demonstrated in example 3 can
be easily extended to cases with more resonant
frequencies, where there will be more terms in Eq.
(89). More algebraic processes will be involved.
When extracting transfer functions from the
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approximate squared magnitude, we will find more
combinations for those with nonminimum phases
while there is still only one solution for the transfer
function with a minimum phase. Once the transfer
functions are obtained, the remaining task for
determining the corresponding phases and impulse
responses is relatively straightforward. Determina-
tion of passive elements and a specific circuit
structure to represent the extracted transfer
function is a typical network synthesis problem
[4, 8, 9], which is not within our scope of analysis.
Once a network is synthesized, we can then use this
model to make further analysis and even measure-
ment of the network response due to any excita-
tion, cw or pulse, with little effort and cost.

One caution, however, must be exercised for
dealing with the cases where two resonant frequen-
cies happen to be very close together. In these
cases, the half-power frequencies associated with
each resonant frequency must be entered into the
computing process with smaller values than the
actual values such that the final approximate
squared magnitude still exhibits two distinct
maxima at those resonant frequencies (rather than
smeared together to have only one maximum).

The three examples presented so far are simu-
lations where the given magnitudes are expressed
in terms of neat mathematical functions and the
resonant frequencies are small and easily manipu-
lable numbers. In the real world, this is definitely
not the case. Our goal is still to deduce an approxi-
mate squared magnitude from the given measured
cw magnitude data so that a set of transfer
functions and related characteristics can be deter-
mined and analyzed. Another example under this
situation will be presented later in Sec. 5.

to use co =2 to avoid manipulations with large
numbers. After obtaining JH2 (jW)12, H2 (s),
0m(c), and h,, (t) in Eqs. (41) through (44), we
can apply Eq. (108) with B =27r(10)' to transform
the results from w to a' with a=c w'/B. Thus, the
solutions in Eqs. (41-44) become respectively

0.6931B 4

cv'4 -8_28B 2 + 16.6931B 4

Gu (s') =
0.8326B 2

S 2 +0.414IBs' +4.0857B 2 '

0m(o') = tan',[0.4141Bcv'/(4.0857B 2
- cv 2)]$

and (109)

h2. (t) = 0.4141B eC°20 0' sin(1.0107Bt).

These procedures apply also to the other type of
second-order and higher-order transfer functions.
With this explained, we now are ready to give
another example based on the real-world data
shown in Fig. 9. The data represent the measured
but normalized electric fields (magnitude) of verti-
cal polarization, reflected from a helicopter when it
is irradiated by an impulse signal. By examining the
curve in Fig. 9, we notice four significant resonant
frequencies at 16.50, 26.25, 41.00, and 53.375 MHz.
The frequency near 3 MHz is ignored because
its magnitude response is rather small (close to
background noise). It can, however, be added if
necessary.

5. Frequency Transformation

In Sec. 4 the variable c was loosely called
frequency. Strictly speaking, a) is the normalized
radian frequency. It can be translated into any
frequency of interest by a simple frequency
transformation [8],

ct' = Bw, (108)

where B is a normalization constant, c is the
normalized radian frequency, and a' is the actual
radian frequency.

In presenting example 1 in Sec. 4.1, we cited
wO=2 as the resonant frequency. If the actual
resonant frequency occurs at 20 MHz, we should
have used co = 4'r(10)7 rad. Instead, we chose then

10 20 30 40 50

Frequency, MHz

60 70 00 90

Fig. 9. Measured electric-field magnitude (vertical polarization)
reflected from a helicopter when radiated by an external
impulse signal.
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To simplify the analysis, we temporarily designate
vo i = 27r X 16.50= 103.6726, (O02 = 52.57 = 164.9336,

W03 = 82r = 257.6106, and 0o4 = 106.757r = 335.3650.
From Fig. 9, we also see that the respective
maximum responses at these resonant frequencies
are 14.00 (22.92 dB), 52.52 (34.41 dB), 13.00 (22.28
dB), and 5.33 (14.53 dB). Their half-power
frequencies are approximately w, i = 29r = 91.1062,
W12= 3 6 rT=113.0973; W21=467r=144.5132, (022=597r

=1853540; (03i=767r=238.76 10, (032=907r=282.7433;
and (041=104wr=326.7256, c42=108.6wr=341.1770.
Here the first subscript refers to the resonant
frequency, the second subscript 1 refers to the half-
power frequency on the left side of the respective
resonant frequency, and the second subscript 2
refers to the half-power frequency on the right side
of the respective resonant frequency. The two half-
power frequencies, 012 = 367r and W31 = 76 7T, are
not real, but extrapolated for the analysis. Also, we
later use B = 106, in accordance with Eq. (108), as
the transformation constant.

Even though the condition o +wi2=2wo' is not
exactly satisfied at either of the four resonant
frequencies, we choose to use the type of second-
order transfer function in Eq. (lOa) for obtaining
the approximate squared magnitudes. Using Eq.
(23), we have for the first resonant frequency at (0o 1,

A 1 = 3.1435(104), bi = 1.0980(104), a = 21.5420,

and

JHi (1()12= 9.8816(108 )/[' 4 - 2.1496(104 )w 2

+ 1.2056(108)]; (110)

for the second resonant frequency at 002,

A2=3.5377(105 ), b2=2.8025(104 ), a2=40.5358,

and

1H2 (ijv)l2 = 12.5153(101O)/[4 - 5.4406(104)&2

+ 7.8538(108)]; (111)

for the third resonant frequency at c03,

A3= 1.4909(105), b3 =6.7347(104), a3=44.3546,

and

JH3(jW)1
2 = 2.2228(1010 )/[cv4 - 1.3273(105)co2

+ 4.5356(109)]; (112)

and for the last resonant frequency at c04,

A4 =2.5723(104), b4 = 1.1257(105), a4= 14.3871,

and

JH 4 (i')12 = 6.6166(108)/[4 - 2.2494(105)cv2

+ 1.2673(1010)]; (113)

The final approximate squared magnitude is then

IH iv)l 2 = IHI(io0)12 + IH 2(ji)1
2 + JH 3 (joc)1 2

+ JH 4 (j&))12

= 1.4903(1011)N (cv2 )/D (o2), (114)

where

N(c 2) = -v12_ 3.6694(105)cv10+5.1348(1010)(08

-3.4113(101 5 ) w6 + 1.0820(102 )cv4

- 1.3940(1024) o2 + 6.2996(102 7)

= 4 - 2.1747(104)cv2 + 1.2577(10")]

x [(4- 1.2098(10S)a2+3.9741(109)]

x [cv4-2.2422(105)o2 + 1.2615(1010)],

(115)

and D(w2 ) is the product of the four denominators
in Eqs. (110) through (113). The magnitude in
Eq. (114) is shown in Fig. 10 together with the
component magnitude functions obtained in Eqs.
(110) through (113). Comparing Figs. 9 and 10, we
see, except the frequency scale, the approximation
in Eq. (114) is generally very good. The dominant
features at WO2 and its half-power frequencies are
indeed excellent. The shifts in wol, and c03, are
minor. The position of cOo4 remains practically the
same. The only major changes are the magnitudes
at = 0 and (0o i. This deficiency can be improved
if we choose the second-order transfer function of
Eq. (lOb) or the approximate squared-magnitude
function in Eq. (49) with c = 0 at the beginning for
IH2(jc)l2. From Eq. (115) we already see the large
coefficients even when we used the normalized
frequency to begin with. If we wish to convert the
frequency into megahertz, the numerator in Eq.
(114) will become

(1/B , 2) [,4 -2.1747(10 4)B 2W2+ 1.2577(108)B 4 ]

x [(04- 1.2098(10 5)B 2o2+3.9741(109 )B4]

x [W4 -2.2422(10 5)B 2W2+ 1.2615(1010)B 4],

(116)
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and the denominator of Eq. (114) will become

(1/B 6) [) 4-2 .1496(10 4)B 20)2 + 1.2056(10 8)B 4]

x [0)4 -5.4406(10 4)B 2W2 + 7.8538(10 8)B 4]

x [W- 1.3272(10 5)B 2W2 + 4.5356(10 9)B 4]

x [4 - 2.2494(10 5)B 2(2 + 1.2673(1010)B 4],

where B = 106 . (117)

60

40 

20 NM _IH2(j_) I _

10 Hi __ I

20 30

Frequency, MHZ

Fig. 10. The approximate magnitude to that in Fig. 9, together
with component magnitude functions identified for each
resonant frequency, where IHU*))I=[IH,(jia)1 2+1H 2(i&))12+
IH3(jW)12 +1H4(Jo)12 ]112, Eq. (114).

Referring to Eq. (114) and setting IH(ji)1 2

=H(s)H(-s)j.i,,,, we obtain

H(s)H(-s) = 1.4903(1011)N(-s 2)/D (s 2 ),

where (118)

N( -s 2 ) =N1(+)N 2(+)N 3(+)N,(-)N 2(-)N 3 (-),

and (119)

D (-s 2 ) =Di(+)D2(+)D 3(+)D 4(+)D,(-)

x D2( - )D 3( - )D 4( -), (120)
with

Nl(+)=s2 + 26.1252s + 1.1215(104),
Nl(-)=S2 -26.1252s + 1.1215(104),

N2(+ ) =S2 + 71.4229s + 6.3040(104),
N2(-) =S2 -71.4229s + 6.3040(104),

N 3( + ) =S2 + 20.5139s + 1.1232(105),
N3(-) =S2 - 20.5139s + 1.1232(105);

Di( +)=S2 + 21.5420s + 1.0980(104),
DI (- ) =s 2 - 21.5420s + 1.0980(104),

D2( +) =S2+ 40.5358s + 2.8025(104),
D2(-)=S2 - 40.5358s + 2.8025(104),

D3(+) =S2 + 44.3546s + 6.7347(104),
D3(-) =S2 - 44.3546s + 6.7347(104),

D4( +)=S2+ 14.3871s + 1.1257(105),
D4 (-)=S2- 14.3871s + 1.1257(105).

Since we require the system to be stable (no
poles in the right half of the s-plane), we have to
assign Dl(+)D2(+)D 3(+)D 4(+) as the denomi-
nator for H(s). Thus, Do(-)D2(-)D 3(-)D 4(-)
belongs to H(-s). As far as the numerator for
H(s) is concerned, we have many choices from
Eq. (119). When Nl(+)N2 (+)N3 (+) is assigned as
the numerator of H(s), Ni(-)N2(-)N 3 (-) then
belongs to H(-s). In this case, there are no zeros
in the right half of the s-plane. The result is a
minimum-phase transfer function. We then have

Hm(s) = 3.8604(105)N,(+)N2(+)N 3(+)/

[D,(+)D2(+)D3(+)D4(+)]

= 3864(0{ Fis +GI F2S +G 2
3 DI(+) D2(+)

F3s + G3 F4s + G4 )

D 3 (+) D4 (+)

where (121)
Ft = 2.3245/104,

F2 = 5.3398/104,

G0 = 1.3664/10',

G2 = 0.8742,
F3 =-6.8335/104, G3 =0.1055,

F4 =-8.3091/105, G4 = 1.7752/103.

Applying the following two Laplace transform
pairs [9] to Eq. (121):

(s+a)/[(s+a)2 +,B 2] e-o ecos 1t, (122a)

and

1/[(s + a)2 +, 32] (1/13) e-' sin /t , (122b)

we obtain the impulse response of this system,

hm(t) = 3.8604(102){ (0.2325cos,1 I t + 0.1071 sin , t)

x e-a" + (0.5340 cos ,62 t + 5.1959 sin ,62 t) e-a2 '

+ (-0.6833 cos ,63t + 0.4665 sin 133t) e-a3

+ (-0.0831 cos 134t + 0.0071 sin 134t) e-a 4 }
(123)
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where

a; = ai/2, and 3,i = \/' (i/2j), i = 1,2,3, and 4.

More specifically, we have

a, = 10.7710,
a4 = 7.1936,
03 = 258.5634,

a2 = 20.2679,;
Pi = 104.2305,
,64 = 335.4422.

a3 = 22.1773,
,62= 166.1740,

Equation (123) shows that at t=0, h,(t)=0. This
agrees with the result predicted by the initial-value
theorem [10, 12]. The largest coefficient is with
sin 12t associated with the second resonant
frequency. This is obvious when we refer to Fig. 10
where 002 is dominant.

With the impulse response so determined, the
system's response to a general excitation can then
be computed by convolution integral [12]. When
referring to frequencies in megahertz, we simply
modify the impulse response in Eq. (123) by multi-
plying the coefficient 3.8604(102), ai, and
1,i (i =1, 2, 3, 4) by the transformation constant
B = 106. The impulse response hm(t) before apply-
ing the frequency transformation is presented in
Fig. 11, where the coefficient of 3.8604(102) in Eq.
(123) has been dropped. We see, from Fig. 11, that
the period is about 0.019 s, giving 0.019 132-r. The
major maximum occurs approximately at
t,=0.008s with hm(ti)/3.8604(10 2) = 5.3094, and
the second maximum occurs approximately at
t2= 0.026s with hm(t2)/3.8604(10 2) = - 3.2652. The
ratio of hm(tl)llhm(t2)1=1.6261, which is close to
ea2(02-t). Thus, the second resonant frequency is, in-
deed, the dominant one [14].

0.02 0.04 0.06 0.08 0.10

Time, s

Fig. 11. Normalized impulse response of the linear system
whose approximate magnitude of the transfer function is shown
in Fig. 10. This is for the minimum-phase case with its transfer
function given in Eq. (121).

The associated phase is given by

Om(W) = 0t((O)+02((d)+03(cO)+04(60)

- 05 (cv)-0 6 ((O)-07(c) , (124)

where the first four component phases are due to
Dl(+)D2(+)D 3 (+)D4(+), and the last three are
due to No(+)N2 (+)N3(+). That is,

Oi(w) = tan'

02(w) = tan'

03(w)) = tan'

04(-W) = tan'

05(10) = tan-

06(Ct) = tan'

and

[ 21.5420w 1

l1.0980(10) _ 2 

E 40.5358) ]

2.8025(10) _ 2]

E 44.3546w 

L6.7347(10,) _ ]'

1 14.3871 1
L 1.1257(1 _05) -X> 

E 26.1252w 1
11.1215(l04 - 002 

E 71.4229&) 1
L6.3040(10) 2 ]j

E [ 20.5139co 1
07(W) tan- 1.1232( 105) - W2 j (125)

Expressing the phase in terms of megahertz, we
multiply the numerator inside the arctangents by
the normalization constant B and the constant term
in the denominator by B 2. The minimum phase 0A
in Eq. (124) before frequency transformation is
presented in Fig. 12.

Seven other possible solutions for the transfer
function with nonminimum phases can be obtained
from Eqs. (118) and (119) as

HMO(s)

Hn 2 (s)

HO3 (s)

H.4 s )

Hns (s)
H. 6 (s)

= CNI(+)A2(+)N3(-),
= CIV,(+)N2(-)N3(+),
= CNI(-)N2(+)N3(+),
= CN,(+)N2(-)N3(-),
= CNI(-)N2(+)N3(-),
= CNI(-)N2(-)N3(+),

and
HO7(s) = CN1(-)N2(-)N3(-),

where
(126)

C = 3.8604(10 5)/[D1 (+)D 2 (+)D 3 (+)D 4(+)].
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Radian freqeueny, rad

Fig. 12. Phases of the sample linear system whose approximate
cw magnitude response is shown in Fig. 10.

Following the same procedures of partial
fractions as in Eq. (121), we list the expansion
coefficients for the 7 nonminimum-phase cases in
Table 3.

The corresponding impulse responses also take
the same form as in Eq. (123) with the same as and
,6i but with different coefficients associated with
the cosine and sine terms. These coefficients are
listed in Table 4.

These impulse responses with nonminimum
phases, without including the frequency transfor-
mation, are shown in Figs. 13 (a) and (b) to com-
pare with that in Fig. 11 for the minimum-phase
case. It happens that the first maxima of hni(t) are
all below the first maximum of hm(t), and that the
first nulls of h,,,(t) are also closer to the origin than
the first null of hm(t). More energy is concentrated
near t=0 in hm(t) than any of the hni(t),
i=1,2,.. .,7.

hnl

hn 00

a. 2 ______~~T~m .

hn

0 -- -- 1-- -- h

-2

-4 __ __ __ __ _

0 0.02 0.04 0.00 0.00 0.10

Timne.

Fig. 13 (a). Normalized impulse response of the helicopter with
the approximate magnitude response given in Fig. 10, but with
the nonminimum-phase transfer functions given in Eq. (126).

Table 3. Partial fraction expansion coefficients for nonminimum-phase transfer functions

Non-Min. F, x 103 GXX10 F2x 103 G2 F3 x 103 G3 x10 F4 x 104 G4 X10

n1 0.2290 0.1470 0.1253 0.8842 - 0.8235 0.6849 4.6925 0.1281
n2 0.2017 0.2034 - 3.0480 0.8467 2.8954 1.1708 - 0.4910 0.2434
n3 - 2.5895 - 0.0188 3.2415 0.8940 - 0.5711 1.5046 - 0.8103 0.0653
n4 0.1952 0.2124 -3.5248 0.8083 2.9958 2.9139 3.3377 - 1.2197
n5 -2.6114 -0.1339 2.8849 0.9406 -0.7427 1.2150 4.6927 -0.1422
n6 -2.6634 -0.8067 -0.2450 1.1784 2.9444 -0.6197 -0.3600 0.2700
n7 -2.6541 -0.9251 -0.8178 1.1789 3.2050 1.0964 2.6693 -1.4034

Table 4. Coefficients associated with cosine and sine terms in impulse responses for nonminimum-phase cases

Non-Min. cosBot singlt cosj3 2t sin62 t cosj3 3t sinj33 t cos,34 t sinP 4t

n1 0.2290 0.1174 0.1253 5.3059 -0.8235 0.3355 0.4692 0.0281
n2 0.2017 0.1743 - 3.0486 5.4673 2.8954 0.2045 - 0.0491 0.0736
n3 -2.5894 0.2496 3.2415 4.9846 -0.5711 0.6309 -0.0810 0.0212
n4 0.1952 0.1836 - 3.5248 5.2943 2.9958 0.8700 0.3338 - 0.3708
n5 -2.6114 0.1414 2.8849 5.3084 -0.7427 0.5336 0.4693 -0.0525
n6 -2.6634 - 0.4987 - 0.2450 7.1213 2.9444 - 0.4922 - 0.0360 0.0813
n7 -2.6541 -0.6133 -0.8178 7.1940 3.2050 0.1491 0.2669 -0.4241
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4) 4 ___h6 _n n _
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0 0.02 0.04 0.06 0.08 0.10
Tine, s

Fig. 13 (b). Normalized impulse response of the helicopter with
the approximate magnitude response given in Fig. 10, but with
the nonminimum-phase transfer functions given in Eq. (126).
Continuation of Fig. 13 (a).

The phases associated with the transfer function
in Eq. (126) are respectively:

Ont = 01+02+03+04-05-06+07X

0n2 = 01+02+03+04-05+06-07,

0.3 = 01+02+03+04+05-06-07,

equals the total energy delivered to the resistor by
the impulsive excitation [2]. Equation (128) also
represents the area under the curve h 2 (t).

The energy E may also be computed, in view of
Parseval's theorem [2], by

(129)

Thus, when the minimum-phase impulse response
hm(t) and the associated nonminimum-phase
impulse response hn(t) have an identical IH(jw)12 ,
their respective total energies [in Oats c] are
equal even though hn(t)<hm(t) during the initial
period near t = 0+, as discussed in Sec. 4. These
facts can also be demonstrated by referring to the
examples given earlier.

For example 1 in Eq. (40), JH2 (j1())12 is given
in Eq. (41). Its energy content, according to
Eq. (129), is

0.6931 f dw

=27r 4 -v4-8C) 2+16.6931

zn4 = 01+02+03+04-05+06+07,

0,5 = 01+02+03+04+05-06+07,

0n6 = 01+02+03+04+05+06-07,

0.6931 X dw

w7r fo (w
2
+p

2
)(&v

2
+p *

2
)

0,,7 = 01+02+03+04+05+06+07, (127)

where

0i, i = 1, 2,..., 7, are given in Eq. (125)
before normalization.

Graphs for 0in, are also plotted in Fig. 12 for
comparison purpose. Clearly we see that Oni> >m,
because each component phase given in Eq. (125)
is nonnegative, varying from 0 to wr as cv varies from
0 to xc.

6. Consideration of Energy Contents

To assess the ability of a system to withstand
damage from an external unwanted excitation, it is
often useful to compute the energy content associ-
ated with an impulse response [15]. Indeed, if h (t)
represents a voltage waveform across a 1 n resis-
tor, the quantity

E = fh2(t)dt , (128)

0.6931 X [ 1 l l
j1.66507r .[2+p2 c v2+p*2 ]

= 0.2049, (130)

where

p2
= - 4 -j 0.8325, and

p * = complex conjugate of p.

The last step in Eq. (130) is obtained by using

X cos(qx) dx wf ~~= -e-P
Jo x2

2+p
2 2p

with q -0

and Re(p)>O. (131)
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We can also obtain the energy by referring to
the impulse response given in Eq. (44) for the
minimum-phase case,

E, = I h2a (t) dt

= 0.1715 | e 4-' 40sin2(2.0107t) dt

= 0.2049,

hn(t) = 0.1270 e 2 ' - (0.2540 cos 13t

+ 0.1950 sin e3t) e-.2070'

+ (0.1009 + 0.0261 cos 213t

+0.0975 sin 2,1t) ea11,

Em = f h 2a(t)dt = 0.2048-0.2070ea1T

- 0.0052 ea-r( - a, cos 2p1T

+2,1 sin 2,6T),

(132) and

which is indeed the same as in Eq. (130).
Using the corresponding impulse response given

in Eq. (47) for the nonminimum-phase case yields
the same result. That is,

E. = f hn(t) dt = 0.2049. (133)

For example 2 presented in Eq. (75), the corre-
sponding IH2b (jI)1 2 , hm(t), and hn(t) can be found
respectively in Eqs. (76), (81), and (82). The total
energy for this system is

E = 21 | |H2b(jc)1 2 dw

= f hm(t) dt

En = f h2(t) dt = 0.1413+0.0635(1 -e-2 T )

+ (-0.2437-0.0246 cos 2,1T

+ 0.0039 sin 2,GT) e-a1T

+ (0.1270 cos ,BT

-0.0501 sin 13T) e -1.2070T (135)

where

ai = 0.4141, and ,B = 2.0107.

Numerical results for both Em and E,, are shown in
Fig. 14 and indicate clearly that E, <Em [12]. They
are equal only when T -m -. This reconfirms that
the impulse response and transfer function with a
minimum phase deduced from a given magnitude
can be used as the worst case for analysis purpose,
as far as the initial impact to the system under
study by an external unwanted source is concerned.

J= hn (t) dt

= 2.3124. (134)

If we replace the upper integration limit cc in
Eq. (128) by a finite T, we can analyze the energy
content absorbed by the system during the initial
period after an external excitation is applied.
Referring again to example 1 with h2. (t) given in
Eq. (44) and hn(t) in Eq. (47), and carrying out the
details, we have

h2a(t) = 0.1714 e-'sin2jPt

= 0.0857 e-a,(1-cos 2,1t),

0.25

0.20

0.16

0.10

0.05

15 20

Time, 5

Fig. 14. Energy contents of the sample system whose transfer
functions are given in Eqs. (42) and (45).
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For the practical example shown in Figs. 9 and
10, we present the results on energy content in
Fig. 15. Again, we have Eni <Em, i = 1,2 . . . , 7.

.1-i snn- 
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X-Ray Diffraction Line Broadening. Modeling
and Applications to High-T, Superconductors

Volume 98 Number 3 May-June 1993

Davor Balzart A method to analyze powder-diffraction methods is given. Reliability of the
line broadening is proposed and ap- method is discussed in the case of a

National Institute of Standards plied to some novel high-T, supercon- cluster of the overlapping peaks. The
and Technology, ductors. Assuming that both analysis of La2 CuO4 and
Boulder, CO 80303-3328 size-broadened and strain-broadened Laz.s5MO.15Cu0 4(M=Ca, Ba, Sr) high-T,

profiles of the pure-specimen profile superconductors showed that micro-
are described with a Voigt function, it strains and incoherently diffracting do-
is shown that the analysis of Fourier main sizes are highly anisotropic. In the
coefficients leads to the Warren-Aver- superconductors, stacking-fault probabil-
bach method of separation of size and ity increases with increasing T,; micro-
strain contributions. The analysis of size strain decreases. In La2 CuO4 , different
coefficients shows that the "hook" ef- broadening of (hO0) and (OkO) reflec-
fect occurs when the Cauchy content of tions is not caused by stacking faults; it
the size-broadened profile is underesti- might arise from lower crystallographic
mated. The ratio of volume-weighted symmetry. The analysis of Bi-Cu-O
and surface-weighted domain sizes can superconductors showed much higher
change from -1.31 for the minimum strains in the [001] direction than in
allowed Cauchy content to 2 when the the basal a-b plane. This may be
size-broadened profile is given solely by caused by stacking disorder along the
a Cauchy function. If the distortion co- c-axis, because of the two-dimensional
efficient is approximated by a harmonic weakly bonded BiO double layers.
term, mean-square strains decrease kin- Results for the specimen containing
early with the increase of the averaging two related high-T. phases indicate a
distance. The local strain is finite only possible mechanism for the phase trans-
in the case of pure-Gauss strain broad- formation by the growth of faulted
ening because strains are then indepen- regions of the major phase.
dent of averaging distance. Errors of
root-mean-square strains as well as do-
main sizes were evaluated. The method Key words: diffraction line broaden-
was applied to two cubic structures ing; lattice defects; profile fitting;
with average volume-weighted domain superconductors; Voigt function;
sizes up to 3600 A, as well as to tetrag- Warren-Averbach analysis; x-ray
onal and orthorhombic (La-Sr)2 CuO4 , diffraction.
which exhibit weak line broadenings
and highly overlapping reflections.
Comparison with the integral-breadth Accepted: January 25, 1992
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Superscripts

D Denotes the distortion-related parameter
S Denotes the size-related parameter

Subscripts

C Denotes Cauchy component of Voigt
function

D Denotes distortion-related parameter
f Denotes pure-specimen (physically)

broadened profile
G Denotes Gauss component of Voigt function
g Denotes instrumentally broadened profile
h Denotes observed broadened profile
S Denotes size-related parameter
s Denotes surface-weighted parameter
v Denotes volume-weighted parameter
wp Denotes weighted-residual error

Operators

* Convolution: g(x)*f(x) = fg(z)f(x-z)dz

1. Introduction

X-ray diffraction is one of the oldest tools used
to study the structure of matter. In 1912, Laue [1]
demonstrated in a single experiment that crystals
consist of regularly repeating elementary building
blocks, and that x rays show wave nature. Since
then, x-ray diffraction has become one of the basic
and the most widely used methods for characteriza-
tion of a broad range of materials.

1.1 Powder X-Ray Diffraction

Many materials are not available in a monocrys-
tal form. Moreover, powders and bulk materials
are more easily obtainable, practical, and less ex-
pensive. A powder-diffraction experiment requires
an order-of-magnitude shorter time than a
monocrystal experiment. Thus, powder diffraction
is used very often. However, because data are of
lower quality and peaks are generally highly over-
lapped at higher diffracting angles, until 25 years
ago powder diffraction was mostly used for qualita-
tive phase analysis. Through advances by Rietveld
[2, 31, powder-diffraction patterns become used in
structure analysis, so-called structure (Rietveld) re-
finement. Development of fast on-line computer-
controlled data acquisition has allowed a quick
analysis of the whole diffraction pattern. Table 1
summarizes uses of different diffraction line-pro-
file parameters in various types of analyses (after

Howard and Preston [41). We shall focus on line-
profile analysis to obtain information about mi-
crostructural properties of materials: microstrains
in the lattice and size of incoherently diffracting
domains in crystals.

Table 1. Use of diffraction line-profile parameters

Position Intensity Shape Shift Method Identification

V Indexing Cell parameters

V V Phase Identification
analysis and quantity

/ Peak-shift Internal strain
analysis (residual stress)

V V Profile Microstrain,
analysis crystallite size,

lattice defects

V X V Structure Atomic posi-
refine- tions, Debye-
ment Waller factors,

others

1.2 Diffraction-Line Broadening

Diffraction from crystal planes occurs at well-
defined angles that satisfy the Bragg equation

X = 2dhk,sin Oi,. (1)

Theoretically, intensity diffracted from an infinite
crystal should consist of diffraction lines without
width (Dirac delta functions) at some discrete dif-
fraction angles. However, both instrument and
specimen broaden the diffraction lines, and the ob-
served line profile is a convolution of three func-
tions [5, 6]

h (20) = [(Q*y)*f] (20) + background. (2)

Wavelength distribution and geometrical aberra-
tions are usually treated as characteristic for the
particular instrument (instrumental profile):

g(20)=(w*y) (20). (3)

To obtain a specimen's microstructural parameters,
the specimen (physically) broadened profilef must
be extracted from the observed profile h.

Origins of specimen broadening are numerous.
Generally, any lattice imperfection will cause
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additional diffraction-line broadening. Therefore,
dislocations, vacancies, interstitials, substitutions,
and similar defects manifest themselves through
the lattice strain. If a crystal is broken into smaller
incoherently diffracting domains by dislocation
arrays, stacking faults, twins, or any other extended
imperfections, then domain-size broadening
occurs.

1.3 Superconductivity and Defects

Since discovery of the -90 K superconductor
YBa2Cu3 07-s [7], it became clear that the novel su-
perconductivity relates closely to defects in struc-
ture. Both point and extended defects relate
closely to the physical properties of superconduc-
tors [8, 9]. Defects play an important role both in
the critical superconducting transition temperature
T, [10] and in the critical current density J, [11].
Some theories also connect T. with lattice distor-
tion [12], with strains around dislocations [13], and
with interaction of current carriers and the elastic-
strain field [14].

The T. of YBa2Cu307-S, for instance, depends
strongly on the oxygen stoichiometry, that is, num-
ber of oxygen vacancies in the charge-reservoir lay-
ers and their arrangement (see Jorgensen [15] and
references therein). Superconductivity in La2 CuO4
appears either by the partial substitution of La with
Sr, Ba, Ca [16, 17], or by the introduction of inter-
stitial oxygen defects in the La2O2 layer [18]. Some
substitutions, especially on Cu sites, destroy the su-
perconductivity.

For classical superconductors, J, can be drasti-
cally increased by introducing defects to pin mag-
netic flux vortices. The layered structure of high-T,
cuprates causes the vortices to be pinned in the
form of pancakes, rather than long cylinders [19].
Because of relatively small coherence length of
vortices, pinning can not be increased in the classi-
cal way by introducing second-phase precipitates.
Instead, submicroscopic lattice defects caused by
local stoichiometry fluctuations, vacancies, substi-
tutions, Guinier-Preston zones, and the strain field
of small coherent precipitates are much more ef-
fective. Especially in highly anisotropic TI-based
and Bi-based cuprates, substitutions are very suc-
cessful. Even a 5% Mg for Ba substitution in
T12 Ba2 CaCu2 08 increases .4 by 25% [201.

1.4 Purpose of the Study

We know that defects have a very important role
in novel high-T, superconductivity. Defects can be
characterized and quantified by analyzing the x-ray

diffraction broadening. Basically, there are two ap-
proaches:

(i) The Stokes deconvolution method [21] com-
bined with the Warren and Averbach analysis [22]
give the most rigorous and unbiased approach be-
cause no assumption about the analytical form of
diffraction-peak shape is required. However, when
peaks overlap and specimen broadening is com-
parable with the instrumental broadening, the
Stokes method gives unstable solutions and large
errors or can not be performed at all. To obtain
reliable results, proper corrections have to account
for truncation, background, sampling, and the stan-
dard's errors [23].

(ii) The simplified integral-breadth methods
(summarized by Klug and Alexander [241) are
more convenient and easier to use, but they require
that size and strain broadening are modeled by ei-
ther Cauchy or Gauss functions. Experience has
shown, however, that in most cases both size and
strain profiles can not be satisfactorily represented
with either function. However, there is some theo-
retical and experimental evidence that the effect of
small-domain-size broadening produces long pro-
file tails of the Cauchy function, and that the lat-
tice-strain distribution is more Gauss-like.
Langford [25, 261 used the convolution of Cauchy
and Gauss functions (Voigt function) to model
specimen broadening. However, the results ob-
tained by the integral-breadth and Warren-Aver-
bach analyses are usually not comparable; the first
methods give volume-weighted domain sizes and
upper limit of strain; the second gives surface-
weighted domain sizes and mean-square strain av-
eraged over some distance perpendicular to
diffracting planes.

Unfortunately, most high-T, superconductors
show weak peak broadening (because of high an-
nealing temperatures) and strong peak overlapping
(because of relatively complicated crystal struc-
tures), which makes it very difficult to apply the
Stokes deconvolution method to extract pure speci-
men broadening. The aim in this study is twofold:

(i) To develop a reliable method for analysis of
a pattern with highly overlapping reflections and
weak structural broadening, and to compare it with
the previously described approaches. It will be
shown that the Voigt-function modeling of the
specimen broadening concurs with the Warren-
Averbach approach.

(ii) To apply the method to the same high-T,
superconductors and conclude how much informa-
tion about defects can be extracted from analysis of
the x-ray diffraction broadening.
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2. Previous Studies

2.1 Size and Strain Broadening

Some important methods to extract specimen
size and strain broadening and information about
domain sizes and strains will be reviewed briefly.
An excellent review about Fourier methods and in-
tegral-breadth methods is given by Klug and Alex-
ander [24]. A survey of single-line methods was
authored by Delhez, de Keijser, and Mittemeijer
[27]. The use of variance (reduced second moment
of the line profile) in the analysis of broadening
will not be treated here. Wilson described the con-
tributions to variance by crystallite size [28] and
strain [29].

2.1.1 Determination of the Pure Specimen-
Broadened Profile As mentioned in Sec. 1.2, be-
fore the specimen's size and strain broadening can
be obtained, the observed profile must be cor-
rected for instrumental broadening. Most used
methods are the Fourier-transform deconvolution
method [30, 21] and simplified integral-breadth
methods that rely on some assumed analytical
forms of the peak profiles. The iterative method of
successive foldings [31, 32] is not used extensively,
and will not be considered here.

Deconvolution Method of Stokes From Eqs. (2)
and (3), it follows that deconvolution can be per-
formed easily in terms of Fourier transforms of re-
spective functions:

F(n) =G(n) (4)

[23, 35, 36]. The largest problem, however, is peak
overlapping. If the complete peak is not separated,
the only possible solution is to try to reconstruct
the missing parts. That would require some as-
sumption on the peak-profile shape, that is intro-
duction of bias into the method. The application of
the Stokes method is therefore limited to materials
having the highest crystallographic symmetry.

Lhcr) fly)g(Z)

jkh~~~d(x):x1 L L*X
*~~~~~~_j , Y Z

Fig. 1. Observed profile h is a convolution of the instrumental
profile g with the specimen profile If. Adapted from Warren
[593.

Integral-Breadth Methods The basic assumption of
these methods is that diffraction profiles can be ap-
proximated with some analytical function. In the
beginning, two commonly used functions were
Gauss

I(x)=I(0) exp [x2] (5)

and Cauchy

I(X) =4(0) 2 1
e +x2

(6)

Hence, the physically broadened profile f is re-
trieved from the observed profile h without any as-
sumption on the peak-profile shape (see Fig. 1).
This method is the most desirable approach be-
cause it is totally unbiased. However, because of
the deconvolution process, there are many prob-
lems. Equation (4) may not give a solution if the
Fourier coefficients of the f profile do not vanish
before those of the g profile. Furthermore, if physi-
cal broadening is small compared with instrumen-
tal broadening, deconvolution becomes too
unstable and inaccurate [33, 34]. If the h profile is
20% broader than the g profile, this gives an upper
limit of about 1000 A for the determination of ef-
fective domain size [34]. Regardless of the degree
of broadening, deconvolution produces unavoid-
able profile-tail ripples because of truncation ef-
fects. To obtain reliable results, these errors have
to be corrected, along with errors of incorrect
background, sampling, and the standard specimen

From the convolution integral, it follows easily that

AhC =AC +,ffc (7)

for Cauchy profiles, and

a2 = I3 2 + 2 (8)

for Gauss profiles. However, the observed x-ray
diffraction line profiles can not be well represented
with a simple Cauchy or Gauss function [24, 37].
But they are almost pure Cauchy at highest angles
because the dominant cause of broadening be-
comes the spectral distribution in radiation [24].
Different geometrical aberrations of the instru-
ment are difficult to describe with simple analytical
functions. In the case of closely Gaussian broaden-
ing of y, following Eq. (3), the instrumental line
profile can be best described by a convolution of
Cauchy and Gauss functions, which is the Voigt
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function. Experience shows that the Voigt function
[38] (or its approximations, pseudo-Voigt [39, 40]
and Pearson-VII [41, 42]) fits very well the ob-
served peak profiles [25, 43, 37]. The Voigt func-
tion is usually represented following Langford [25]

I(x)=I(0) (L) Re [erfi (2pG + ik)]. (9)

Here, the complex error function is defined as

erfi(z)=exp(-z2 ) [1-erf(-Lz)]. (10)

Its evaluation can be accomplished using Sundius.
[44] or Armstrong [45] algorithms with eight-digit
accuracy. Useful information about the Voigt func-
tion can be found in papers of Kielkopf [46], As-
thana and Kiefer [47], and de Vreede et al. [48].
Figure 2 presents a Voigt function for different val-
ues of Cauchy and Gauss integral breadths.

Fig. 2. Voigt functions for different values of Cai
Gauss integral breadths. Adapted from Howard and Pr

Integral breadth of the Voigt function is ex]
through its constituent integral breadths [4'

A Gexp( -k 2 )
erfc(k)

Here, erfc denotes the complementary errc
tion.

Because convolution of two Voigt func
also a Voigt function, integral breadths an
separable conforming to Eqs. (7) and (8).

2.1.2 Separation of Size and Strain Brog
After removing the instrumental broadenir
the observed line profile, it is possible to
the pure-specimen (physically) broadened li
file, to consider the origins and amount of
ening.

In 1918 Scherrer [50] recognized that
ing the crystal into domains smaller than - ]

easI'ly

idening
ig from
analyze
ne pro-
broad-

break-
1000 A

causes diffraction-line broadening

(D),= cKA
13(20) cos0 '

(12)

The constant K depends on the crystallite shape
[51,52,53,54,55,56], but generally is close to unity.
The main characteristic of size broadening is that it
is independent of the reflection order, that is, inde-
pendent of diffraction angle.

Most of the work on x-ray diffraction line broad-
ening was done on metals and alloys. It is widely
accepted that plastic deformation in metals pro-
duces dislocation arrays, which divide crystallites
into much smaller incoherently scattering domains.
These dislocations produce strains within the do-
mains, causing strain broadening. It was elaborated
in Sec. 1.2 that any lattice imperfection (vacancies,
interstitials, and substitutions) would broaden the
diffraction peaks. These effects would be inter-
preted in the frame of this theory as a strain broad-
ening, too. Stokes and Wilson [57] defined
"apparent strain" as

71 =,6(20) cot0. (13)

Strain broadening is angle dependent. Therefore,
the angle dependence of the line broadening gives
a possibility to distinguish between contributions of
size and strain. However, when we speak of size

. 20 and strain broadening, they may include other con-
28.3 tributions. For instance, stacking faults and twins

will contribute to broadening similar to size effects.
uchy and
eston [4]. Warren-Averbach Method This method was devel-

oped originally for plastically deformed metals, but
pressed since its introduction [58, 22] it found successful

application to many other materials. The method is
extensively described in Warren's publications [59,

(11) 60]. Each domain is represented by columns of
cells along the a3 direction [61] (see Fig. 3). The
crystal has orthorhombic axes with the direction a3

or func- normal to the diffracting planes (001). The experi-

Lions is mentally observable diffraction power may be ex-
pressed as a Fourier series

I(20)= sin 20 5 A. exp(2min a3s).
sn'O.- . (14)

Here, experimentally measurable coefficients An
are

(15)
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these distributions are usually sufficiently symmet-
rical [57]. Now, Eq. (16) can be approximated as

In3

a3

a,

Fig. 3. Representation of the crystal in
cells along the a3 direction [59].

InA (L) = InA s(L ) - (27r&(e2 (L))L 2/d2 ). (20)

Warren and Averbach [22] derived this relation-
ship in a similar way. It separates size and strain
contributions to the broadening, and allows for
their simultaneous evaluation.

If the size coefficients are obtained by applica-
tions of Eq. (20) , it is possible to evaluate the aver-
age surface-weighted domain size and the
surface-weighted column-length distribution func-
tion [59]:

terms of columns of

dA s(L) _ 1
(dL LO (D). '

p5(L) X dL4 (2L -

(21)

(22)

The A. coefficients are the product of two terms.
The first term depends only on the column length
(size coefficient); the second depends only on dis-
tortion in domains (distortion coefficient):

A. =A,'A2. (16)

AnS.= (N) ;An =(exp(27TilZ.)). (17)
(7D)

It is more convenient to express the distortion coef-
ficient in terms of the strain component. If L =na3

is the undistorted distance between a pair of cells
along direction a3, and distortion changes distance
by AL =a 3Z., the component of strain in the a3
direction (orthogonal to reflecting planes) aver-
aged over distance L can be defined as (L) = A (L )/
L. Because a3ll =d, interplanar spacing, the
distortion coefficient can be rewritten

A '(L) = (exp(27TiLe(L)/d)) . (18)

To obtain the strain component, it is necessary to
approximate the exponential term. For not too
large L

(exp(27riLe(L)/d)

=exp( -2,- 2 L2 (e2 (L))Id2 ). (19)

This relationship is exact if the distributions of
e(L) for all L values follow the Gauss function and
is generally true as far as terms in e3 (L) because

Figure 4 shows how (D), can be obtained from
both the size coefficients A s(L) and the column-
length distribution function.

Fig. 4. Surface-weighted domain size is determined: (a) by the
intercept of the initial slope on the L-axis; (b) as a mean value
of the distribution function.

Multiple-Line Integral-Breadth Methods To sepa-
rate size and strain broadening by using integral
breadths, it is necessary to define the functional
form for each effect. In the beginning, size and
strain contributions were described by Cauchy or
Gauss functions. Using Eqs. (12) and (13) on the s
scale, and additive relations for the integral
breadths following Eqs. (7) and (8)

/3 = (D + 2es

= 1 + 4e
2

s
2

13), 

(Cauchy-Cauchy),

(Cauchy-Gauss),

(23)

(24)
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P2=( 1) + 4e2s2 (Gauss-Gauss) . (25)

Here, e = /4 = Ad/d is the upper limit for a strain.
Equation (24) uses the Halder and Wagner [62]
parabolic approximation for the integral breadth of
the Voigt function expressed by Eq. (11)

PC =1 (_ )2* (26)

Experience shows, however, that neither Cauchy
nor Gauss functions can model satisfactorily size or
strain broadening in a general case. Langford [26]
introduced the so-called multiple-line Voigt-func-
tion analysis. Both size-broadened and strain-
broadened profiles are assumed to be Voigt
functions. Using Eqs. (12) and (13), it follows sym-
bolically for Cauchy and Gauss parts that

13c =3sc+ 3DcS; (27)

COG=1PG +PiDGS2. (28)

This approach disagrees with the Warren-
Averbach analysis, that is, the two methods give
different results (see Sec. 4.4) [63, 64].

Single-Line Methods There are cases where only
the first order of reflection is available or higher-
order reflections are severely suppressed (ex-
tremely deformed materials, multiphase com-
posites, catalysts, and oriented thin films). Many
methods exist to separate size and strain broaden-
ing from only one diffraction peak. However, it was
stated in Sec. 2.1.2 that the different size and strain
broadening angle dependence is a basis for their
separation; hence, using only one diffraction line
introduces a contradiction. Consequently, single-
line methods should be used only when no other
option exists. The single-line methods can be di-
vided in two main parts: Fourier-space and real-
space methods. Fourier-space methods are based
on the Warren-Averbach separation of size and
strain broadening following Eq. (20). The func-
tional form of (E2 (L)) is assumed either to be con-
stant [65,66,67,68], or assumed to depend on L as
(e 2(L))=cIL [69,70,71,72]. Then, Eq. (20) can be
fitted to few points of A (L) for the small averaging
distance L, to obtain size and strain parameters.
All Fourier-space methods have the serious prob-

lem that the Fourier coefficients A (L) are usually
uncertain for small L, because of the so-called
"hook" effect [60] (see Sec. 4.2). Zocchi [73] sug-
gested that fitting the straight line through the first
derivatives of the Fourier coefficients, instead of
through the coefficients themselves, would solve
the "hook"-effect problem.

All real-space methods [74,75,76] are based on
the assumption that the Cauchy function deter-
mines size and that the Gauss function gives strain.
The most widely used method of de Keijser et al.
[76] gives size and strain parameters from Cauchy
and Gauss parts of the Voigt function, respectively:

(D) = )r ;

e =P.
2s

2.2 Diffraction-Line-Broadening
Superconductors

(29)

(30)

Analysis of

In this field, very few studies exist. Williams et
al. [77] reported isotropic strains in YBa2 Cu3 07-3
powder by the simultaneous Rietveld refinement of
pulsed-neutron and x-ray diffraction data. Using a
GSAS Rietveld refinement program [78], both size
and strain broadening were modeled with the
Gauss functions for the neutron-diffraction data
[79, 80], and with the Cauchy functions for the x-
ray diffraction data (modified method of Thomp-
son, Cox, and Hastings [81]). Interestingly, both
the neutron and x-ray data gave identical values for
the isotropic strain (0.23%) and no size broaden-
ing. Singh et al. [82] studied internal strains in
YBa2 Cu3 0 7 -_ extruded wires by pulsed-neutron
diffraction. They separated size and strain parame-
ters by means of Eq. (25) (Gauss-Gauss approxi-
mation). Size broadening was found to be
negligible, but (isotropic) microstrains range from
0.05% for the coarse-grained material to 0.3% for
the fine-grained samples. Eatough, Ginley, and
Morosin [83] studied Tl2 Ba2 Ca2Cu3O10 (Tl-2223)
and TI2Ba2CaCu2 08 (Tl-2212) superconducting thin
films by x-ray diffraction. Using the Gauss-Gauss
approximation, they found strains of 0.14-0.18% in
both phases, and domain sizes of 1200-1400 A for
Tl-2212, but 500 A for TI-2223.

We are aware of only two more unpublished
studies [84, 85] involving size-strain analysis in
high-Tv superconductors. The probable reason is
that any analysis is very difficult because of weak
line broadening and overlapping reflections. This
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precludes application of reliable analysis, such as
the Stokes deconvolution method with the Warren-
Averbach analysis of the broadening. Instead, sim-
ple integral-breadth methods are used, which gives
generally different results for each approach.
Moreover, for x-ray diffraction broadening, appli-
cation of the Gauss-Gauss approximation does not
have any theoretical merit, although reasonable
values, especially of domain sizes, may be obtained
[86]. We showed [87,88,89] that reliable diffrac-
tion-line-broadening analysis of superconductors
can be accomplished and valuable information
about anisotropic strains and incoherently diffract-
ing domain sizes obtained.

3. Experiment

3.1 Materials

The materials used for this study were tungsten
and silver commercially available powders with
nominal grain sizes 4-12 lum, La2-..Sr.CuO 4(x =0,
0.06, 0.15, 0.24) powders, Lai85sMO.1sCuO4(M =Ca,

Ba) powders, Bi2Sr2 CaCu2O8 (Bi-2212) sinter,
(BiPb)2 Sr2Ca2 Cu3 O0o(Bi,Pb-2223) sinter, and
(BiPb)2 (SrMg)2(BaCa)2Cu30,0 (Bi,Pb,Mg,Ba-2223)
sinter.

Powders with nominal compositions
La2-. Sr.CuO 4(x =0, 0.06, 0.15, 0.24) and
La.8sM0o.5CuO4(M=Ca, Ba) were prepared at the
National Institute of Standards and Technology,
Boulder, Colorado, by A. Roshko, using a freeze-
drying acetate process [90]. Acetates of the various
cations were assayed by mass by calcining to the
corresponding oxide or carbonate. The appropriate
masses of the acetates for the desired compositions
were dissolved in deionized water. The acetate so-
lutions were then sprayed through a fine nozzle
into liquid nitrogen to preserve the homogeneous
cation distributions. Frozen particles were trans-
ferred to crystallization dishes and dried in a com-
mercial freeze dryer, to a final temperature of
100 0C. After drying, the powders, except the
La1 5sBao.15CuO4 , were calcined in alumina (99.8%)
crucibles at 675 0C for 1 h in a box furnace with the
door slightly open to increase ventilation. Because
BaCO3 is difficult to decompose, the
Lal.8sBaO.15CuO4 was calcined under a vacuum of 2
Pa at 800 'C for 4 h, then cooled slowly in flowing
oxygen (2 0C/min). The calcined powders were
oxidized in platinum-lined alumina boats in a tube
furnace with flowing oxygen at 700 'C. After 3 h at
700 'C the powders were pushed to a cold end of
the furnace tube where they cooled quickly
(20 'C/s) while still in flowing oxygen.

The cylindrical specimens (23 mm in diameter
and 9 mm thick) of Bi-2212, Bi,Pb-2223, and
Bi,Pb,Mg,Ba-2223 were prepared at the National
Research Institute for Metals, Tsukuba, Japan, by
K Togano [911. Starting oxides and carbonates
were: Pb3O4 , Bi2O3, CuO, SrCO3, MgCO3 , and
BaCO3 . They were calcinated in air at 800 'C for
12 h. Powders were then pressed and sintered in
8% oxygen-92% argon mixture at 835 'C for 83 h.
Specimens were furnace cooled to 750 'C, held for
3 h in flowing oxygen, and then furnace cooled in
oxygen to room temperature.

3.1.1 Preparation of Specimens for X-ray
Diffraction The bulk specimens were surface
polished, if necessary, and mounted in specimen
holders. Coarse-grained powders of La2-SrXCuO 4
(x =0, 0.06, 0.15, 0.24) and Lal.8 5MO.15CuO 4

(M = Ca, Ba) were ground with a mortar and pestle
in toluene and passed through a 635-mesh sieve
(20-pim nominal opening size). Silver and tungsten
powders were dry ground with a mortar and pestle.
All powders were mixed with about 30% silicone
grease and loaded into rectangular cavities or slur-
ried with amyl acetate on a zero-background quartz
substrate.

3.2 Measurements

X-ray-diffraction data were collected using a
standard two-circle powder goniometer in Bragg-
Brentano parafocusing geometry [92, 93] (see
Fig. 5). A flat sample is irradiated at some angle
incident to its surface, and diffraction occurs only
from crystallographic planes parallel to the speci-
men surface. The goniometer had a vertical
0-20 axis and 22 cm radius. CuKa radiation, ex-
cited at 45 kV and 40 mA, was collimated with
Soller slits [94] and a 2 mm divergence slit. Soller
slits in the diffracted beam, 0.2 mm receiving slit
and Ge solid-state detector were used in a step-
scanning mode (0.01°/10 s for a standard specimen,
0.02°-0.05°/30-80 s for other specimens, depending
on the amount of broadening).

3.3 Data Analysis

The diffractometer was controlled by a com-
puter, and all measurements were stored on hard
disc. Data were transferred to a personal computer
for processing.

We used computer programs for most calcula-
tions. X-ray diffraction patterns were fitted with
the program SHADOW [95]. This program allows
a choice of the fitting function and gives refined
positions of the peak maximums, intensities, and
function-dependent parameters. It also has the
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'Focus

Fig. 5. Optical arrangement of an x-ray diffractometer.
Adapted from KMug and Alexander [24].

ability to convolute the predefined instrumental
profile with the specimen function to match the ob-
served pattern. Choice of the specimen function in-
cludes Gauss and Cauchy functions. We added the
ability to model the specimen broadening with an
exact Voigt function and implemented SHADOW
on a personal computer. In the fitting procedure,
for every peak in the pattern, the program first gen-
erates the instrumental profile at the required dif-
fraction angle. The instrumental profile is deter-
mined from prior measurements on a well-annealed
standard specimen (see Sec. 5.1 ). Then it assumes
parameters of the specimen profile. For an exact
Voigt function, parameters are peak position, peak
intensity, and Cauchy and Gauss integral breadths
of the Voigt function. By convoluting the instru-
mental profile with the specimen profile, and
adding a background, the calculated pattern is ob-
tained [Eq. (2)]. Parameters of the specimen profile
are varied until the weighted least-squares error of
calculated and observed patterns Eq. (59), reaches
a minimum. This process avoids the unstable Stokes
deconvolution method. It is possible that the refine-
ment algorithm is being trapped in a false minimum
[96], but it can be corrected by constraining some
parameters. Refined parameters of the pure-speci-
men profile are input for the size-strain analysis of
the broadening. A program for this analysis was
written in Fortran.

Lattice parameters of powder specimens were
calculated by the program NBS*LSQ85, based on
the method of Appleman and Evans [97]. A pro-
gram in Fortran was written to apply corrections to
observed peak maximums by using NIST standard
reference material 660 LaB6 as an external stan-

dard. Lattice parameters of bulk specimens were
determined by the Fortran program, which uses a
modified Cohen's method [98,99,100] to correct for
systematic diffractometer errors. Lattice parame-
ters were also calculated by the Rietveld refinement
programs GSAS [78] and DBW3.2S [101, 102].

4. Methodology

When instrumental and specimen contributions
to the observed line profile must be modeled sepa-
rately, adopting a specimen function is a critical
step. Yau and Howard [103, 104] used Cauchy, and
Enzo et al. [105] pseudo-Voigt functions. Benedetti,
Fagherazzi, Enzo, and Battagliarin [106] showed
that modeling the specimen function with the
pseudo-Voigt function gives results comparable to
those of the Stokes deconvolution method when
combined with the Warren-Averbach analysis of
Fourier coefficients. De Keijser, Mittemeijer, and
Rozendaal [107] analytically derived domain sizes
and root-mean-square strains for small averaging
distance L in the case of the Voigt and related func-
tions.

The aim here is to study more thoroughly the
consequences of assumed Voigt specimen function
on the size-strain analysis of the Fourier coeffi-
cients of the broadened peaks. It is shown that some
experimentally observed interrelations between
derived parameters (particularly volume-weighted
and surface-weighted domain sizes) and their be-
havior (the "hook" effect and dependence of mean-
square strains on the averaging distance) can be
explained by this simple assumption. Moreover, the
discrepancy between the integral-breadth methods
and Warren-Averbach analysis results from differ-
ent approximations for the strain broadening and
the background experimental errors.

4.1 Separation of Size and Strain Broadenings

The normalized Fourier transform of a Voigt
function is easily computable [46]:

An = exp [- 2n L(2G0) I -rn 2 X(20 1
L o-(20) oa2(2 0) I

(31)

It is convenient to express Fourier coefficients in
terms of distance L, by immediately making the ap-
proximation A(20) = AAs/cos Oo:

A (L) = exp[ - 2L TIc -rL 2 32]. (32)
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Equation (32) is a good approximation even for
large specimen broadening. Even for a profile span
of A (20) = 80°, the error made by replacing this in-
terval by an adequate A (sinO ) range is 2%. How-
ever, strictly speaking, the profile will be asym-
metrical in reciprocal space, and Fourier-interval
limits will not correspond to the 20, and 202 peak-
cutoff values in real space. It is important to keep
Fourier interval limits identical for all multiple-or-
der reflections; otherwise serious errors in the sub-
sequent analysis will occur [108]. If higher accuracy
for a considerable broadening is desired, profile fit-
ting can be accomplished in terms of the recipro-
cal-space variable s, instead of in a real 20 space.

Assuming that only the Cauchy function deter-
mines domain size [As(L)=exp(-L/(D),)] and
only the Gauss function gives root-mean-square
strain (RMSS) [A D(L) = exp( -27r-2L2(e2)/d2 )], Eq.
(32) leads to the Warren-Averbach [Eq. (20)] for
the separation of size and strain contribution [62].
Experience shows that Cauchy and Gauss functions
can not satisfactory model specimen broadening.
Balzar and Ledbetter [64] postulate that the speci-
men function includes contributions of size and
strain effects, both approximated with the Voigt
functions. Because the convolution of two Voigt
functions is also a Voigt function, Cauchy and
Gauss integral breadths of the specimen profile are
easily separable:

To obtain size and distortion coefficients, at least
two reflections from the same crystallographic-
plane family must be available.

4.2 Size Coefficient

Surface-weighted domain size is calculated from
the size coefficients following Eq. (21). From Eq.
(35) we obtain

(D). = 2 p (37)

Therefore, surface-weighted domain size depends
only on the Cauchy part of the size-integral
breadth.

The second derivative of the size coefficients is
proportional to the surface-weighted column-length
distribution function, Eq. (22). The volume-
weighted column-length distribution function fol-
lows similarly [111]:

d2 AA(L)
p,,(L) x LdL 2 (38)

By differentiating Eq. (35) twice, we obtain

d2A = [(2srLf) + 

3C= PSC + )3DC;

P2 =pS + p2G-

(33)

(34)

Langford [26] separated the contributions from
size and strain broadening in a similar way. (See
Eqs. (27) and (28).) Note, however, that Eqs. (33)
and (34) do not define size and strain angular or-
der-dependence.

Because Fourier coefficients are a product of a
size and a distortion coefficient, from Eqs. (32),
(33), and (34), we can obtain the separation of size
and strain contributions to the pure specimen
broadening:

As(L)=exp(-2LfBsc- irL2 3sc); (35)

A D(L)= exp( - 2L PDC - TrL 2 DG) (36)

Wang, Lee, and Lee [109] modeled the distortion
coefficient, and Selivanov and Smislov [110] mod-
eled the size coefficient in the same way.

27TOSG A S(L) . (39)

Because the column-length distribution function
should always be positive [59], the Cauchy part must
dominate. Inspection of Eq. (39) shows that for
small L we must require

Psc 2 12/ PSG - (40)

Otherwise, the "hook" effect will occur in the plot
of size coefficients A S(L) versus L, that is, the plot
will be concave downward for small L (Fig. 6). The
"hook" effect is usually attributed to experimental
errors connected with the truncation of the line
profiles, and consequently overestimation of
background [59]. This is a widely encountered prob-
lem in the Fourier analysis of line broadening. It
results in overestimation of effective domain sizes
and underestimation of the RMSS [36]. Some
authors [106] claim that the preset specimen-
broadening function eliminates the "hook" effect.
However, Eq. (39) shows that, effectively, too high
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Integrals of this type can be evaluated analytically
[114]:

xexp(-bx'-cx)dx = ( 1)m r
f Tb-a 

[exp (C erfc ( c )] . (42)

Surface-weighted domain size (D), must be equal
to the value obtained from Eq. (37). The volume-
weighted domain size follows:

(D), = exp(k2 erfc(k) = 1 (43)

Using Eqs. (37) and (43), we can evaluate the ratio
of domain sizes:

(DX = 2/7Vrkexp(k2)erfc(k).(D), (44)

L (A)

Fig. 6. (upper) The "hook" effect of the size coefficients As
(full line) at small L; (lower) it causes negative values (set to
zero) of the column-length distribution functions.

background causes underestimation of the Cauchy
content of the Voigt function, because the long
tails are truncated prematurely. It has to be men-
tioned that Wilkens [112] proposed tilted small-an-
gle boundaries to be the source of the "hook"
effect. Liu and Wang [113] defined a minimum
particle size present in a specimen, depending on
the size of the "hook" effect. Figure 6 shows that
negative values of the column-length distribution
functions (set to zero), do not affect the shape, but
shift the entire distribution toward larger L values.

Note also that the surface-weighted column-
length distribution function p,(L) will usually have
a maximum at L = 0; but for the particular ratio of
integral breadths, determined by Eq. (40), it can be
zero. The volume-weighted column-length distribu-
tion function pV(L) will always have a maximum for
L •0.

If the column-length distribution functions are
known, it is possible to evaluate mean values of
respective distributions:

J Lp 5,,(L)dL

(ps = ,X,
fPs~v(L) dL

Theoretically, k can change from zero to infinity.
However, the minimum value of k is determined by
Eq. (40):

1/A/2 • k < x . (45)

Hence, the ratio of domain sizes can change in a
limited range (see also Fig. 7):

1.31 -\/27re erfc ( -2 ) (D)<

An

V

A

V

(
-l o-, lo-2 lo-1 100 l01 102

(46)

k

Fig. 7. The ratio of volume-weighted and surface-weighted
domain sizes as a function of the characteristic ratio of Cauchy
and Gauss integral breadths k.

(41)
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It may be noted that most experiments give the
ratio (D)v/(D), in this range (see for instance re-
view by Klug and Alexander [24]). When k goes to
infinity the size broadening is given only by the
Cauchy component and (D), = 2(D),. This is a case
of pure Cauchy size broadening, described by
Halder and Wagner [62] and de Keijser, Mittemei-
jer and Rozendaal [107]. It is possible to imagine a
more complicated column-length distribution func-
tion [27] than Eq. (39), which would allow even
larger differences between surface-weighted and
volume-weighted domain sizes. However, we are
not aware of any study reporting a difference larger
than 100%.

4.3 Distortion Coefficient

In Sec. 2.1.2 it was shown that the distortion co-
efficient can be approximated by the exponential

A D(L ) = exp( - 27r's2L 2(e2(L ))). (47)

Comparing with Eq. (36), we can write

1 L ') 1 DG + PDC 1 - (48)
(e( ) 2 (271r 72 L ) (48

Therefore, mean-square strains (MSS) decrease
linearly with averaging distance L. This behavior is
usually observed in the Warren-Averbach analysis.
Rothman and Cohen [115] showed that such be-
havior would be expected of strains around disloca-
tions. Adler and Houska [116], Houska and Smith
[117], and Rao and Houska [118] demonstrated for
a number of materials that MSS can be repre-
sented by a sum of two terms, given by Cauchy and
Gauss strain-broadened profiles.

However, for 1Dc=0, the MSS are independent
of L:

(6 2)1n= I3DG(2 0) cot 0 = 2 e,
2-\/ -7 -\2-7r

(49)

where the upper limit of strain e is defined as 77/4
(see Sec. 2.1.2). This is a limiting case of pure-
Gauss strain broadening, described by de Keijser,
Mittemeijer and Rozendaal [107].

4.4 Discussion

To calculate domain sizes and strain, it is neces-
sary to define size and distortion integral-breadths
angular order-dependence. From Eq. (43) it fol-
lows that the domain size (D ), is always indepen-
dent of the order of reflection:

Psc = const.; j3sG = const. (50)

However, from Eq. (48) we find

a = const.; a = const.S2 £ (51)

An important consequence is that "apparent
strain" 7 will be independent of angle of reflection
only in the case of pure-Gauss strain broadening
because PDc and GDG depend differently on the dif-
fraction angle. If we compare Eq. (51) with the
multiple-line Voigt-function analysis [26], given by
Eqs. (27) and (28), it is evident that they disagree.
Therefore, recombination of constituent integral
breadths ODc and PDG to Voigt strain-broadened in-
tegral breadth plD and the subsequent application
of Eq. (49) to calculate strain [26, 119] will concur
with the Fourier methods if strain broadening is
entirely Gaussian and for the asymptotic value of
MSS ((&E( - ))). However, neither volume-weighted
domain sizes (D), will agree, although they are de-
fined identically in both approaches, because size-
broadened and strain-broadened integral breadths
are dependent variables.

If at least two orders of reflection (I and I + 1) of
the same plane (hkl) are available, using Eqs. (50)
and (51) we can solve Eqs. (33) and (34):

sT(l + 1) c() -s2 (1)c(l + 1)AC = ~ s 2 (1 + 1) -S 2 (l)23c (I (I +) 1)&1

132 S(1 + 1) f(l) s2 (l)f3G(l + 1)
135 - s2(l + 1) -S2(1)

P =DC S2(l + 1) -S2(l) [C(1+1)-PC(1)

(52)

(53)

(54)

2G= S2(j )-s()[ (I + 1) -. G(l)] * (55)OD 0£2(l1+1)_-S
2 (l) [

If we substitute these expressions into Eqs. (35)
and (36), we see that this approach leads exactly to
the Warren-Averbach Eq. (20) for two orders of
reflections. This is expected because the distortion
coefficient is approximated with the exponential
(47)]. Delhez, de Keijser, and Mittemeijer [23] ar-
gued that, instead of Eq. (20), the following rela-
tion would be more accurate:

(56)
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These two approximations differ with fol
terms in the power-series expansion. Ir
this approach, Eq. (48) has to be rewritt,

I - eXP(- 2LIDC- 7r'PDC3,)(e(L )) = 2v 2 L 2

This means that even if the strain-broad
file is given entirely by the Gauss fun
MSS depend on distance L (see Fig. 8). ]
proximation no simple relation for the
integral-breadths angular order-dependei
For not so large L, however, Eq. (51) 1
approximations from Eqs. (20) and (56) c
fer much (see Fig. 8).

1500

A

V

94
no

A

V
3

0 0" 300 600

1/L (A 1 )x 103

I~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

I ,

I - Warren- Averbach approxir

II : - --- Dethez de Keijser. and

II Minemeijer approximation

0
0 150 3

1/L (Al ) x 103

Fig. 8. Mean-square strains (e 2 (L)) for two appro3
the distortion coefficient: (upper) Voigt strain 1
(lower) pure-Gauss strain broadening.

Generally, it was shown that in the si:
ened profile the Cauchy part must domi
similar requirement for the strain-broade
file exists. However, experience favors the
tion that it has to be more of Gauss-t
Warren-Averbach approach is exact if stra
ening is purely Gaussian, so Eqs. (20) anc

urth-order better approximations as strain profile is closer to
terms of the Gauss function. In any case, both approaches,

en: given by Eqs. (20) and (56), are good up to the
third power in strain, and the Warren-Averbach

57) relation [Eq. (20)] does not assume that MSS are
* (57) independent of distance L [27]; it also represents a

harmonic approximation.
ened pro- If at least two orders of reflection from the same
ction, the plane (hkl) are available, we can use Eqs. (52),
In this ap- (53), (54), and (55) to calculate size-related and
distortion strain-related integral breadths. Subsequent appli-
nce exists. cation of Eqs. (37), (43), and (48) gives directly
iolds, and domain sizes (D), and (D)v, and mean-square
lo not dif- strains (e2 (L)). This approach is more straightfor-

ward and much simpler than the original Warren-
Averbach analysis. Great care should be given to
the possible systematic errors. The easiest way to
observe the "hook" effect is to plot column-length
distribution functions as a function of averaging
distance L . If they show negative values for small L
(see Fig. 6), all derived parameters will be in error.
This is because (i) only the positive values of the
column-length distribution functions are numeri-
cally integrated or (ii) the intercept on the L-axis
of the linear portion of the As vs L curve is taken
(see Fig. 4), always larger values of domain sizes
will be obtained than by the application of Eqs.
(37) and (43). Therefore, we conclude that the dis-
crepancy between integral-breadth and Fourier
methods is always present by the appearance of the
"hook" effect in the As vs L curve. An analogous
discrepancy exists between integral-breadth and
variance methods [119]. In such cases, correction
methods for truncation can be applied [35, 119,
1201, but the best procedure is to repeat the pat-
tern fitting with the correct background.

nation In the Fourier analysis it is usually observed that
the mean-square strains diverge as the averaging
distance L approaches zero. This also follows from
Eqs. (48) and (57). However, because the MSS de-

00 pendence on distance L is not defined in Warren-
Averbach analysis, it was suggested [27, 107, 121]
that local strain can be obtained by taking the sec-

dmations of ond derivative of the distortion coefficient, or by a
broadening; Taylor-series expansion of local strain. Therefore,

we obtain from Eq. (36):

ze-broad-
inate. No
.ned pro-
assump-

ype. The
in broad-
1 (48) are

1 (' 3
2 13?o C

(58)

It is evident that this relation is wrong. It holds
only for a special case of pure-Gauss strain-broad-
ened profile, when the MSS are equal for any L.
Otherwise, if the Cauchy function contributes to
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strain broadening, all derivatives of strain in L = 0
are infinite, and local strain can not be defined. If
the main origin of strains is dislocations [115],
strains are defined after some distance from the
dislocation (cutoff radius) to be finite. Averaging
strains over a region smaller than the Burgers
vector is probably not justified. For instance, Eq.
(48) gives, even for a small averaging distance,
L = 1 A, and considerable strain broadening
(19oG(20) =.8Dc(2 0) = 10) root-mean-square strain
(W2(L = 1 A))'n -0.2, that is, about the elastic limit.

4.5 Random Errors of Derived Parameters

Errors in size and strain analysis of broadened
peaks are relatively difficult to evaluate. Following
Langford [26], sources of the systematic errors in-
clude choice of standard specimen, background,.
and type of analytical function used to describe the
line profiles. The first two errors should be mini-
mized in the experimental procedure. Errors
caused by inadequate choice of specimen function
would systematically affect all derived results, but
they can not be evaluated. Random errors caused
by counting statistics have been computed by
Wilson [122, 123, 124] and applied to the Stokes
deconvolution method by Delhez, de Keijser, and
Mittemeijer [23], as well as by Langford [26] and
de Keijser et al. [76] using single-line Voigt-func-
tion analysis. Nevertheless, the approximate error
magnitude can be calculated from estimated stan-
dard deviations (e.s.d.) of the parameters refined
in the fitting procedure. In the program
SHADOW, the weighted least-squares error is
minimized:

R~ = RES (59)

> wIV (obs)
i-l1

Here
m

RES = wI [Ii (obs) - Ii (cal)]2

i-1
(60)

and weights are the reciprocal variances of the ob-
servations:

wi = 111i (obs) . (61)

Each line profile has four parameters varied inde-
pendently: position, intensity, and Cauchy and
Gauss integral breadths of the Voigt profile. In
least-squares refinement, e.s.d.'s are computed as

(62)

Here bii are diagonal elements of the inverse matrix
of the equation coefficients, m is the number of
observations, and m' is the number of refined
parameters. The main source of errors is integral
breadths. Errors in peak position, peak intensity,
and background are much smaller and can be ne-
glected in this simple approach. For two indepen-
dent variables, PG and fic, covariance vanishes, and
from Eqs. (37) and (38), for the two orders of re-
flection, I and I + 1, it follows that

s 4(1 + 1)I3c(I)R2(,Bc(l))+s4(1)f33(I + 1)R2(/3c(1 + l))
[s2(1 + 1)pk(I) _s2(1)I0c(1 + 1)]2

(63)

f3c(l)R2 (Pc(l)) + N(I + 1)R2 (pC(l + 1))

{2[Ic(l + 1)-13c(l)] + 7rL [f3(1 + 1) - RG(1)]}

y2 L 2 [f()R 2( 0G(l)) + jg3(l + 1)R2 (f 6G(I + 1))]

{2[/3c(l + 1) 1c(l) + TTL [f(l + 1) - j8( 6)]}2 -

(65)

Here R(x) are "relative standard deviations." The
error in (D), would be complicated to evaluate, but
because 1.31(D),s(D),<2(D),, Eq. (63) gives a
good estimation for the error in (D)v as well. Alter-
natively, to see how errors depend on the Fourier
coefficients, errors can be estimated from the
Warren-Averbach relationship [Eq. (20)] (86).
From Eq. (32) it follows that

R2 (A (L)) = 4r'L 4fl(s)R 2 (9G(20)) +

4L 2pC(s )R 2(Pc(20)). (66)

Errors in root-mean-square strains and domain
sizes are

; ~~~~~R'((.E'(L))") =

R2 (A (L, 1)) +R2 (A (L, I + 1))

41n (L,l 1)
4(L,1 + 1)

(67)
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R((D)) ( -A s(L))

s4(I + 1)R2(A (Lj)) +s4(1)R2(A (Ll + 1)) 68
[S2(l + 1) S2(1)]2 (6)

Here, (D), is approximately defined with
A5(L) = 1-L/(D),. Errors in Fourier coefficients
increase with L, while factors in Eqs. (67) and (68)
lower the errors for large L. In general, errors of
domain sizes and strains are of the same order of
magnitude as errors of integral breadths [86].

5. Application

5.1 Correction for Instrumental Broadening

Before specimen broadening is analyzed, instru-
mental broadening must be determined. This is ac-
complished by carefully measuring diffraction
peaks of some well-annealed "defect-free" speci-
men. It is then assumed that its broadening may be
attributed only to the instrument. The usual proce-
dure is to anneal the specimen. However, in some
instances that is not possible, because either the
material undergoes an irreversible phase transition
on annealing, or the number of defects can not be
successfully decreased by annealing. Another pos-
sibility is to measure the whole diffraction pattern
of the material showing the minimal line broaden-
ing, and then to synthesize the instrumental profile
at the needed diffraction angle. This approach re-
quires the modeling of the angle dependence of the
instrumental (standard) parameters. Cagliotti, Pao-
letti, and Ricci [125] proposed the following func-
tion to describe the variation of the full width at
the half maximum of profile with the diffraction
angle:

This function may better model the increased axial
divergency at low angles and correct for the speci-
men transparency [129]. However, contrary to the
requirement on the specimen function, most im-
portant for the instrumental function is to correctly
describe the angular variation of parameters, re-
gardless of its theoretical foundation.

When specimen broadening is modeled with a
Voigt function, the simplest way to correct for the
instrumental broadening is by fitting the line pro-
files with the Voigt function, too. Cauchy and
Gauss integral breadths of the specimen-broad-
ened profile are then easily computable by Eqs. (7)
and (8). However, because the instrumental broad-
ening is asymmetric [24], modeling with the sym-
metric Voigt function can cause a fictitious error
distribution, resulting in errors of strain up to 35%
[76]. Another approach is to model the instrumen-
tal-broadening angle dependence by fitting the
profile shapes of a standard specimen with some
asymmetrical function; split-Pearson-VII [95] or
pseudo-Voigt convoluted with the exponential
function [105]. The instrumental function can then
be synthesized at any desired angle of diffraction
and convoluted with the assumed specimen func-
tion to match the observed profile by means of Eq.
(2).

In the program SHADOW, instrumental para-
meters are determined by fitting the split-Pearson
VII function (see Fig. 9) to line profiles of a
standard specimen:

I(x)=I(0) )

with

C = . F(m),v-r I(m - 1/2) -

(71)

(72)

FWHM2 (2 0) = Utan2 0 + Vtan 0 + W. (69)

Although this function was derived for neutron dif-
fraction, it was confirmed to work well also in x-ray
diffraction case [126, 127]. A more appropriate
function for the x-ray angle-dispersive powder dif-
fractometer, based on theoretically predicted er-
rors of some instrumental parameters [128] may be
the following [129]:

FWHM2 (2 0) = W + Vsin2 2 0 +

Utan2 O+ U'cot 2 o. (70)

Here, m = 1 or m = X yields a Cauchy or Gauss
function, respectively. Refined full widths at half
maximum (FWHM) and shape factors m for both
low-angle and high-angle sides of the profiles are
fitted with second-order polynomials. To fit the
FWHM, we used Eq. (69), and for the shape fac-
tors

m (20) = U'(20) 2+V'(20) + W'. (73)

The resulting coefficients U, V, W, U', V', and W'
permit synthesis of the asymmetrical instrumental
line profile at any desired angle.
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Fig. 9. A split-Pearson VII profile. The two half profiles have
same peak position and intensity. Adapted from Howard and
Preston [4].

The basic requirement on the standard specimen
is, however, to show as small a line broadening as
possible. To minimize-physical contributions to the
line broadening of the standard specimen, a few
moments were emphasized as follows. Because dif-
fraction-line width depends strongly on degree of
annealing, it is preferable to use some reference
powder-diffraction standard. Furthermore, asym-
metry in the peak profiles is introduced by axial
divergence of the beam, flat specimen surface, and
specimen transparency [24]. Choosing a standard
specimen with low absorption coefficient would
cause transparency effects to dominate. If the stud-
ied specimen has a large absorption coefficient
(compared to the standard), this might produce a
fictitious size contribution and errors in micro-
strains. All of the specimens studied have absorp-
tion coefficients exceeding 1000 cm-', so a NIST
standard reference material 660 LaB6 was chosen
to model the instrumental broadening (pu = 1098
cm-'). According to Fawcett et al. [130], LaB6
showed the narrowest lines of all studied com-
pounds. Furthermore, LaB6 has a primitive cubic
structure (space group Pm3m) resulting in rela-
tively large number of peaks equally distributed
over 20. This allows for better characterization and
lower errors of FWHMs and shape factors of split-
Pearson VII functions (Fig. 10).

5.2 Applicability of the Method

To study the applicability of method described in
Sec. 4, we first studied simple cubic-structure mate-
rials such as silver and tungsten. Tungsten has very
narrow line profiles, allowing us to obtain the up-
per limit of domain sizes that can be studied. Silver
is easily deformed, which provides a possibility to
apply the method to broad line profiles. To test the

2 (3 (deg)

~I 
,..

Iri
EH

00-4

tan E3

Fig. 10. Refined FWHMs and shape factors (exponents) m for
low-angle and high-angle sides of LaB6 line profiles. Second-
order polynomials were fitted through points.

case of relatively complicated patterns and weak
line broadening, the method was also applied to
La1.sSroj.5CuO4 and La2 CuO 4 powders. In this sec-
tion only the mechanical aspects of the line broad-
ening are discussed. Discussion about the origins of
broadening of superconductors can be found in
Sec. 6.

5.2.1 Silver and Tungsten Powders Figure 11
shows observed and refined peaks of tungsten un-
treated and silver ground powders. In Table 2 are
listed results of fitted pure-specimen Voigt profiles
for silver and tungsten specimens; Table 3 and
Fig. 12 give results of the line-broadening analysis.
Untreated tungsten powder shows relatively weak
broadening. Instrumental profile FWHMs at angle
positions of (110) and (220) tungsten lines are
0.059° and 0.081°, respectively, close to values mea-
sured for tungsten: 0.065° and 0.1000. Results in
Table 3 reveal that small broadening is likely
caused by domain sizes, because microstrains have
negligible value. This pushes the limit for measur-
able domain sizes probably up to 4500-5000 A.
However, one must be aware that weak specimen
broadening implies higher uncertainty of all
derived parameters. Moreover, the choice of the
instrumental standard becomes more crucial.

Both silver and tungsten line profiles become
more Cauchy-like after grinding, which probably
increases dislocation density in the crystallites. This
is consistent with the presumption that small
crystallites and incoherently diffracting domains
separated by dislocations within grains affect the
tails of the diffraction-line profiles [60, 115]. Figure
13 illustrates the dependence of MSS on the recip-
rocal of the averaging distance L.
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Fig. 11. Observed points (pluses), refined pattern (full line),
and difference pattern (below): (110) W untreated (upper);
(200) Ag ground (lower).
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Fig. 12. Fourier coefficients for the first- (pluses) and second-
order (crosses) reflection, and size coefficients (circles): [111]
Ag untreated (upper); [100] Ag ground (lower).

Table 2. Parameters of the pure-specimen Voigt function, as obtained from profile-fitting procedure
for tungsten and silver powders

Specimen hkl 206( ) Pc(C) PG(0) FWHM(0 ) Rwp(%)

W untreated 110 40.28 0.0065(7) 0.020(2) 0.021 9.0
220 87.05 0.0301(6) < 10-5 0.019 4.4

W ground 110 40.29 0.100(2) 0.038(4) 0.080 9.0
220 87.05 0.222(3) 0.069(6) 0.166 4.2

Ag untreated 111 38.06 0.056(1) < 10-5 0.036 10.5
222 81.51 0.105(4) 0.0008(21) 0.067 9.7
200 44.25 0.118(2) < 10-5 0.075 10.5
400 97.86 0.274(21) < 10-5 0.175 12.2

Ag ground 111 38.07 0.175(3) 0.038(12) 0.121 9.9
222 81.51 0.410(26) <10-5 0.261 14.5
200 44.24 0.365(10) 0.076(29) 0.250 9.9
400 97.83 1.079(82) < 10-5 0.687 14.5
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Table 3. Microstructural parameters for tungsten and silver powders

Specimen Direction (D).(A) (D)4(A) (e2 (as))112
(2((D)j2))2

W untreated [110] 3200(200) 3500(200) 0.00038 0.00008(2)

W ground [110] 620(20) 1030(30) 0.0023 0.00054(2)

Ag untreated [111] 1000(20) 2000(20) 0.0010 0.00024(1)
[100] 510(20) 1030(20) 0.0022 0.00047(5)

Ag ground [111] 380(20) 650(20) 0.0047 0.00095(7)
[100] 210(10) 350(20) 0.0100 0.00180(14)

11

\0

A
v"

V

0 50 100 150

1/1 A-1) X103

Fig. 13. Mean-square strains (el) as a function of 1/L.

Errors in integral breadths allow estimation of
errors in strain and size parameters (Sec. 4.5), but
in some cases the refinement algorithm gives unre-
liable errors of integral breadths. When a particu-
lar parameter is close to the limiting value (for
instance, 10- degrees has been put as the mini-
mum value for integral breadths), errors become
large. However, in Eqs. (63), (65), (66), (67), and
(68), only the product of integral breadth and ac-
companying error is significant, which is roughly
equal for Cauchy and Gauss parts. Errors of do-
main sizes and strains are of the same order of
magnitude as errors of integral breadths.

The possible source of systematic error is poten-
tial inadequacy of Voigt function to accurately de-
scribe specimen broadening. This effect can not be
evaluated analytically; but it would affect all
derived parameters, especially the column-length
distribution functions. The logical relationship be-
tween values of domain sizes (see Table 3) for dif-
ferent degrees of broadening indicates that
possible systematic errors can not be large.

Equation (41) allows computation of volume-
weighted and surface-weighted average domain
sizes if respective column-length distribution func-
tions can be obtained. Figure 14 gives surface-
weighted and volume-weighted average column-
length distribution functions following Eqs. (39)
and (38). Width of the distribution function deter-
mines the relative difference between (D), and
(D),. The broader the distribution, the larger the
differences, because small crystallites contribute
more to the surface-weighted average. That is
much more evident comparing the surface-
weighted column-length distribution with the vol-
ume-weighted. If they have similar shape and
maximum position, as in Fig. 15, differences are
small. Conversely, if the surface-weighted distribu-
tion function has a sharp maximum toward smaller
sizes, differences are larger (see Fig. 14). The dif-
ference between (D)a and (D)v, and the actual
mean dimension of the crystallites in a particular
direction, also depends strongly on the average
shape of the crystallites [52, 131, 132].

If experimental profiles are deconvoluted by the
Stokes method, even for considerable specimen
broadening, size coefficients As usually oscillate at
larger L values [59, 106], preventing computation
of the column-length distribution function. Few
techniques were used to deal with this problem:
successive convolution unfolding method [32, 133],
smoothing, and iterative methods [134, 135, 136,
137]. Figures 14 and 15 show very smooth column-
length distribution functions. However, they follow
from size coefficients A' that depend on the accu-
racy of the approximation for the distortion coeffi-
cient, given by Eq. (47). Equation (47) is exact if
the strain distribution is Gaussian, but in general
holds only for small harmonic numbers n, if strain
broadening is not negligible.
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1000

bic at room temperature. Both compounds show
slight line broadening and relatively highly overlap-
ping peaks (see Fig. 16), which makes it very diffi-
cult, if not impossible, to perform a Stokes analysis.

C1.

co~

Q

2:1

2:

Fig. 14. Surface-weighted and volume-weighted column-length
distribution functions, normalized on unit area: [111] Ag un-
treated (upper); [100] Ag ground (lower).

L(A 

Fig. 1S. Surface-weighted and volume-weighted column-length
distribution functions for [010] La2 CuO4 , normalized on unit
area.

5.2.2 La2x Sr, CuO4 Powders To test the
applicability of the discussed method to more com-
plicated patterns, two compounds with lower
crystallographic symmetry were studied.
La,.&5Sro.15CuO4 has a tetragonal K2 NiF4 -type struc-
ture, space group 14/mmm. La2 CuO4 is orthorhom-

200-

100 I,

40 42 44

25 20 (deg)

-25 1

Fig. 16. Observed points (pluses), refined pattern (full line),
convoluted profiles (dashed line), and difference plot (below)
for part of La2CuO4 pattern.

Tables 4 and 5 list results from the fitting proce-
dure and the analysis of specimen-broadened inte-
gral breadths. There are no qualitative differences
in results for tungsten and silver powders. How-
ever, average errors are higher, as expected be-
cause of overlapping peaks, while weighted errors
R..p are surprisingly smaller. This fact illustrates the
unreliability of Rwp when only a segment of the pat-
tern is being refined, because it depends on the
number of counts accumulated in points, as well as
on the 20 range of the refinement.

Figures 17 and 18 represent Fourier coefficients
of La1.&5Sro.15CuO4 [110] and La 2CuO 4 [010] direc-
tions. In the second plot, the A s(L )-versus-L plot
shows a concave-downward part near L = 0, the so-
called "hook" effect. It was shown in Sec. 4.2 that
the "hook" effect originates because of underesti-
mation of background, connected with the trunca-
tion of profiles. In the profile refinement, all peaks
separated less than 40 20 have been included in the
refinement region to avoid possible overlapping of
peak tails, and specimen profiles have been trun-
cated below 0.1 % of the maximum intensity. How-
ever, because the polynomial background was
determined prior to profile refinement, it may be
overestimated for complicated patterns containing
many overlapping peaks. If background is refined
with other profile parameters, undesirable correla-
tion with integral breadths occurs.
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Table 4. Parameters of the pure-specimen Voigt function, as obtained from profile-fitting procedure
for La2-XSrXCuO4 powders

Specimen hId 20o(0) Pc(O) Po(0 ) FWHM(0 ) Rp(%)

Lal.85SrO.15CuO4 004 26.95 0.046(4) 0.024(8) 0.042 3.4
006 40.92 0.083(5) < 10-5 0.053 6.2
110 33.52 0.110(5) < 10-5 0.070 12.5
220 70.46 0.171(9) < 10-5 0.109 4.3

La2 CuO4 004 27.13 0.061(8) 0.045(9) 0.067 3.9
006 41.19 0.124(7) < 10-5 0.079 7.7
020 33.16 0.074(10) 0.078(10) 0.102 2.9
040 69.57 0.210(30) 0.026(81) 0.135 2.9
200 33.45 0.074(8) 0.061(10) 0.087 6.9
400 70.28 0.130(10) 0.023(95) 0.089 2.9

Table 5. Microstructural parameters for La1.8 5Sra.15 CuO4 and La2 CuO4 powders

Specimen Direction (D).(A) (D)V(A) (e2
(a 3))'1 (c((D)v2))11

Lal.85SrO.15CuO4 [001] 1700(300) 2000(200) 0.0024 0.00049(9)
[110] 470(20) 940(20) 0.0017 0.00044(6)

La2 CuO4 [001] 1100(100) 1200(100) 0.0038 0.0008(1)
[010] 680(50) 760(50) 0.0033 0.0007(2)
[100] 680(50) 810(50) 0.0016 0.0003(3)

0

C-
VI

cd

Ti

L(A)

Fig. 17. Fourier coefficients for the first- (pluses) and second-
order (crosses) reflection, and size coefficients (circles) for [110]
La1.85SrO.5CuO4.
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Fig. 18. Fourier coefficients for first- (pluses) and second-
order (crosses) reflection, and size coefficients (circles) for [010]
La2CuO4.
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5.3. Comparison with the Integral-Breadth
Methods

Knowing the specimen integral breadths, simpli-
fied methods can be applied. In Sec. 2.1.2 we re-
viewed multiple-line and single-line integral-
breadth methods. We shall compare the simplified
multiple-line methods [Eqs. (23), (24), and (30)]
and the single-line method [76] [Eqs. (29) and (30)]
with results obtained for silver, tungsten, and
La2-_Sr.CuO4 powders (Tables 3 and 5). We did
not compare with the multiple-line Voigt-function
method [26] because it was shown in Sec. 4.4 that it
is incompatible with the Warren-Averbach analy-
sis. In Table 6, integral breadth l3, was computed
according to Eq. (11). This value was compared
with PA, integral breadth computed from Fourier
coefficients [58]:

PA = L
a3 2 A(L)

L---

(74)

Results obtained by the Warren-Averbach analysis
are significantly smaller for both size and strain.
Integral-breadth methods give the upper limit for
strain, so comparison is limited. Considering the
approximation e = 1.25(e2 (L))"2 [138] with
L = (D)v/2 or L = (D),/2, strains resemble more
closely than crystallite sizes. It must be noted, how-
ever, that this approximation makes sense only in
the case of pure-Gauss strain broadening.
Benedetti et al. [106] reported excellent agreement
for both size and strain using Warren-Averbach
and Cauchy-Gauss [Eq. (24)] methods. Results
from Table 6, on the contrary, indicate that the
Gauss-Gauss approximation gives values closest to
the Warren-Averbach method for crystallite sizes,
whereas the Cauchy-Gauss and especially the
Cauchy-Cauchy approximation tend to give too
large values. For strain, the trend is opposite. The
Cauchy-Cauchy approximation resembles most

Table 6. Comparison of results obtained with the integral-breadth methods: Cauchy-Cauchy (C-C), Cauchy-Gauss (C-G), Gauss-
Gauss (G-G), and single-line (S-L) analysis

Specimen hki 1 x 103 6AX 103 (D)v (D)V(A) (e2 ((D)12)) 2 e x 103
(A-') (A-') (A) C-C C-G G-G S-L x 103 C-C C-G G-G S-L

W untreated 110 0.259 0.259 3500 3700 3810 3810 14500 0.08 -0.01 -0.03 -0.05 0.24
220 0.247 0.247 4040 00

W ground 110 1.25 1.25 1030 2240 1450 1220 940 0.54 0.90 0.93 1.05 0.45
220 2.04 2.05 550 0.32

Ag untreated 111 0.600 0.600 2000 3340 2390 2190 1670 0.24 0.35 0.39 0.95 00
222 0.901 0.900 1110 01
200 1.24 1.24 1030 2270 1470 1230 810 0.47 0.82 0.85 0.95 00
400 2.04 2.04 490 on

Ag ground 111 1.98 2.00 650 2080 1240 910 530 0.95 1.79 1.82 1.97 0.48
222 3.52 3.52 280 0O
200 4.03 4.06 350 9380 4780 1320 260 1.80 4.05 4.05 4.08 0.82
400 8.03 8.03 120 O'

La1.85Sro.1 5CuO4 004 0.657 0.650 2000 5230 3290 2660 1970 0.49 0.76 0.78 0.88 0.44
006 0.881 0.880 1140 Oa
110 1.19 1.19 940 1240 1000 970 840 0.44 0.52 0.64 0.80 0O
220 1.58 1.58 630 Os

La2CU 4 004 0.988 0.998 1200 2980 1940 1630 1490 0.8 1.07 1.12 1.27 0.81
006 1.32 1.31 760 Os
020 1.43 1.42 760 1200 910 860 1240 0.7 0.79 0.90 1.10 1.14
040 1.98 2.00 510 0.16
200 1.26 1.24 810 810 810 810 1250 0.3 0.02 0.11 0.15 0.89
400 1.25 1.26 830 0.14

Not possible to evaluate because of too small Gauss integral breadth.
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closely a Warren-Averbach method. These results
concur with the Klug and Alexander [24] compari-
son of the published size and strain values obtained
by Warren-Averbach (Stokes) and integral-breadth
methods. However, for x-ray diffraction, the
Cauchy-Gauss assumption for the size-strain
broadening is theoretically and experimentally
more favored than the other two models. The fact
that the Gauss-Gauss method for crystallite size
and the Cauchy-Cauchy method for strain give
more realistic results may mean that the presump-
tion that size and strain broadening are exclusively
of one type is an oversimplification.

The single-line method seems much less reliable.
If Gaussian breadth is very small, no information
about strain is obtained. Moreover, second-order
reflections give much lower values of both size and
strain than do basic reflections. However, if multi-
ple reflections are not available, the single-line
method can give satisfactory estimations.

5.4 Reliability of Profile Fitting

The profile fitting of a cluster of even severely
overlapping peaks can be accomplished with a low
error and excellent fit of total intensity. But how
reliable is information obtained about separate
peaks in the cluster? In the fitting procedure, it is
possible to put constraints on the particular profile
parameter to limit intensity, position, and width of
the peak. If anisotropic broadening or different
phases are present, constraints may not be realistic.
Morever, acceptable results can be obtained even
using a different number of profiles in refinement
[4]. Hence, the first condition for the successful ap-
plication of this method is knowledge of actual
phases present in the sample and their crystalline
structures.

In this regard, two powders were measured: or-
thorhombic Lat.94Sroo6CuO4 has a slightly distorted
K2 NiF4 -type structure (space group Bmab,
a = 5.3510(2) A, b =5.3692 A(2), c = 13.1931(7) A)
and tetragonal La,.76Sro.24CuO4 (space group
I4Immm a = 3.7711(3) A, c = 13.2580(8) A). Data
were collected for each specimen separately and
for a specimen obtained by mixing the same pow-
ders. Because diffracted intensity of each phase
was lower for the mixture, counting time was pro-
portionally increased to obtain roughly the same
counting statistics. Figure 19 shows two partially
separated orthorhombic (020), (200) and (040),
(400) peaks, overlapped with tetragonal (110) and
(220) reflections. During the profile fitting of the
mixed powders, (200) orthorhombic peak tended to
"disappear" on account of neighboring (020) and

(110) reflections. Its intensity was constrained to
vary in range ± 30 % of (020) peak intensity, which
can be justified if the crystallographic structure is
known.
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Fig. 19. (upper) Lal.76Sro.2 4 CuO4 (110) peak; (middle)
Lal.94SrO.06CuO4 (020) and (200) peaks; (lower) (110), (020),
and (200) peaks.

Table 7 contains results of fitted specimen-Voigt
functions, as well as size and strain values obtained
by the analysis of broadening. Comparing integral
breadths of the starting and mixed powders, some
profiles change from more Cauchy-like to Gauss-
like and vice versa. This is especially evident for
the (400) reflection, meaning that accurate deter-
mination of the profile tails is indeed affected in
the cluster of overlapping peaks. However, integral
breadth does not change significantly, so results of
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Table 7. Comparison between two specimens run separately and mixed together

Specimen hk1 2o( 0) Pc(O) PG() (Dh(A) (D).(A) (e2((D),/2))1tz x 103

Las.76 Sro.2 4CuO, 110 33.69 0.058(6) 0.094(7) 780(60) 850(60) 1.0(1)
220 70.73 0.22(2) 0.13(2)

Lax.94Sr0.o6CuO4 020 33.42 0.084(9) 0.55(14) 500(90) 1000(200) 0.7(1)
040 70.12 0.10(2) 0.14(1)
200 33.53 0.0216(85) 0.061(8) 1100(100) 1200(100) 0.3(1)
400 70.40 0.026(11) 0.088(8)

Mix 110 33.67 0.083(21) 0.064(14) 800(300) 1200(300) 0.8(3)
La1 1v6Sro.24CuO4 220 70.72 0.19(7) 0.13(4)

+ 020 33.43 0.066(35) 0.070(23) 800(300) 1000(300) 0.7(4)
Lal. 94S rO0 6CuO4 040 70.12 0.116(93) 0.13(5)

200 33.54 0.024(156) 0.071(61) 900(700) 1000(600) 0.4(12)
400 70.41 0.11(2) 0.003(320)

the multiple-line methods are not much influenced.
On the contrary, the single-line method gives quite
different results. This may support the conclusion
of Suortti, Ahtee, and Unonius [43] that the Voigt
function fails to account properly for size and
strain broadening simultaneously if only Cauchy
integral breadth determines crystallite size.

Table 7 shows that the results of Warren-
Averbach analysis of starting and mixed powders
agree in the range of standard deviations. How-
ever, errors are much larger, especially for the hid-
den (200)-(400) reflections. From Eq. (62) it
follows that more counts (longer counting times)
and more observables (smaller step-size) would
lower standard deviations. Therefore, in the case of
highly overlapping patterns, to obtain desirable ac-
curacy, much longer measurements are needed, al-
though that will not change the fact that higher
overlapping implies intrinsically higher errors of all
refinable parameters. To further minimize possible
artifacts of the fitting procedure, it is desirable to
include in the analysis as many reflections in the
same crystallographic direction as possible.

5.5 Remarks

By modeling the specimen size and strain broad-
ening with the simple Voigt function, it is possible
to obtain domain sizes and strains that agree with
experiment and show a logical interrelationship.
Furthermore, the Voigt function shows the correct
1/4(20)2 asymptotic behavior of peak tails, as ex-
pected from kinematical theory [139]. However, if
the specimen profile is significantly asymmetric
(because of twins and extrinsic stacking faults [140,
59]) or the ratio FWHM//3 is not intermediate to
the Cauchy (2/7r) and Gauss (2(1n2/7r)'/) functions,
then the Voigt function can not be applied [25].

Suortti, Ahtee, and Unonius [43] found good over-
all agreement by fitting the Voigt function to the
pure-specimen profiles of a Ni powder, deconvo-
luted by the instrumental function. However, more
accurate comparison is limited because of unavoid-
able deconvolution ripples of specimen profiles.
Furthermore, the Voigt function might not be flex-
ible enough to model a wide range of specimen
broadening, as well as the different causes of
broadening. Therefore, the question whether the
Voigt function can satisfactorily describe complex
specimen broadening over the whole 20 range in a
general case needs further evaluation.

This method of Fourier analysis, with the as-
sumed profile-shape function, is most useful in
cases when the classical Stokes analysis fails; there-
fore when peak overlapping occurs and specimen
broadening is comparable to instrumental broaden-
ing. It was shown that for a high degree of peak
overlapping, the fitting procedure can give unreli-
able results of Gauss and Cauchy integral breadths;
that is, the peak can change easily from predomi-
nantly Cauchy-like to Gauss-like, and contrary.
This can lead to illogical values of size-integral and
strain-integral breadths, according to Eqs. (52),
(53), (54), and (55), and to irregularities in the be-
havior of Fourier coefficients for large L. Simulta-
neously, if the size-broadened profile has a large
Gauss-function contribution, the "hook" effect will
occur. However, volume-weighted domain sizes
(D), and MSS (e 2(L)) for small L are much less
affected, because they rely on both Cauchy and
Gauss parts of the broadened profile. Any integral-
breadth method that attempts to describe the size
and strain broadening exclusively by a Cauchy or
Gauss function, in this case, fails completely. For
specimens with lower crystallographic symmetry,
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when many multiple-order reflections are avail-
able, but the peaks are overlapped, it is therefore
desirable to include in the analysis as many reflec-
tions as possible, to minimize the potential artifacts
of the fitting process.

6. Analysis of Superconductors

6.1 (La-M)2Cu04 Superconductors

Bednorz and Miller [16] found the first high-
temperature oxide superconductor in the La-Ba-
Cu-O system. Soon after, substituting Ba with Sr
and Ca, Kishio et al. [17] found superconductivity
in two similar compounds. Later, many compounds
with much higher transition temperatures (T.) were
found. The (La-M)2 CuO4 system remains favorable
for study because the cation content, responsible
for the superconductivity, is easier to control and
measure than the oxygen stoichiometry. Also, this
system provides a wide range of substitutional
cation solubility in which the tetragonal K2NiF4 -
type structure is maintained. Compared with much-
studied Y-Ba-Cu-O, this structure is simpler
because it contains only one copper-ion site and
two oxygen-ion sites.

The undoped compound La2CuO4 is orthorhom-
bic at room temperature. It becomes superconduct-
ing either with cation substitution on La sites or
increased oxygen content to more than four atoms
per formula unit. Doping with divalent cations in-
creases the itinerant hole carriers in the oxygen-
derived electron band [141], which probably causes
the superconductivity. However, different dopants
influence the transition temperature T,. Although
the unit-cell c-parameter simply reflects ionic
dopant size [142], the in-plane unit-cell parameter
(and accordingly the Cu-O bond length) correlates
with Te for different dopants and for different dop-
ing amounts [142, 143].

Lal.ssMO.i5CuO4 (M=Ba, Ca, Sr) have a tetrago-
nal K2NiF4 -type structure, space group 14/mmm
with four atoms in the asymmetric unit [117]. One
site is occupied with La, partially substituted with
dopant ions (Fig. 20). La2CuO4 is orthorhombic at
room temperature. The best way to correlate these
two structures is to describe La2CuO4 in space
group Bmab; the c axis remains the same, tetrago-
nal [110] and [110] directions become [010] and
[100] orthorhombic axes, and size of the unit cell is
doubled [144].

Figure 21 shows parts of the x-ray diffraction
patterns, observed and refined, of La,.g5Mo.15CuO4
(M = Sr, Ba, Ca) and La2 CuO4. Refined lattice

parameters are given in Table 8. Table 9 shows
results of the line-broadening analysis. Relatively
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Table 8. Lattice parameters and T, at zero resistivity (Ac method at 10 Ma current)

Specimen a(A) b(A) c(A) T.(K)

Lalz.5Srais5CuO4 3.77814(7) 13.231(2) 36

LaU,85Bao.15Cu04 3.7846(2) 13.288(4) 28

La1,, 5Ca4.15 CuO4 3.7863(7) 13.17(2) 19

La2CuO4 5.3558(2) 5A053(2) 13.1451(8)

Table 9. Results of line-broadening analysis for (La-M)2 Cu4 specimens

Specimen hk1 Pc(') PG () (D).(A) (D),(A) (0((D)/2))m

Law.ssSrO.s5CuO4 004 0.046(4) 0.024(8) 1700(300) 2000(200) 0.00049(9)
006 0.083(5) < lo-5
110 0.110(5) < 10-5 470(20) 940(20) 0.00044(6)
220 0.171(9) <lo-,

Lal,,8sBao0 15CuO4 004 0.049(6) 0.076(6) 1100(200) 1100(100) 0.0011(2)
006 0.110(7) 0.089(9)
110 0.087(4) 0.00042(6) 560(20) 1110(20) 0.00024(5)
220 0.116(3) < 10-5

LaI.8 Cao.15CuO4 004 0.120(13) 0.032(22) 440(70) 780(90) 0.0007(4)
006 0.146(12) 0.033(27)
110 0.045(25) 0.200(19) 340(30) 360(20) 0.0013(2)
220 0.343(22) < 10-5

La2 CuO4 004 0.061(8) 0.045(9) 1100(100) 1200(100) 0.0008(1)
006 0.124(7) < 10-5
020 0.074(10) 0.078(10) 680(50) 760(50) 0.0007(2)
040 0.210(30) 0.026(81)
200 0.074(8) 0.061(10) 680(50) 810(50) 0.0003(3)
400 0.130(10) 0.023(95)

weak peak broadening was observed, which can not
be attributed to the proximity of the phase trans-
formation; Lai.ssro.1sCuO4 is tetragonal down to
- 170 K [145], Laj.s5BaO.15CuO 4 to 140 K [146, 147],
and Lai.85Ca0.15 CuO4 to 130 K [148]. Another possi-
ble reason for peak broadening might be continu-
ous compositional variations in dopant content.
The scanning Auger microprobe analysis of
La2-_SrtCuO 4 compounds [149] showed that grain-
boundary segregation of Sr is weak and limited to a
narrow region near the grain surface. In the case of
the separation of two phases with different Sr con-
tent and similar lattice parameters, asymmetry of
some reflections would be observed [150]. More-
over, in the case of compositional inhomogeneity,
microstrains (e 2(L)) would be roughly independent
of the averaging distance L in the grains [151];
therefore distribution of strains would be Gaus-
sian. For all specimens, microstrain behavior is
identical; it decreases linearly with distance L.

Rothman and Cohen [115] showed that such be-
havior of microstrains is caused by dislocations that
might arise during grinding. Assuming the same
applied stress, microstrain would be approximately
inversely proportional to the elastic moduli of these
materials. If mean microstrain is defined as the
arithmetic average of strains for the [001] and [110]
directions, results agree with values of the Young's
moduli for polycrystalline La2 CuO4, Lal.8sMo.1sCuO4
(M = Sr, Ba, Ca) [152]. However, other factors may
contribute to the microstrain. Coordination-6 ionic
radii of La3+, Sr2', Ba2 , Ca2 + are 1.06, 1.16, 1.36,
1.00 A, respectively [153]. Substitution of La3" with
ions of different sizes affects the lattice parameter
[142] and may cause much larger strains in the
[001] direction when some of the ions are replaced
with Ba2 + than with Sr2 +, in accord with results in
Table 9. Substitution of Ca2+ ions produces an
entirely different effect; microstrains in the [110]
direction are larger. This may be explained by
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comparing effects of substitutional ions on the
unit-cell a -parameter. The Ba-doped specimen has
a larger a-parameter than the Sr-doped, but the
Ca-doped -a -parameter is largest, although Ca2"
has the smallest ionic size. This should increase the
cell distortion in the a-b plane.

Table 9 reveals high anisotropy in these materi-
als, consistent with other physical properties such
as thermal expansion [154] and upper critical mag-
netic field [155]. Differences of domain sizes might
arise from a layered structure in the [001] direction
and consequently easy incorporation of stacking
faults between regularly stacked layers. The stack-
ing-fault and twin-fault probabilities can be esti-
mated from the average surface-weighted domain
sizes [59]:

1 1 + C[hk1fun(aaF).
(D ), hk I -(D )fu a,') (75)

Here, ClknI is a constant for the particular [hkl]
direction, and fun(a, a') a linear combination of
stacking-fault probability and twin-fault probability
a'. The exact form of Eq. (75) was derived only for
the cubic and hexagonal crystal structures. On con-
dition that the "true" domain dimension D is
isotropic or so large that the second term of Eq.
(75) dominates, a linear function of stacking-fault
and twin-fault probability is

fun(a,a') = c((D) 1[o > i) (76)

Here, c denotes a constant that depends only on
geometrical factors and is the same for all three
doped compounds.

Figure 22 shows a possible correlation between
T. and fault-defect probabilities computed from.
TEM observations of La2 -..SrxCuO4 revealed that
stacking-fault density increased with Sr content up
to x = 0.15 [156]. That study suggests that a shear
mechanism forming the fault-boundary dislocations
implies oxygen vacancies and/or cation deficiency.
We did not measure oxygen content, but neutron-
diffraction studies showed that oxygen deficiency
starts to appear at much higher Sr content [157].
However, the increase of fault probability with the
simultaneous decrease of microstrain in Fig. 22
supports the assumption that defects are intro-
duced to accommodate lattice strains [156]. A simi-
lar increase in T, was found in Y2Ba4Cu8O2 o.. thin
films [158]. Compounds with asymmetric broad-
ened and shifted peaks showed higher Tc, which

was attributed to stacking faults. Although extrinsic
stacking faults may cause asymmetric peak broad-
ening [140], it is probably caused by twinning.
Twinning in La-M-Cu-O materials is less abundant
than in Y-Ba-Cu-O compounds, but it was ob-
served in (La-Sr)2 CuO4 monocrystals on (110)
planes [159]. In the profile-fitting procedure, peak
asymmetry is incorporated only in the instrumental
function; therefore we could not model asymmetric
peak broadening. However, any significant asym-
metry of the specimen profile would cause an un-
even fit of low-angle and high-angle sides of peaks,
which was not observed. This gives much more im-
portance to stacking faults in Eq. (76).
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Fig. 22. Arithmetic average of [110] and [001] root-mean-
square strains and linear function of stacking-fault and twin-
fault probabilities as a function of Tc.

In Fig. 22, average microstrains, defined as the
arithmetic average of [001] and [110] directions,
correlate inversely with T,. However, we did not
find a correlation of T, and microstrains in a partic-
ular direction. [001] microstrains simply reflect dif-
ference in size of dopant and host La3" ions (see
Table 9).

In La2CuO4 , (Ok0) reflections are significantly
broader than (h 00). This has also been observed in
low-temperature orthorhombic Lai.85Sro.l5CuO4 and
Lai.8sBa0e.5CuO4 [160], and explained by either
stacking faults or possible lower symmetry. Our
results reveal that domain sizes (D), have identical
values for [010] and [100] directions (Table 9).
From Eq. (76), it follows that stacking-fault proba-
bilities in these directions have the same values.
However, microstrains in the [010] direction are
roughly twice as large as in the [100] direction,
which is responsible for the different broadening.
In the case of doped La2CuO4 compounds,
different microstrains might be caused by oxygen
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vacancies ordered along one direction in the a-b
plane, similar to effects found in YBa2Cu307-8.
However, undoped La2CuO4 is not expected to
have significant oxygen deficiency. Other possibili-
ties are lower crystallographic symmetry and/or La
vacancies, although they were not reported for this
system, but La deficiency was found in an La2CoO4
compound [161].

We can conclude that lattice strains and incoher-
ently diffracting domain sizes confirm high an-
isotropy in these materials. This simple approach,
however, does not allow unambiguous identifica-
tion of the strain's origin. Probably, the strains
originate from dislocations and from different sizes
of host and dopant ions. Domain sizes of all com-
pounds are larger in the c-direction than in the a-b
plane. This indicates existence of stacking faults
and twins. However, because estimated errors are
relatively large and only three materials were stud-
ied, the possible connection between stacking
faults and T. needs further study.

6.2 Bi-Cu-O Superconductors

Among the high-Tc superconductors, the Bi-
Cu-O compounds appear intriguing, especially
because their incommensurate structure modula-
tion remains incompletely understood [162, 163].
The crystal structure consists of perovskite-like
SrO-(CuO2Ca)m.s-CuO2 -SrO layers separated by
NaCl-like BiO double layers (see Fig. 23 [164]).
The number m of CUO2 layers alters the supercon-
ducting transition temperature Tc (for m = 1, 2, and
3, Tv-10, 90, and 110 K, respectively). This two-
dimensional layered structure makes these materi-
als highly anisotropic and favours the creation of
defects.

Bulk sintered specimens showed relatively weak
peak broadening. Moreover, the diffraction pat-
terns contained many overlapping peaks because
the compound crystallizes in an orthorhombic low-
symmetry space group A 2aa [165], and incommen-
surate modulation gives superlattice reflections. All
patterns revealed a strong [001] texture (Fig. 24),
making reflections other than (001) difficult to ana-
lyze. The lattice parameters vary depending on the
exact compound stoichiometry and processing his-
tory, but characteristically they have almost identi-
cal a and b parameters, and large c parameter:
a = 5.4095 A, b = 5.4202 A, c = 30.9297 A for
Bi2 Sr2CaCu20 8 (Bi-2212) [166] and a= 5.392 A,
b = 5.395 A, c = 36.985 A for (BiPb)2 Sr2Ca2 Cu3 010
(Bi,Pb-2223) [165]. Thus, we treated (h 00) and
(Ok0) reflections as single peaks. Table 10 gives the

results for three specimens: Bi-2212, (BiPb)2
(SrMg)2 (BaCa)2 Cu3 010 (Bi,Pb,Mg,Ba-2223), which
were one-phase specimens, and Bi,Pb-2223, con-
taining approximately equal amounts of 2212 and
2223 phases. The in-plane lattice parameters of
2212 and 2223 phases differ little, hence only the
[001] directions of the mixed-phase specimen were
evaluated.

(c)

Fig. 23. Average crystal structure of Bi2Sr2Ca,-lCuO 4+2,
for: (a) m = 1; (b) m = 2; (c) m = 3 [164].
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Fig. 24. Part of Bi,Pb,Mg,Ba-2223 refined pattern. There are
48 fundamental reflections in this region.

Interpretation of the results in the case of these
complicated compounds must be considered care-
fully. Microstrains are probably caused by disloca-
tion arrays. However, substitution of different-sized
ions and vacancies would also contribute to the
strains, as would other kinds of disorder, especially
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Table 10. Results of line-broadening analysis for Bi-Cu-O supreconductors

Specimen Phase hkl Pc Pa (D), (C2((D)J2))m
(°) (°) (A)

Bi-2212 2212 008 0.163(8) 0.01(6) 420(80) 0.0021(6)
00.12 0.22(3) 0.05(6)

020+200 0.104(4) <10-5 580(30) 0.0007(1)
040+400 0.18(2) 0.0004(6300)

Bi,Pb,Mg,Ba-2223 2223 00.10 0.097(1) 0.0002(1700) 770(60) 0.0012(1)
00.20 0.21(2) 0.007(150)

020+200 0.12(27) 0.13(10) 380(430) 0.0009(71)
040+400 0.15(95) 0.21(33)

Bi,Pb-2223 2212 008 0.23(2) 0.002(350) 220(30) 0.0013(26)
00.12 0.25(5) 0.001(1000)

2223 00.10 0.22(8) 0.092(67) 230(190) 0.0012(197)
00.20 0.23(99) 0.18(47)

stacking faults and twins. Table 10 shows larger
strains in the [001] direction that in the basal
plane. This can be explained by stacking disorder
along the c-axis, which was frequently observed in
electron-diffraction patterns as streaking [167,
168]. Easy incorporation of stacking faults is possi-
ble because of the two-dimensional weak-bonded
layers (BiO double layers are spaced about 3 A
apart). The difference in microstrain between in-
plane and the c-direction is much smaller for the
Bi,Pb,Mg,Ba-2223 phase, probably because Pb low-
ers the faulting by stabilizing the higher-T. 2223
phase [167]. For the Bi,Pb-2223 specimen, with two
phases, there are two possibilities: Either the speci-
men consists mainly of a mix of two kinds of one-
phase grains, or both phases occur within the same
grains. The second possibility was confirmed exper-
imentally [169, 170], and our results concur be-
cause microstrain in the 2212 phase is much
smaller than in the one-phase Bi-2212 specimen.
Processing conditions and cation content probably
favour development of the macroscopic inter-
growth of both phases within the grains; that is,
microscopic defects grow to sufficiently large re-
gions to give a diffraction pattern of another phase
with the different number of CuO2 layers. As a re-
sult, strain is relieved, and both strains and domain
sizes, being quite different in one-phase specimens,
tend to equalize.

For the Bi-Cu-O specimens, the mean surface-
weighted domain sizes are generally smaller than
for (La-M)2 CuO4 compounds. Therefore, the com-
putation of the stacking- and twin-fault probabili-
ties by using Eq. (75) may be wrong. It would be
very instructive to compare the different broaden-

ing of satellite and fundamental reflections, which
indicates a more pronounced stacking disorder in
the modulated structure [171].

In summary, we found that for both Bi-2212 and
Bi,Pb,Mg,Ba-2223 superconductors, the c-axis
strain exceeds the in-plane strain. The Bi,Pb-2223
specimen, containing both 2212 and 2223 phases
within the single grains, shows smaller incoherently
diffracting domains and lower c-axis strain than the
one-phase specimens. This fact may direct us to-
ward the mechanism of the second-phase forma-
tion in these materials.

6.3 Remarks

It was shown that this particular method of the
line-broadening analysis can give information
about the size of incoherently diffracting domains
and lattice strains in (La-M)2 CuO4 and Bi-Cu-O
superconductors. Moreover, results show high an-
isotropy of both size and strain parameters, as one
may expect, because of the layered structure of all
superconducting cuprates. Generally, structural
line broadening is not large; that is a result of rela-
tively large domain sizes (200-2000 A) and small
strains (0.02%-0.2%). It is interesting to compare
these values with the published results for
YBa2Cu3 07-5 (isotropic strains of 0.23% [77] and
0.05%-0.3% [82]). Although the different materi-
als were studied, they seem too large, especially be-
cause they are the average of strains in different
directions.

The main drawback of the line-broadening the-
ory is the uncertainty about the origins of the line
broadening; that is, it is difficult to distinguish the
main effects responsible for the broadening. For
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the novel superconductors, particularly, the numer-
ous defects (substitutions, vacancies, stacking
faults, dislocations, and similar) can occur simulta-
neously, which makes it very difficult to determine
their individual contributions. Furthermore, the
crystal structures of most novel superconductors
are relatively complicated. The average structure
has mostly a slightly distorted tetragonal symmetry;
very similar a and b lattice parameters, and a large
c parameter, but c -3b for YBa2Cu3O7 -a, for in-
stance. This results in a large number of overlap-
ping peaks, and consequently in large errors of all
results. This showed especially in the case of
Bi-Cu-O superconductors (see Table 10). Follow-
ing the discussion of reliability of profile fitting in
Sec. 5.4, it would be desirable to include more than
two reflections in the analysis of broadening, but
higher-order peaks are usually too weak and over-
lapped. One way to partially solve this problem
would be a whole pattern fitting [172, 173] and
Rietveld structure refinement [2, 3] in terms of size
and strain parameters. This requires an accurate
preset function to model specimen broadening and
precise definition of angular dependence of size
and strain parameters. The Rietveld programs that
model the line broadening in terms of size and
strain parameters are based either on the simpli-
fied integral-breadth methods [78, 95] or on the
single-line method [174].

7. Conclusions

A method for analyzing the pure-specimen
(structural) broadening of x-ray diffraction line
profiles is proposed. By modeling the specimen size
and strain broadenings with the simple Voigt func-
tion, it is possible to obtain domain sizes and
strains that agree with experiment and show a logi-
cal interrelationship. Furthermore, some common
consequences and problems in the Fourier-method
analysis follow easily. The specimen function is
convoluted with the instrumental function to match
the observed x-ray diffraction-line profile. This
avoids the Stokes deconvolution method, thus al-
lowing analysis of patterns with highly overlapping
peaks and weak structural broadening. Therefore,
the method was applied to some novel high-T,
superconductors. We reached the following conclu-
sions:

(i) Surface-weighted domain size depends only
on the Cauchy integral breadth of the size-broad-
ened profile.

(ii) The "hook" effect occurs when the
Cauchy-content of the size-broadened profile is un-

derestimated, that is, for 6sc((7r/2)"PSG. Usually
this happens when the background is estimated too
high, so the long tails of the Cauchy function are
prematurely cut off.

(iii) It also follows from conclusion (ii) that the
volume-weighted domain size can not be more than
twice the surface-weighted domain size (limiting
value (D v=2(D), is obtained for the pure-Cauchy
size-broadened profile). Minimum value for (D)J/
(D). should not be less than -1.31.

(iv) If the distortion coefficient is approxi-
mated with a harmonic term, this leads exactly to
the Warren-Averbach method of separation of size
and strain broadenings.

(v) In that case, mean-square strains decrease
linearly with the distance L.

(vi) It is possible to evaluate local strain
((e2(0))m1) only in the case of pure-Gauss strain
broadening. Then, root-mean-square strain is inde-
pendent of the distance L and related to the upper
limit of strain obtained from the integral breadth of
the strain-broadened profile.

(vii) If strain broadening is not described exclu-
sively with the Gauss function, the multiple-line
Voigt integral breadth and Warren-Averbach
analyses can not give the same results for volume-
weighted domain size, although (D), is defined
identically in both approaches, because the "appar-
ent strain" q = p0 (20)coto is not angular-
independent.

(viii) Smooth size coefficients give column-
length distribution functions without oscillations
and make possible a computation of volume-
weighted average domain sizes up to -5000 A.

(ix) Comparison with the simplified integral-
breadth methods, in most cases, has shown not
large, but systematic discrepancy of results, indicat-
ing that size and strain broadening can not be accu-
rately modeled by a single Cauchy or Gauss
function. Moreover, the application of the single-
line method is much less reliable, and it should not
be used where multiple reflections are available.

(x) The knowledge of all phases present in the
sample and their crystallographic structure is re-
quired to successfully fit a cluster of overlapping
peaks. Although it is very difficult to accurately de-
termine the Cauchy-Gauss ratio of an overlapped
peak, final results of domain size and strain are
much less affected. Therefore, connecting the crys-
tallite size exclusively with the Cauchy content and
strain with the Gauss content of a specimen profile
might be doubtful.

(xi) Evaluated errors of domain sizes and
strains increase substantially with the degree of
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peak overlapping. Hence, for complicated patterns,
very accurate measurements are necessary and one
needs to analyze as many reflections in the same
crystallographic direction as possible.

(xii) Line-broadening analysis of (La-M)2CuO4
and Bi-Cu-O compounds confirms high anisotropy
in these materials.

(xiii) Strains in (La-M) 2Cu0 4 probably origi-
nate from dislocations and from different sizes of
host and dopant ions.

(xiv) Stacking-fault probability in (La-M)2 CuO4
(M = Ba, Ca, Sr) increases with increasing Tc,
whereas the average strain decreases.

(xv) In La2CuO4 , different broadening of (h 00)
and (OkO) reflections is not caused by stacking
faults.

(xvi) All Bi-Cu-O superconductors show larger
strain in the c-direction than in the a-b plane,
which can be explained by stacking disorder along
the [001] direction.

(xvii) In the specimen with approximately
equal amounts of TI-2212 and TI,Pb-2223 phases, it
is likely that a secondary phase develops by the
growth of the microscopic faulted regions of the
primary phase.
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Neal E. Craft, Katherine S. Epler, Aliquots of serum collected in a large from the samples. In a representative
Therese A. Butler, Willie E. May, case-control study of cervical cancer sample of serum aliquots from the
and Regina G. Ziegler' were stored at -70 'C for up to 4 case-control study, 24 of 25 vials con-

years during implementation of the tained less than 500 ILL of serum. The
National Institute of Standards study. When 500 pL serum aliquots mean sodium ion concentration

and Technology, were thawed in preparation for (138.1 ± 3.6 mmol/L) was within theand Technology, carotenoid and vitamin A assays, vol- normal range for human serum of 136-
Gaithersburg, MD 20899-0001 umes were noticeably variable and fell 145 mmol/L, and no correlation was ob-

below 500 FL in the majority of the served between serum volume and Na'
samples. We were concerned about concentration. These results strongly
evaporation/sublimation during storage suggest that the observed low volumes
of the samples because loss of water were not due to evaporative losses. In-
would concentrate the analytes of inter- stead, the variably low volumes of
est. We evaluated the use of density serum aliquots were probably due to
and sodium ion concentration measure- pipetting errors in the initial aliquotting
ments to confirm its occurrence. We resulting from the use of air-displace-
found that serum density was an unreli- ment pipettes.
able indicator of extent of volume loss
since the anticipated increases in den-
sity due to evaporation were of the Key words: density; long-term storage;
same magnitude as inter-individual var- serum; sodium; sublimation; volume
ation in serum density. In contrast,
Na' concentration is tightly regulated
and would rise if water had been lost Accepted: January 11, 1993

1. Introduction

To study the determinants of disease in human
populations, epidemiologists are increasingly rely-
ing on biochemical measurements in human tis-
sues, such as blood, to complement information
obtained by interviews. "Molecular epidemiology"
requires reliable methods for sampling and storing
biological materials collected from large numbers

'Environmental Epidemiology Branch, Epidemiology and Bio-
statistics Program, Division of Cancer Etiology, National Cancer
Institute, Bethesda, MD 20892.

of individuals in the field. For example, in a
prospective epidemiologic study, blood may be col-
lected from a healthy group of people, and the co-
hort followed over time. When a sufficient number
of diagnoses or deaths have occurred in the cohort,
which may require many years, the blood samples
collected earlier can be compared for the cases and
a subset of the non-cases matched to the cases.
Aliquots of the stored blood are thawed and as-
sayed for molecules of interest, such as nutrients,
hormones, viral markers, putative carcinogens, etc.
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Alternatively, in a retrospective epidemiologic
study, patients with a particular disease are identi-
fied, comparable controls are selected, and blood
samples can be collected and compared for the
cases and controls. Aliquots of the blood often
need to be stored for several years until sufficient
numbers of subjects are identified so that assays
can be run consecutively on all samples with tight
quality control. In both types of epidemiologic
studies, blood is often collected under non-optimal
conditions, such as at the home, workplace, or neigh-
borhood clinic, to maximize subject participation.

In a large case-control study of cervical cancer
conducted in five areas of the United States [1,2],
blood to be assayed for micronutrients believed to
be involved in the etiology of this cancer was col-
lected from 1023 subjects. Blood was drawn at least
6 mo after completion of surgery or other treat-
ment for cervical cancer to allow dietary patterns,
appetite, and metabolism to revert to normal.
Aliquots of serum were prepared, mixed with any
reagents necessary to stabilize analytes of interest,
and stored at -70 °C for up to 4 yr while the study
was being conducted. When 500 pL serum aliquots
were defrosted in preparation for carotenoid and
vitamin A assays, volumes were noticeably variable
and tended to be less than 500 pL in the majority
of the samples. We were concerned about evapora-
tion/sublimation during storage because a loss of
water would have concentrated the analytes. Other
workers have reported losses from polypropylene
bottles to be 0.26% [3] and 0.27% [4] per year at
room temperature. This low percentage can be of
significance when very small initial sample volumes
are involved. Such samples would have a much
higher relative surface area than larger volumes
would have. Another group of workers has dis-
cussed evaporative losses from open autosampler
cups, and has expressed surprise that the clinical
literature has failed to discuss this problem fully
[5]. Here we describe the use of serum density and
sodium ion (Na+) concentration to determine
whether evaporative volume loss occurred from
polypropylene cryovials during long-term storage at
-70 °C.

2. Materials and Methods
2.1 Specimens

Twenty-five of the samples were 500 pL aliquots
of serum from subjects in a case-control study of
cervical cancer (study samples). Blood had been
collected from the participating subjects by a single

trained phlebotomist. After centrifugation serum
was aliquoted with a 0.1 to 1.0 mL adjustable-vol-
ume, air-displacement pipet into 1.2 mL polypropy-
lene cryovials with inside-thread screw stoppers
and silicone gaskets. The samples had been stored
in a -70 'C frost-free freezer for 4-5 yr prior to
this analysis. In addition, ten samples were tested
from each of two serum pools (QC1 and QC2),
prepared with known amounts of specific micronu-
trients to monitor quality control. Approximately
500 jiL of each of the QC pools had been aliquoted
with an automatic dispenser into similar 1.2 mL
cryovials and stored at - 70 'C for 4 yr prior to this
analysis. One individual aliquotted the study sam-
ples; a second individual aliquotted the QC sam-
ples. The QC samples were included in this
volume-loss study because each set came from one
serum pool. Therefore, the parameter being mea-
sured, either density or Na' concentration, should
have been the same for each of the ten samples in
the set if no evaporation or sublimation had oc-
curred. If, however, such a loss had occurred, the
differences between results for these samples
would have been noticeable since the volumes of
serum in these cryovials were also variable, sug-
gesting that if evaporation/sublimation had indeed
occurred, it had not been at the same rate for all
cryovials.

2.2 Density

Serum samples were thawed at room tempera-
ture with screw caps on and were then centrifuged
at 1000 xg for 5 min to force condensation on the
cap down to the bottom of the tube. Sample vol-
umes were measured to +1% using a calibrated
500 A±L gas-tight syringe. Each sample was weighed
to ±+2 mg using an electronic balance. The density
of each serum sample was calculated by dividing
the weight by the volume.

2.3 Sodium Ion Concentration

Na+ concentration was determined by flame
atomic emission spectroscopy (FAES) using a mod-
ification of the NIST reference method for the de-
termination of sodium in serum [6]. Briefly, the
samples were gently mixed, and a 200 AL aliquot of
each sample was diluted 1:100 with KCI diluent
(4.5 mmol/L). Following calibration and method
verification using NIST SRM 909: Freeze-dried
Human Serum, Na+ was measured by FAES at 589
nm. The precision of the method is estimated at
± 1% with a bias of less than 1.5%.
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2.4 Statistical Analysis

Linear regression analysis was performed with
the data from the cervical cancer samples to deter-
mine the correlation coefficients (r) for density vs
volume and Na' concentration vs volume. Differ-
ences in volume, density, and Na' concentration
among the three groups of samples were deter-
mined by analysis of variance using General Linear
Models2 (SAS, Cary, NC) [7].

3. Results
3.1 Serum Volume and Density

The volume of 24 of the 25 study samples was
less than 500 pL, ranging from 305 to 470 pL. This
range as well as the mean density, Na+ range, and
mean Na' concentrations are provided in Table 1.
Twenty-five percent of the samples contained less
than 406 JL; 50%, less than 430 J.LL; and 75%, less
than 465 pL. By contrast, the volume of the 10
QC1 samples ranged from 495 to 515 p.L; and the
10 QC2 samples ranged from 410 to 440 pL. The
mean volumes were significantly different
(p <0.001) among the three groups. The correla-
tion coefficient between density and volume was
-0.296 for the study samples (Fig. 1). QC sera
were not included in the linear regression analysis
since they are aliquots of the same sera, and the
QC sera were not necessarily representative of nor-
mal sera.

3.2 Sodium Ion Concentration

The Na+ concentrations for the 10 QC1 samples
were essentially the same (146.6 ± 1.3 mmol/L);

Table 1. Volumes actually present in the cryovials,
Na+ concentration
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Fig. 1. Scatterplot of density and volume for 25 serum samples
stored at - 70 'C for 4-5 yr, from participants in a case-control
study of cervical cancer.

likewise the QC2 samples were not different from
each other (140.4+ 1.3 mmol/L). The mean of the
QC2 group was within the normal range of human
serum Na' concentrations of 136-145 mmol/L [8].
The mean Na' concentration of QC1 was approxi-
mately 1% above the normal range. The range of
Na+ concentrations in the samples from the 25
case-control study subjects was wider (127.4-142.9
mmol/L) than the range for either QC series; the
mean concentration (138.1+±3.6 mmol/L) was
within the normal range. As illustrated in Fig. 2, no
correlation (r = 0.095) was found between Na+
concentration and volume in the study samples.

4. Discussion

We investigated the cause of apparent volume
losses during long-term serum sample storage at
-70'C by measuring density and Na' concentra-
tion. In preliminary studies of the density of

mean density, and the mean and range of the

Density (g/mL) Volume (pL) Na' Range (mmol/L) Na' (mmol/L)

Study samples 1.056 + 0.012 305 to 470 127.4-142.9 138.1 ± 3.6
QC1 1.051 ± 0.007 495 to 515 144.6-147.7 146.6 ± 1.3
QC2 1.052±0.013 410 to 440 138.9-142.8 140.4±1.3
Expected 500 136-145

2 Certain commercial equipment, instruments, or materials are
identified in this paper to specify adequately the experimental
procedure. Such identification does not imply recommendation
or endorsement by the National Institute of Standards and
Technology, nor does it imply that the materials or equipment
identified are necessarily the best available for the purpose.

lyophilized sera reconstituted with graded volumes
of water, we were able to establish a linear rela-
tionship between density and volume over the
range of 60 to 100% of the original serum volume.
However, density is not a very sensitive indicator of
volume loss in serum since the concentration of
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150 volumes. Thus, pipetting errors were probably re-
r = 0.095 sponsible for the range of volumes observed.

0
E 145 The mean volume of the QC1 samples was not
E 0 0 0 significantly less than the expected 500 pIL, and the
.9 140co 

0 0 O mean Na' concentration was only slightly above
135 0 0 (the normal range indicating that volume losses had

3 0 not occurred in this group of sera. The mean vol-

E 130 . 0 ume of the QC2 samples was significantly less than
0f the expected 500 pL, but the volumes fell within a

125- narrow range. In spite of the low volumes, the
0.300 0.350 0.400 0.450 0.500 +vlmsmean Na+ concentration of these sera was also

Volume (mL) normal. Had the 17% reduction in volume been

Fig. 2. Scatterplot of Na' concentration and volume for the due to evaporative losses, the Na' concentration
same 25 samples described in Fig. 1. would have been elevated by a corresponding 17%.

In another set of QC2 samples used in a prelimi-
serum solutes is low and thus the density of serum nary study the Na' concentration was similar and
does not differ greatly from the water that may be the mean volume was very close to the expected
evaporating from it. A 20% change in serum vol- 500 jAL. These results may indicate that the dis-
ume was required to produce a 1% change in den- pensing pipette had been incorrectly calibrated for
sity. The density of normal serum varies by 1-2% a portion of the QC2 samples.
[8], which makes density an unreliable measure of This exercise indicates that the variably low vol-
evaporative volume loss. umes observed in this study were not due to sample

The density of the study samples varied from evaporation or sublimation during storage. It also
1.035 to 1.078 g/mL. This ± 2% range in density indicates that accurate dispensing, assumed to oc-
would be equivalent to ± 40% differences in vol- cur in such studies, may not take place. In some
ume, (i.e., 4% change in density=80% change in studies aliquotting may not be crucial, e.g., when
volume). There was a slight inverse correlation an accurately measured aliquot is subsequently re-
(r = - 0.296) between density and volume in the moved and used for analysis. However, in other
study samples, which might indicate minor evapo- studies, dispensing of accurate volumes is critical.
ration or sublimation losses. The occurrence of Such is the case when an aliquot of serum is added
serum volume losses during storage of samples is a to a measured volume of a solution designed to
plausible explanation for the increases in measured stabilize the analyte of interest, e.g., the addition of
concentrations of serum retinol reported by metaphosphoric acid to sera to be analyzed for vi-
Parkinson and Gal [9]. tamin C. Unless a tightly regulated serum compo-

Serum Na' concentration is very tightly regu- nent, such as Na', is measured to normalize the
lated [8,10]. Since Na' concentration varies in- measurements, a sizeable error could occur. This
versely and proportionately with volume loss, the potential source of error could be greatly reduced
measurement of Na+ concentration could provide if positive-displacement pipettes were used to
a sensitive means of determining whether consis- aliquot viscous fluids such as serum. Air-displace-
tently low serum volumes might be due to actual ment pipettes are designed for accurate and pre-
volume loss during storage or to pipetting errors. cise measurement of solutions with a density and
Due to the stability of inorganic ions, this approach viscosity similar to water. However, with viscous
also offered a possible means of correcting for vol- fluids, air-displacement pipettes fill and expel in-
ume losses in stored serum samples if such losses completely. Errors resulting from incomplete ex-
occurred. The absence of correlation between Na' pulsion can be minimized by reversed-mode
concentration and volume (Fig. 2) does not support pipetting, but this is not as convenient as using a
the hypothesis that evaporation or sublimation positive-displacement pipette. The piston in a posi-
caused the reduced sample volumes. Among the tive-displacement pipette comes into contact with
study samples, only four had Na+ concentrations the sample, wiping the inside of the plastic pipette
outside the normal range. The Na+ concentrations tip and making expulsion complete. Because of this
for all four study samples were lower than the contact, the piston must be rinsed or replaced to
norm, again refuting the possibility that evapora- eliminate carryover errors. Variation in these mass-
tive losses might be responsible for low sample produced pistons causes the positive-displacement
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pipette to be inherently less precise than air-dis-
placement pipettes, because the piston in the air-
displacement pipette is permanent. Nevertheless
the positive-displacement pipette is more accurate
and precise than the air-displacement pipette when
measuring viscous solutions.

In summary, using serum Na' concentrations,
we have established that variable low volumes ob-
served during long-term sample storage were not
due to evaporation or sublimation but were more
likely due to pipetting errors that occurred during
the initial sample preparation.
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M. E. Cage When large currents are passed field and current. Consequently, it can
through a high-quality quantized Hall be more difficult to verify and deter-

National Institute of Standards resistance device the voltage drop along mine dissipative voltage quantization
and Technology, the device is observed to assume dis- than previously suspected.
Gaithersburg, MD 20899-0001 crete, quantized states if the voltage is

plotted versus the magnetic field. These
quantized dissipative voltage states are Key words: breakdown; inter-Landau
interpreted as occurring when electrons level scatterng; quantized dissipation;
are excited to higher Landau levels and quantized voltage states; quantum Hall
then return to the original Landau effect; two-dimensional electron gas.
level. The quantization is found to be,
in general, both a function of magnetic Accepted: March 30, 1993

1. Introduction

The integer quantum Hall effect [1] occurs when
current is passed through a two-dimensional elec-
tron gas (2DEG) formed in a semiconductor device
which is cooled to very low temperatures in the
presence of a large magnetic field. The Hall resis-
tance RH of the ith plateau of a fully quantized
2DEG assumes the values RH(i) = h I(e2i), where h
is the Planck constant, e is the elementary charge,
and i is an integer. In high-quality devices the cur-
rent flow within the 2DEG is nearly dissipationless
in the plateau regions for currents around 25 ,uA.
At high currents, however, energy dissipation can
suddenly appear in these devices [2,3]. This is
called breakdown of the quantum Hall effect.

The dissipative breakdown voltage VK can be de-
tected by measuring voltage differences between
potential probes placed on either side of the device
in the direction of current flow. Cage et al. [3] had
found that there is a distinct set of dissipative V.
states in wide samples, with transient switching ob-

served on microsecond time scales among those
states. Bliek et al. [4] proposed the existence of a
new quantum effect to explain the breakdown
structures in their curves of Vt versus magnetic
field for samples with narrow constrictions. Their
phenomenological model presumed that the struc-
tures were quantized in resistance, rather than
voltage. Cage et al. [5] then found that, in wide
samples, the distinct states are quantized in
voltage. Hein et al. [6] have now observed dissipa-
tive voltages during breakdown of the quantum
Hall effect in wide samples, but did not confirm
that these voltage states are quantized. We show in
this paper that the voltage is indeed quantized, but
that the quantization is more complicated than
previously suspected because, in general, it is a
function of both the magnetic field and the current.
Some of the data presented here were described
with less detail in an earlier paper [7].
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2. Experiment
2.1 Sample

Our sample is a GaAs/Al.Ga -.As heterostruc-
ture grown by molecular beam epitaxy with
x-0.29. It is designated as GaAs(7), has a zero
magnetic field mobility of 100,000 cm2/(V s) at 4.2
K, exhibits excellent integral quantum Hall effect
properties, and is the device most frequently used
as the United States resistance standard. The inset
of Fig. 1 shows the geometry of this sample. It is 4.6
mm long and 0.4 mm wide. The two outer Hall
potential probe pairs are displaced from the cen-
tral pair by ± 1 mm. The magnetic field is perpen-
dicular to the sample; its direction is such that
probes 2, 4, and 6 are near the source potential S,
which is grounded. Probes 1, 3, and 5 are near the
potential of the drain D. The dissipative voltages Vx
for this paper were measured between potential
probe pair 2 and 4, hereafter denoted as
V. (2,4) -- V. (2) - V.(4).

2.2 Data

Figure 1 shows sweeps of V, (2,4) versus the mag-
netic field B for the i =2 (12,906.4 (1) quantized

400 [ Vx (2,z

300 r +210
300_ 

E
X

200

100

0

Hall resistance plateau at a temperature of 1.3 K
and a current, I, of +210 pA, where positive cur-
rent corresponds to electrons entering the source
and exiting the drain. This current is approaching
the 230 pA critical current value for this plateau at
which V. never reaches zero for these particular
potential probes. One of two distinct paths always
occurred for positive current when magnetic field
sweeps were made in the direction of increasing B.
Those distinct paths are labeled 1 and 2 in the fig-
ure. This path "bifurcation" is unusual. It occurred
only for the V,(2,4) probe pair at positive current,
and only for the i = 2 plateau. A pronounced hys-
teresis was observed when magnetic field sweeps
were made in the opposite direction; this path is
indicated by the dashed line, labeled 3. The
dashed-line curve was repeatable for all sweeps
with decreasing B, varying only slightly for the
value of B at which V, again rose to path 1. The fact
that V.. is zero over such a large magnetic field re-
gion for path 3 indicates the existence of a dissipa-
tionless state between 11.2-12.2 T.

Figure 2 shows eight consecutive sweeps of
V..(2,4) versus an increasing B over a magnified re-
gion on the low magnetic field side of V, minimum
at +210 pA. Four of the sweeps happened to be

10.5 11.0 11.5 12.0 12.5

B (T)

Fig. 1. Sweeps of V, (2,4) versus B for the i =2 plateau at +210 pA and 1.3 K. Two of the sweeps
(paths 1 and 2) are in the increasing B direction. The dashed line (path 3) shows hysteresis for a
sweep in the decreasing B direction. The inset displays the sample geometry.
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Fig. 2. Eight sweeps of V, (2,4) versus B at + 210 pA for paths 1 and 2, plus a path 3 sweep.

along path 1, forming one family of curves. An-
other family was generated by the four sweeps over
path 2. A ninth sweep is shown for decreasing B
along path 3. The data clearly show discrete, well-
defined voltage states, with switching between
states. The voltage states often have slopes which
depend on the magnitude of B. Individual sweeps
are not identified in the figure because the mag-
netic field values at which the states switch have no
correlation with sweep number.

Figure 3 shows eight consecutive sweeps of
V,,(2,4) for increasing B at -210 p±A. No bifurca-
tion was observed for such sweeps. The family of
curves is labeled path 4 in the figure. The curves lie
between those of paths 1 and 2 at + 210 pA.
Curves for decreasing B always followed the
dashed line of path 3.

The data of Figs. 2 and 3 are combined in Fig. 4
to show the 16 consecutive sweeps for increasing B
at ±210 ,iA and the two identical sweeps for de-
creasing B. Nothing is unique about these sweeps.
Additional sweeps could have been displayed, but
at the expense of reducing the overall clarity.

We next demonstrate that the discrete voltage
states of Fig. 4 are quantized, and that this quan-
tization is a function of magnetic field. This is done
by drawing a family of 20 shaded curves through
the data in Fig. 4. The curves have equal (quan-

tized) voltage separations at each value of mag-
netic field. The quantized voltage separations are,
however, allowed to vary with B in order to obtain
the best fit to the data. The family of curves was
generated by first drawing a set of 20 equally-
spaced vertical points at a particular value of B.
The lowest point of the vertical set was constrained
to be at 0.0 mV because V. is always zero in the
dashed-line sweep of path 3, which indicates that a
dissipationless state exists over the magnetic field
region of this figure. The spacing between the 19
other vertical points was then varied to obtain the
best fit with uniform (equal) voltage intervals. This
procedure was repeated for approximately 30 other
values of B. Finally, a family of 20 smooth shaded
curves was drawn through the corresponding points
of every vertical set. The 20 shaded curves, which
correspond to a V.. = 0.0 mV ground state and 19
excited states, are labeled in brackets as [0]
through [19]. The voltage separation (quantization)
varies between 5.22 and 7.85 mV over the magnetic
field range of this figure.

The breakdown activity shown in Fig. 4 is con-
fined to the region between, but not including, the
Hall probe pairs 1,2 and 3,4 of Fig. 1. This was
demonstrated by measuring the quantum Hall
voltages of both Hall probe pairs at this current.
The resulting curves of both probe pairs had struc-
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Fig. 3. Eight sweeps of V, (2,4) versus B at -210 p.A for path 4, and a path 3 sweep.
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Fig. 4. Combination of the data in Figs. 2 and 3 at ± 210 ILA. A family of 20 shaded curves is fitted
to these data. Refer to Sec. 2.2 for an explanation of how the shaded curves were generated. The
voltage quantization numbers are shown in brackets.
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tures with deviations of only about ±0.1 mV from
the expected ± 2,710.3 mV quantum Hall voltage
over the plateau region, and therefore were hori-
zontal, straight lines when plotted to the same res-
olution as in Fig. 4. In addition, the V.. signals were
the same on both sides of the sample for probe
pairs 1,3 and 2,4.

The higher-lying excited states are difficult to
see in the multiple sweeps of Fig. 4 because of
switching between states. Figure 5, therefore,
shows one of those sweeps along path 4 at -210
,uA. It is remarkable that the higher-lying states are
just as well-quantized (i.e., well-fitted by the
shaded curves) as the lower-lying states. The quan-
tization is by no means perfect. Deviations from
the shaded curves do occur, but the overall trend is
clear.

2.3 Histograms

Cage et al. [8] and Hein et al. [6] have seen that
the V.x signal can sometimes be time-averages of
two or more discrete dc voltage levels in which only
one level is occupied at a time, but where switching
occurs between the levels. Therefore, histograms

100

75

E 50 I

25 I

0

11.7 11.8

were made to ensure that the signals in Fig. 4 were
not time-averages of several levels. Each histogram
consisted of 16,000 measurements of the V.. signal
in a 2.4 s sampling period. Figure 6(a) shows the
time-dependence of one such sampling period for a
path 4 sweep at 11.77 T; Fig. 6(b) shows the associ-
ated histogram. It is referred to as a histogram,
rather than a spectrum, because the areas under
the peaks do not correspond to the excitation prob-
abilities. One would have to accumulate many his-
tograms to ascertain the excitation probabilities.
For example, peaks corresponding to quantum
states 7 through 10 appear in Fig. 6, while other
histograms at 11.77 T had missing peaks or addi-
tional peaks. These histograms never yielded any
voltage states other than the ones which appear in
Fig. 4. Figure 7(b) shows another histogram for a
path 2 sweep at 11.83 T. The time-dependence of
that histogram, shown in Fig. 7(a), suggests several
discrete voltage states interspersed with noise, but
the histogram is actually composed of voltage
quantum states 9 through 14. Histograms of all
other high-speed measurements also indicated that
there are no subdivisions of the displayed states in
Fig. 4.

11.9

B (T)

Fig. 5. One of the V. (2,4) versus B path 4 sweeps shown in Fig. 4.
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Fig. 6. Histogram for a path 4 sweep at 11.77 T. Section 2.3
explains how the histogram was obtained.

2.4 Other Currents

We next investigate the effect of changing the
sample current. The smallest current for which
breakdown structures could be observed was at
-203 p.A; no structures were observed, however,
at + 203 pA. Figure 8 shows data for three succes-
sive path 4 sweeps at -203 ,uA, plus a path 3
sweep. The individual data points displayed near
11.84 T were generated by slowly increasing the
magnetic field and selecting data points when the
voltage switched to new states. Switching to new
states was sometimes induced by momentarily in-
creasing the sample current and then reducing it
back to -203 pA. This procedure allowed addi-
tional data to be included without sacrificing clar-
ity. Figure 8 also shows 17 shaded curves from the
same family used to fit the data displayed in Figs. 4
and 5 at ±210 pA. The excellent fit would suggest
that the voltage quantization was a function of
magnetic field, but not a function of current. How-
ever, it will be seen in Sec. 3.3 that, in general, the
voltage quantization is a function of current.
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Fig. 7. Histogram for a path 2 sweep at +210 FA and 11.83 T.

We chose 225 pA as the highest current because
the ground state was still occupied. This current
approached the 230 ,uA critical current value at
which V. was still quantized, but never zero. Figure
9 shows five successive sweeps along path 1 and
four successive sweeps for path 2 at + 225 p.A.
Note that there is a gradual deviation from zero
voltage on the high magnetic field side of the
sweeps. Also, interesting features occur on the high
field side of the curves at this current. Figure 10
shows four successive path 4 sweeps for increasing
magnetic field at - 225 p.A, as well as a sweep for
decreasing magnetic field. That sweep is also la-
beled path 4 since it follows much of that path;
however, it has hysteresis like that of path 3 sweeps
where V., is zero. Many individual path 4 data
points, obtained with increasing magnetic field, are
also included in Fig. 10 using the procedure de-
scribed above. Figure 11 combines the data for the
two current directions and displays a family of 17
shaded curves which provide the best fit to the
data. The ground state begins deviating from zero
at 11.97 T, so the lowest point of each vertical set
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Fig. 8. Three sweeps of V,(2,4) versus B at -203 pA for path 4, and a path 3 sweep. Sec. 2.4
describes the individual data points at 11.84 T. The shaded curves are the same family used in
Fig. 4.
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Fig. 9. Five sweeps of V. (2,4) versus B at + 225 pA for path 1, and four sweeps for path 2.

367

-203 pA-

[5] 3------ -- -

-Ll- -0-- [06]

red ~~~~~''~~~~~~'~~ ~~~ ~~ -- -a ----W-- + ...__.........~~~~~~~~~~~~~...... .......
71 .... . ... ... _ A []

[1]~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ......... . .........

_ 0 k_4_< ____ [6] 

100 



Volume 98, Number 3, May-June 1993

Journal of Research of the National Institute of Standards and Technology

100

75

E
50

25

0

11.7 11.8 11.9 12.0 12.1

B (T)

Fig. 10. Four sweeps of 1x (2,4) versus B at - 225 pA for path 4 (along with individual data points),
and a sweep along path 4 in the opposite direction.

100

75

E
50

25

0

11.7 11.8 11.9 12.0 12.1

B (T)

Fig. 11. Combination of the data in Figs. 9 and 10 at + 225 SLA. A family of 17 shaded curves is fitted
to these data.
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of 17 points used to generate the 17 shaded curves
was no longer constrained to be zero on the right
hand side of the figure. This deviation from zero
presumably arises from some other dissipative
mechanism. It will be shown in Sec. 3.3 that this
family of shaded curves for 225 pA is different
than that for 203 and 210 ptA.

3. Interpretation
3.1 Microscopic Models

The dissipative voltage states displayed in Figs.
4, 5, 8, and 11 are clearly quantized. We next try to
interpret this quantization. Many explanations of
breakdown have been proposed. Some mecha-
nisms, such as electron heating instabilities [9] and
inhomogeneous resistive channels [10], are inappli-
cable here since they are classical effects which do
not provide quantization. Quantization exists in the
quantum Hall effect because the quantized Hall re-
sistance occurs when the conducting electrons in
the 2DEG occupy all the allowed states of the low-
est Landau levels. It is therefore natural to assume
that the quantized dissipation arises from transi-
tions between Landau levels.

There are several mechanisms to excite electrons
into higher Landau levels that can be considered:
(a) the emission of acoustic phonons to conserve
energy and momentum, as employed by Heinonen,
Taylor, and Girvin [11] and later used in the quasi-
elastic inter-Landau level scattering (QUILLS)
model of Eaves and Sheard [12], with refinements
and extensions by Cage et al. [8]; (b) Zener tunnel-
ing [13]; (c) impurity-assisted resonant tunneling
[14]; and (d) transitions between edge states
[15,16]. To complicate matters, both bulk and edge
states exist at high currents [17]. For bulk transi-
tions, a large electric field (of order 106 VWm) is
required somewhere across the width of the sample
[8]; sample impurities and inhomogeneities might
provide this high local field. The confining poten-
tial provides a high electric field for edge states,
but if breakdown is due to edge states then it is
difficult to understand why breakdown does not al-
ways occur at very low currents since there is prob-
ably an insignificant change in the slope of the
confining potential with current. In addition to the
above considerations, one must also take into ac-
count the return of the electrons to the ground
state via emission of either photons or optical
phonons. Furthermore, the dissipative V. signals
are quite large. Most of this dissipation must occur
outside the breakdown region, otherwise heating ef-

fects would depopulate the electron states within
the Landau levels and thereby wash-out the quan-
tization.

3.2 Simple Model

To avoid controversy about which of those mi-
croscopic models [8,11-16] satisfy the above con-
siderations and are appropriate, we use a simple
model based on energy conservation arguments,
and treat the breakdown region between the Hall
probe pairs 1,2 and 3,4 as a black box. We assume
that the dissipation arises from transitions in which
electrons from the originally full Landau levels are
excited to states in higher Landau levels and then
return to the lower Landau levels. 14 is then the
difference in potential between the initial and final
states of the lower Landau level. The electrical en-
ergy loss per carrier for M Landau level transitions
is Mho*, where oX = eBlm * is the cyclotron angular
frequency, and m * is the reduced mass of the elec-
tron (0.068 times the free electron mass in GaAs).
The power loss is I1. If: (a) the ground state in-
volves several filled Landau levels; (b) only elec-
trons in the highest-filled Landau level undergo
transitions; and (c) electrons of both spin sublevels
of a Landau level undergo the transitions, then
I1 =r(2/i)Mhto,, where r is the total transition rate
and i is the Hall plateau number. Thus

(1)

where f is the ratio of the transition rate r within
the breakdown region to the rate l/e that electrons
transit the device; f can also be interpreted as the
fraction of conducting electrons that undergo tran-
sitions. Equation (1) is appropriate for even values
of i. For odd vales of i, the factor i/2 should be
replaced by the factor i.

We associate the quantized values of M with the
numbers in brackets for the shaded curves in Figs.
4, 5, 8, and 11. I, 14, and B are measured quanti-
ties, and i, m *, and h are constants. Therefore, f
and r can be determined from the V, versus B plots
and Eq. (1) if M is known.

3.3 Analysis

If f and r were constant, then Vx oc B in Eq. (1),
but it is clear from Fig. 4 that this is not the case
for these data because the slope of Vr versus B has
the opposite sign. Therefore, bothf and r must vary
with magnetic field. The fractionsf (expressed as a
percentage) of electrons that make the transitions
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in the shaded curves of Fig. 4 were calculated using
Eq. (1), and are shown in Fig. 12 at 0.05 T inter-
vals; f varies between 25.7% and 38.8%, corre-
sponding to transition rates between 3.4 x 10'4/s
and 5.1 x 1014/s. Histograms obtained in a previous
experiment [5] yielded 26.5% for the value of f in
the vicinity of 11.75 T, whereas Fig. 12 indicates
that f is 29.3% at 11.75 T. The apparent dis-
crepancy arises because the position of the 14 mini-
mum varies slightly with B on each cool-down. The
minimum position was about 0.06 T higher for the
present cool-down, giving 27.8% for f at 11.81 T,
which is in reasonable agreement with the previous
result.

Shifted peaks were observed in the previous his-
tograms [5], and were attributed to changes in the
K zero. There is no evidence for ground state shifts
in the present experiment. Instead, the shifted
states result from the data deviating from the
shaded curves of Fig. 4. This is consistent with hav-
ing to use peaks from many histograms to obtain
the ± 0.6% quantization accuracy of the previous
experiment [5].

The family of shaded curves in Fig. 8 is the same
as that in Fig. 4. Therefore the values off obtained
at 203 p.A are the same as those shown in Fig. 12 at

100 I
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E 50

25

0

11.6 11.7

210 tLA. An independent family of curves was also
fitted to the data of Fig. 8. The resulting values off
for the independent family are displayed in Fig. 13.
They differ from those in Fig. 12 by as much as
0.9%, indicating thatf can be determined to a pre-
cision of about 0.1% and an accuracy of about 1%
for these particular data. Figure 14 shows values of
f for the data of Fig. 11 at 225 pA. The results of f
versus B from Figs. 12-14 are combined in Fig. 15
for the three currents investigated. The difference
between the f versus B curves for -203 p.A and
±210 VA in Fig. 15 illustrates the 1% accuracy at
which the values of f can be determined for these
data since they both yielded good fits to the Vr ver-
sus B curves at -203 pA. The minimum value of f
at 225 1±A is essentially the same as at 203 and 210
pA; however, at lower magnetic field values, f is
larger at this higher current.

3.4 Discussion

The fraction f of conducting electrons that make
the transitions can be quite large. This suggests
that either, all the current enters the breakdown
region (in which case f is the probability for single
transitions), or that some of the current bypasses

11.8 11.9 12.0

B (T)

Fig. 12. The fractionsf (expressed as a percentage) of electrons making the Landau level transitions
for the 20 shaded curves shown in Fig. 4 at ± 210 pA See Eq. (1) for the definition off. The shaded
curves were generated with an accuracy of -1% and a resolution of -0.1%.
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Fig. 13. The fractionsf for a family of curves used to fit the data obtained at -203 iA. This
family is slightly different from the one displayed in Fig. 8.
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Fig. 14. The fractionsf for the 17 shaded curves shown in Fig. 11 at ±225 ILA.
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Fig. 15. The combined results off versus B from Figs. 12-14 for the three currents investigated.
The values off have an accuracy of - 1% and a resolution of -0.1%.

the breakdown region (in which case f would corre-
spond to the fraction of current passing through
the breakdown region if the transition probability
was always 100%).

The fraction f is not necessarily 100%, and, in
general, is a function of B and I. These facts can
greatly complicate the identification of voltage
quantization for most breakdown data because the
voltage separations will not be constant if f and r
are not constant across the magnetic field range, so
the voltages will appear to not be quantized even
when they actually are.

One can always obtain the product fM from the
data by using Eq. (1), but the value off can only be
determined if M can be unambiguously deduced.
The data presented here are particularly striking
and clear, with sharp vertical transitions, switching
between states, and sufficient variations between
sweeps to generate the families of shaded curves.
Although time-consuming, it was thus relatively
easy to determine the quantization. We can there-
fore be reasonably assured that the values of M,
and thereby the values of f, have been properly
determined. Most breakdown data, however, re-
quire very careful measurements to deduce the
quantization, and in many cases there may be in-
sufficient structure, switching, and variation to
definitively determine M.

4. Conclusions

Quantized dissipative voltage states exist in the
breakdown regime of the quantum Hall effect. This
quantization has been interpreted using a simple
model in which electrons make transitions consist-
ing of excitations from a lower Landau level to a
higher level and then a return to the lower level.
Voltage quantization suggests that individual elec-
trons either make a single transition or make a
fixed number of multiple transitions because vary-
ing numbers of transitions would result in a contin-
uum of Kr values rather than voltage quantization.

We have demonstrated that the dissipative
voltage states are quantized, and that, in general,
the quantization is a function of magnetic field and
current. The actual transition mechanisms are no
doubt very complicated, so the breakdown region
has been treated as a black box, and we used a
simple model to interpret the data.

One normally expects quantization phenomena
to be predictable, whereas the values of V1 and f
are not predictable in the present experiment un-
less the transition probability is actually always
100% and f is thus the fraction of current passing
through the breakdown region. The quantization is
not perfect, but it is surprising just how well quan-
tized the dissipative voltage states are, up to at
least the nineteenth excited state.
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1. Introduction

The second in a series of workshops was held at
NIST on February 24-25, 1993 to discuss in depth
specific topics deemed important to the characteri-
zation of diamond films made by chemical vapor

deposition (CVD) and to address the need for
standards in diamond technology. The topics
chosen for this workshop were based on feedback
from the attenders of the first workshop [1]. The
audience targeted for this workshop was the
producers and potential users of CVD diamond
technology. University scientists and scientists from
government laboratories were invited as experts in
properties measurements. There were 44 attenders
at the workshop.

We focused on three technical topics for dis-
cussion: characterization of optical absorption and
scattering for optical applications; electronic
characterization -metallization and electronic con-
tacts for electronic applications; and standardiza-
tion of thermal conductivity measurement. In
addition, a short session presented some new
developments in Raman measurements and in
thermal conductivity measurements.

An important session of the workshop was
devoted to the formation of a working group for
standardizing thermal conductivity measurements.
Grant Lu of Norton Diamond Film was informally
chosen to chair the working group. At this session,
a round-robin comparison of thermal conductivity
and thermal diffusivity measurements was agreed
upon. A set of specimens prepared voluntarily by
producers of CVD diamond will be circulated
among experts in the measurement methodologies.
NIST will coordinate the circulation of the speci-
mens among the measurement laboratories and
will collate the results of the measurements for
presentation at the next working group meeting.

All registrants have been asked to evaluate the
workshop. The purpose for this evaluation was to
determine the usefulness of the workshop, the
desire for further workshops, topics for future
workshops, and the need for additional standards
related activities. The feedback received will be
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included in a NIST Internal Report to be dis-
tributed to workshop participants.

The sections that follow contain summaries of
the main sessions of the workshop. The principal
conclusions of the workshop include:

* There is no apparent need for special tech-
niques to optically characterize CVD diamond.
Techniques used on other materials appear to
be adequate.

* Sessions on optical characterization and electri-
cal characterization should be part of future
workshops in order to maintain a free exchange
of information among workers in the field.

* A working group to investigate standardization
of thermal conductivity measurements on CVD
diamond has been formed.

* Planning was begun for an interlaboratory
round-robin comparison of thermal conductivity
and thermal diffusivity measurements. NIST will
coordinate this activity.

2. Characterization of Optical Absorption
and Scattering

Seven presentations that discussed procedures
for measuring the optical absorption and scattering
in CVD diamond were given.

The first presentation was by P. Klocek of Texas
Instruments who discussed and compared the
physical properties of diamond with other optical
materials. While the broadband transparency, low
thermooptic constant, and low dispersion of dia-
mond are very attractive, it is the combination of
these properties with exemplary mechanical and
thermal properties that make diamond compelling
for passive optics, i.e., infrared windows, coatings,
geometric optics, diffractive optics. Specific appli-
cation requirements such as transmission, emission
and optical phase were discussed in terms of mea-
surable optical properties, i.e., refractive index n,
and extinction coefficient k, absorption coefficient,
scattering coefficient, and modulation transfer
function. Microscopic theory (quantum theory of
phonons) and macroscopic theory (Maxwell's equa-
tions) were used to introduce the various optical
measurement techniques for the optical properties.
Tolerances or variances were suggested for these
properties for the various passive optical applica-
tions along with a simple statistical method for de-
termining the required measurement technique
accuracy.

J. M. Trombetta of Texas Instruments presented
a discussion of the common methods for determin-

ing the infrared absorption coefficient spectrum of
an optical material specimen. CVD diamond now
under development is thin, typically less than 1 mm
thick. This translates into a small material response
and therefore low precision in transmission and
emission measurements. While background noise is
low in Fourier-transform infrared (FTIR) spec-
trometers, signal drift and reflection artifacts in the
instrument cause errors in the absolute trans-
mittance. Photoacoustic spectroscopy can assist
in distinguishing absorption loss features from
scattering loss but the technique is generally non-
quantitative. Therefore, for highly accurate proper-
ties determinations, a combination of techniques
would be most valuable. Dr. Trombetta indicated
that a proper identification of the various contribu-
tions to transmission loss requires a complete
optical analysis, including measurement of both
scattering and absorption spectra.

C. A. Klein of Raytheon, discussed laser damage
in diamond. He stated that the laser damage
threshold of diamond is high but not uniquely so.
While diamond's exceptionally large figure-of-
merit for thermal shock resistance suggests an
outstanding laser damage threshold for high aver-
age-power optical radiation, its large nonlinear
refractive index n2, suggests a low critical power for
self-focusing and, hence, a low peak-power damage
threshold. The low self-focusing threshold com-
bined with the occurrence of surface damage due
to graphitization will thus limit diamond's useful-
ness as a window for transmission of high peak-
power laser radiation. Measured data from various
sources was reviewed. Type Iha natural diamond
crystals exposed to picosecond pulses of 355 nm
radiation exhibited surface ablation at threshold
intensities of roughly 60 GW/cm2 . Surface damage
(melting) was observed at peak intensities of 6 TW/
cm2 when diamond was irradiated with femto-
second pulses at 620 nm. Single picosecond pulses
of 1.06 pm radiation from a Nd:YAG laser resulted
in internal damage due to dielectric breakdown.
The large value of n2 (2.3 x 10-13) resulted in a self-
focusing critical power of 1.7 MW and a breakdown
intensity of 1 to 3 TW/cm2 . Another study showed
that type Ila diamond, exposed to nanosecond
pulses of C0 2 laser radiation at 10.6 aLm, exhibited
sub-surface damage at intensities in the low GW/
cm2 range. The results suggested that the break-
down intensity depended on laser wavelength and
pulse characteristics. To date, the only laser dam-
age studies reported on CVD diamond were per-
formed on poor quality samples. Laser damage
studies are needed on high-quality CVD diamond.
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K. A. Snail of the Naval Research Laboratory
discussed the need to determine the amount of
bulk and surface light scattering in CVD diamond,
particularly for infrared window/dome applications.
Scattering measurements performed at 0.633 and
10.6 pam on polished specimens of poor quality
CVD diamond revealed significant bulk scattering
which was much greater than scatter exhibited by
typical optical materials. A first order scattering
theory was described which allows for distinguish-
ing between bulk scatter and surface scatter. Stud-
ies with a microscope equipped FTIR spectrometer
suggested that the grain boundaries of the CVD
diamond are the major source of bulk scatter.
Commercial light scattering equipment capable of
measuring the bidirectional distribution function is
available; however, its use is limited to only a few
laser sources.

R. P. Miller of Raytheon discussed the use of
laser calorimetry to measure optical absorption
coefficients. The basic techniques for measuring
optical absorption were discussed. Transmittance
or photometric techniques possess spectral infor-
mation but lack sensitivity; absorption coefficients
not much less than 10-2cm-' can be measured
with these techniques. Emittance techniques are
sensitive to much smaller absorption coefficients
(10- cm-') but are subject to background noise.
Laser calorimetry is sensitive to small absorption
coefficients (10-5 cm-') and relatively straight-
forward to perform. However, spectral information
is limited to the wavelengths of the laser sources
used; thus, the technique has limited usefulness if
one requires spectral information about materials
that exhibit complex absorption spectra. Because
CVD diamond is thin, one has difficulty in separat-
ing the surface from bulk contributions to absorp-
tion. Bulk scattering in the diamond also
complicates the calculation of absorption coeffi-
cient; if the scattering is not properly taken into
account, one can overestimate the absorption coef-
ficient. Data from several sources were discussed.
A C0 2 laser was the optical source. Typical absorp-
tion coefficients for natural type Iha diamond were
found to be 0.06 cm-' at 9.2 p~m and 0.04 cm-' at
10.6 pm, although values as high as 0.4 cm-' at
10.6 pm were found. This may result from sample
to sample variability or from slight differences in
the wavelength of measurement on a specimen
with an absorption coefficient that has a strong
wavelength dependence. (CO2 lasers can operate at
several closely spaced wavelengths such as 10.591
and 10.67 pm.) Data at local spots in high quality
CVD diamond showed absorption coefficients

of 0.094 cm-' at 9.27 pm and 0.067 cm'1 at
10.591 pm, without correction for surface absorp-
tion which was believed to be small.

L. H. Robbins of NIST discussed the use of spec-
ular transmittance and reflectance to measure the
optical constants of CVD diamond. Expressions for
transmittance and reflectance in the presence of
surface scatter and bulk absorption were pre-
sented. By fitting the measured transmittance and
reflectance to these expressions, values are ob-
tained for the sample thickness, root-mean-squared
surface roughness, refractive index and extinction
or absorption coefficient. The model was devel-
oped for the study of thin unpolished optical films,
less than several micrometers thick, where the
surface scatter only partially attenuates the specu-
lar beams. This corresponds to a surface roughness
to wavelength ratio close to unity. Transmittance
and reflectance measurement on CVD diamond
samples 0.42 pm thick with surface roughness 10 nm,
and 1.90 pm thick with surface roughness 30 nm
were fit to the model. The calculated absorption
coefficients were significantly higher than the ab-
sorption coefficients of type Ila diamond. Because
most CVD diamond material produced is much
thicker than the specimens measured, the typical
roughnesses will be much greater. For these types
of specimens, unless they are polished, the model
has limited usefulness in the ultraviolet-visible
range, but the model may prove useful in the
infrared.

In the final presentation, M. E. Thomas of Johns
Hopkins University discussed how emissivity
measurements can be used to obtain optical prop-
erties of diamond. In the two-phonon region, 4 to
7 pum, diamond has a fairly high absorptivity and
therefore a high emissivity. The emissivity of dia-
mond in this region was found to be 0.8 and not
very sensitive to temperature; thus, the emission
signal is large. In the three- and four-phonon
regions, 2 to 4 pm, diamond is weakly emissive.
However, if the specimen is sufficiently thick, the
emitted radiation in this spectral band can have a
useful signal:noise ratio. Thomas pointed out that
in the 7 to 12 pAm region, which is of great interest,
emissivity measurements are difficult to make
because the background emission in this spectral
band is large relative to the diamond emission.
Because the optical phonon spectrum in diamond
begins at wavelengths below this spectral range,
emission is exceedingly weak and the signal:noise
ratio is small. Work is now in progress to over-
come this difficulty. Other difficulties with emis-
sion measurements on diamond include oxidation
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above 800 K when high temperature measurements
are performed and light scattering within the
sample. At this time, emission measurements on
CVD diamond appear to be most useful in the 2 to
7 pim region and perhaps in the visible region in
low scatter specimens. However, measurement of
absorption by emissivity measurements in the 7 to
12 prm region is difficult.

In summary, the session on optical characteriza-
tion of CVD diamond benefitted both speakers
and other participants because of the free ex-
change of information.

3. Electronic Characterization -
Metallization and Electronic Contacts

Seven speakers presented different aspects of
the electrical properties of semiconducting
diamond and the formation of ohmic and Schottky
contacts.

The first paper was given by J. Vandersande
from the Jet Propulsion Laboratory. He presented
the results of recent electrical resistivity measure-
ments on diamond between room temperature and
1200 'C. He described a special apparatus designed
for making resistivity measurements up to 1200 'C
and showed that resistivity values of -10 '" f cm
typically reported in the literature for type IIa
natural diamond represent a lower limit to the true
values because of limitations in the measurement
instrumentation. The resistivity of type Ila
diamonds was found to drop from - 10 5 fl cm at
200 'C to 104 1 0cm at 1200 'C, with an activation
energy of -1.5 to 1.6 eV. Results were also pre-
sented for CVD diamond films that showed electri-
cal resistivities comparable to or greater than those
for natural type Ila diamonds; the CVD films also
had similar activation energies. Dr. Vandersande
cautioned that during high temperature measure-
ments, surface graphitization can occur, leading to
a decrease in specimen resistance on cooling. The
surface graphitization layer can be removed by
cleaning in acid solutions, thus restoring the origi-
nal specimen resistance.

C. Hewett from the Naval Command, Control
and Ocean Surveillance Center discussed the im-
portance of low resistance ohmic contacts to high
power device applications of semiconducting dia-
mond. Ohmic contact formation is based on a solid
state reaction in which a transition metal reacts
with the diamond to form a carbide layer during
high temperature annealing. This carbide interface
layer is in intimate contact with both the metal con-

tact and the underlying diamond, thus promoting
good adhesion between the metal contact to the
diamond. Dr. Hewett described a technique for
measuring the specific contact resistance using a
circular transmission line model. This technique
eliminates the need for mesa etching, a procedure
that is usually needed for minimizing artifacts due
to three dimensional current flow.

M. Geis of Lincoln Laboratories reviewed the
device properties of diamond and discussed the
advantages and disadvantages of diamond in high
power, high frequency devices. He discussed the
use of various surface treatments for passivating
the diamond surface in order to eliminate surface
leakage currents. Exposing diamonds to CF402 or
N2 plasmas gave the best results. Dr. Geis also
presented interesting results which illustrated that
artifacts in capacitance-voltage measurements can
be caused by back surface contact resistance. He
also discussed interesting approaches to achieving
large area single crystal diamond substrates; a
novel method was developed for placing of highly
oriented diamond seed crystals on patterned Si
substrates. He also discussed applications of dia-
mond as a cold electron emitter.

J. von Windheim from Kobe Steel USA, Inc.,
discussed electronic transport measurements on
natural single crystal diamonds, homoepitaxial
CVD diamond, and polycrystalline CVD diamond
films. He reviewed the results of various measure-
ments such as high temperature resistivity, ac con-
ductivity, dc current-voltage measurements, and
space charge limited currents. In addition, he
described the role of these measurements in identi-
fying various trapping centers. Results of Hall
effect and resistivity measurements indicate a com-
plex conduction process in which 2 to 20 percent of
the boron atoms used to dope the diamond speci-
mens are compensated. The nature of the compen-
sating center has not been elucidated but it is
believed to be nitrogen, possibly in the A-aggregate
form. Comparisons were made between the trans-
port properties of polycrystalline diamond films
and diamond single crystals. The transport proper-
ties of the polycrystalline films were much poorer
than those of the single crystals.

J. Glesener of the Naval Research Laboratory
presented additional results describing the electri-
cal characterization of impurities in diamond. He
employed admittance spectroscopy to characterize
deep levels associated with boron impurities. The
technique consisted of measuring the ac conductiv-
ity of a Schottky-barrier diode fabricated on the
diamond. The conductance of the sample was
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measured as a function of temperature and as a
function of the ac frequency. The ac voltage
applied to the Schottky diode modulates the inter-
section of the Fermi level with the impurity level,
providing a time dependent source of carriers.
Dr. Glesener showed that the conductance peaked
when the carrier emission rate from the trap be-
came comparable to the ac frequency. The trap
emission rate could be changed by lowering the
temperature of the diamond. From these measure-
ments, the energy level of the deep trap was found
to be 0.33 eV and the hole capture cross-section
was estimated to be -2 x 10-12 cm2. The deep trap
was believed to be due to boron that had been
present in the gas used to grow the diamond.

K. Das from Kobe Steel USA, Inc. discussed
contacts on diamond. He reviewed the results for a
wide range of metals, semiconductors, silicides and
metal carbides as rectifying contacts on semicon-
ducting diamond. He showed that direct metalliza-
tion on CVD grown films does not always produce
good rectifying contacts; it is sometimes necessary
to introduce an insulating diamond or dielectric
film between the doped diamond and the metal in
order to get a good rectifying characteristic. He
also showed that the rectification properties of
metal contacts can be improved by near surface
implantation of boron into the diamond prior to
the metallization step. Dr. Das also discussed the
formation of low resistance ohmic contacts using
carbide forming transition metals deposited on
heavily doped diamond films. He also presented
data on the chemical composition of the formed
contact structures.

The last presentation was given by C. P. Beetz of
Advanced Technology Materials, Inc. He discussed
the measurement of Schottky-barrier heights of
metals on diamond using the method of internal
photoemission. He listed the Schottky barrier
heights of various metals on diamond and dis-
cussed the observation of a region showing two
thresholds in the photo-yield of metals on type Ila
natural diamond. Dr. Beetz pointed out that the
upper threshold values presented in some of the
literature must be corrected to take into account
contributions from the lower threshold. He also
discussed controlling the Schottky-barrier height of
metals on diamond by using shallow near surface
silicon implants. These implants would favor
reactions with silicide forming metals. He showed
results for platinum, molybdenum, and titanium
contacts in which the barrier height decreased with
increasing silicon implant dose.

4. Work in Progress and New
Developments

A special session was organized for presentation
of new results and to cover miscellaneous topics
not covered by the principal sessions.

E. Etz of NIST presented recent results of
Raman spectroscopy measurements on several
specimens provided by two producers of CVD
diamond. This work was presented in the context
of a proposed Raman standard reference material
discussed at the previous workshop. The Raman
spectrum is being used as a measure of diamond
quality. The quality of diamond is considered to
decrease with increasing line width of the diamond
Raman line at 1332 cm-3 , increasing background
luminescence intensity, and increasing intensity of
the sp2 carbon peak near 1550 cm'1. In high quality
films, the sp2 peak may not be observable.
Freestanding diamond wafers of high quality with
thicknesses ranging from 300 plm to 1.7 mm were
examined. A cross-sectional examination by
Raman spectroscopy indicated that the diamond in
the bottom layer (the material closest to the sub-
strate during deposition) was of poorer quality
than the diamond in the top layer. The width of the
diamond Raman line in one of the specimens was
equal to the width of the diamond Raman line in a
type Iha single crystal natural diamond. This result
suggests that the specimen was essentially strain
free. The Raman spectrum of a specimen deliber-
ately doped with nitrogen indicated a deterioration
in the quality of the diamond. A trace analysis of a
cross-section indicated the presence of Na, K, Ca,
and Mg, possibly due to contamination of the
specimen during preparation.

At the previous workshop, D. Morelli of the
General Motors Research Laboratory discussed
the thermal conductivity of CVD diamond as a
function of temperature. The curve representing
the temperature dependence at low temperature
showed a kink that could not be explained satisfac-
torily. At this workshop, Dr. Morelli presented the
results of an experiment that appears to explain the
effect. In this experiment, thermal conductivity
measurements were made on single crystal dia-
mond specimens before and after exposure to
neutron radiation. Prior to irradiation, the speci-
mens did not exhibit the kink in the thermal
conductivity whereas after irradiation and heat
treatment, a kink appeared. The temperature at
which the kink occurred was correlated with the
expected sizes of the defects produced. At low
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temperatures, the mean wavelength of thermal
phonons is greater than the size of the defect so
that scattering is reduced. As the temperature
increases, the mean phonon wavelength decreases
and scattering increases resulting in a decrease in
the expected thermal conductivity behavior. The
result is a kink in the dependence of thermal
conductivity on temperature. The larger the size of
the defect, the lower the temperature at which the
kink will occur. The work also demonstrated that
grain boundaries are transparent to phonon propa-
gation, at least at the low temperatures.

L. Wei of Wayne State University described the
method of photothermal deflection for measuring
the thermal diffusivities of diamond. Measure-
ments had been performed on a large number of
diamond specimens over the last several years at
Wayne State. Dr. Wei discussed the measurement
of thermal diffusivity as a function of temperature
of diamond crystals containing higher ratios of
C"2:C"3 than the natural abundance ratio. She
found that the thermal conductivity increased with
decreasing C'3 content. The temperature depen-
dence of the thermal conductivity could be
explained by a theory that took into account both
Umklapp phonon scattering processes and normal
phonon scattering processes.

5. Thermal Conductivity of Diamond:
Standardization Issues

Six presentations were given that discussed
general standardization issues and specific mea-
surement techniques related to measuring thermal
conductivity. R. Tye from Ulvac Sinku-Riko re-
viewed the ideal requirements for a standard
measurement method, standard methods now in
use for determining thermal conductivity, and
related international standards. Some of the ideal
requirements for a standard method are: a gener-
ally accepted and proven technique; the availability
of a related current standard; relative simplicity in
the concept, design and operation of the equip-
ment; rapid and minimal specimen preparation; a
capability of providing absolute values to a known
precision or a required precision. The advantages
and disadvantages of techniques such as axial rod
heat flow, 3 omega, flash, converging wave, and ac
calorimetry were discussed. The flash method is
used in three international standards (ASTM, UK/
BS and Japan/JIS) for thermal diffusivity measure-
ments. However, these standards would need
modification to be applicable to CVD diamond.

R. Taylor from the Thermophysical Properties
Research Laboratory at Purdue University stressed
the difficulty of accurately measuring thermal
transport properties. He showed that published
thermal conductivity values of 99.9 + % pure
tungsten and TiC show very large variations; values
differing by factors of two to three were observed.
Professor Taylor then described a new measure-
ment technique developed at Purdue University. In
this technique, a thin strip of diamond 50 mm long
x 4 mm wide is partially masked. The unmasked
portion is uniformly exposed to a step input of heat
from an infrared lamp by means of a shutter. Three
thermocouples, attached along the length of the
masked portion of the sample, monitor the rise in
temperature as heat flows from the unmasked por-
tion of the specimen to the heat sink at the other
end. The time dependence of the temperature is
used to compute the thermal diffusivity.

D. Slutz from General Electric Superabrasives
discussed the development of two methods suitable
for quality control monitoring of thermal conduc-
tivity rather than for obtaining absolute accuracy.
The first is based on Angstrom's method [2]. A
modulated laser beam focused to a line at one edge
of the specimen provides the heat source. An
infrared detector monitors the phase lag of the
traveling thermal wave as a function of the distance
from the heating source. The thermal diffusivity is
calculated from the data. In the second method,
the specimen is heated in the same manner as
above but data is collected at a single point on the
specimen. A Fast Fourier Transform analyzer is
used to analyze the collected data, from which the
thermal diffusivity is calculated. The measurement
time for each specimen is 20 min.

J. Graebner of AT&T Bell Laboratories de-
scribed measurement techniques to measure the
thermal conductivity in the plane of a specimen
and the thermal diffusivity perpendicular to the
plane of the specimen. The in-plane measurement
is performed with a two-heater steady state tech-
nique; one of the heaters allows for a correction
due to radiative heat loss and conductive heat loss
through the electrical leads. The perpendicular
thermal diffusivity is measured by the laser flash
technique. A thermal conductivity of 26 W/(cm K)
has been calculated from laser flash measurements
on high quality CVD diamond.

S. Preston described laser flash measurements of
thermal diffusivity at AEA Technology in Great
Britain. A high power Q-switched ruby laser was
used as the heating source. A relatively thick
metallic coating (10 pm thick) was deposited on

380



Volume 98, Number 3, May-June 1993

Journal of Research of the National Institute of Standards and Technology

the diamond to absorb the laser beam without
being ablated away. In order to account for the
transient delay due the coating, a measurement
was performed on a piece of high purity copper foil
coated along with the diamond films. Because the
thermal diffusivity of the copper foil was known, he
was able to calculate the thermal diffusivity of the
coating; this value was used in calculating the
thermal diffusivity of the diamond.

G. Lu of Norton Diamond Film described the
results of thermal modelling to determine the
relative importance of in-plane thermal conductiv-
ity vs perpendicular thermal conductivity for lower-
ing the temperatures of junctions of diamond with
other materials. In most cases, a higher perpendic-
ular thermal conductivity led to a lower junction
temperature. The one exception was the case of a
small circular heat source having a diameter much
less than the diamond thickness; in this case, in-
plane heat spreading plays the major role in remov-
ing heat from the junction region. Results were
also presented which showed that incremental
decreases in junction temperature were minimal
when the diamond thermal conductivity increased
beyond three to four times the thermal conductivity
of the heat sink on which it is placed.

As one of the first steps in the process, an inter-
laboratory round-robin test will be conducted to
assess differences in the results of measurements
made at different laboratories using different
methods. A set of samples will be fabricated by
several manufacturers and sent to different labora-
tories for measurement of thermal conductivity. At
the workshop, Norton Diamond Film, General
Electric, and Raytheon agreed to supply speci-
mens. AT&T, Wayne State University, Purdue
University, AEA Technology, Sinku Riko, General
Electric, and Norton Diamond Film offered to
perform the measurements. Other manufacturers
and measurement laboratories will be asked to
participate. The results will be compiled by NIST
and presented at the next workshop.
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6. Organization of Working Group

Thermal management applications are leading
the way in large-scale commercialization of CVD
diamond. Recent press announcements [3] show
the incorporation of CVD diamond into the
production of high power electronic packages.
However, not only is there no accepted method of
measuring the thermal conductivity of CVD dia-
mond, but different methods can frequently yield
significantly different results. Therefore, a working
group has been formed to examine the issues and
formulate a recommendation on standardizing
thermal conductivity measurements of CVD dia-
mond. The members of the working group are:

Grant Lu, Norton Diamond Film -Chairman

Albert Feldman, NIST
John Graebner, AT&T
Ronald Tye, ULVAC Sinku-Riko
David Slutz, General Electric
Pao-Kuang Kuo, Wayne State University
Steven Preston, AEA Technology-Associate
Member
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1. Introduction

In 1992, a comprehensive survey of current
Federal materials research programs and plans for
new initiatives, known as the Advanced Materials
and Processing Program (AMPP), was developed
under the auspices of the Office of Science and
Technology Policy. The goal of the AMPP is to
improve the manufacture and performance of
materials to enhance the nation's quality of life,
security, industrial productivity, and economic
growth [1]. One element of the program addresses
what have become known as "Functionally Gradi-
ent Materials" (FGM). This class of materials is
distinguished by properties which vary with mate-
rial thickness. These gradients in properties such as
hardness, thermal conductivity and chemical stabil-
ity contribute to the improved performance of com-
ponents. For example, the wear resistance of a soft
but tough material can be greatly improved by the

application of a harder but compliant surface
deposit overlayed with a very hard but brittle
material. The concept of gradations of material
properties to optimize performance is not new but
increased awareness of the opportunities for
improved control of properties and the ability to
tailor microstructures continuously through a thick-
ness has fostered a view of these materials as a
distinctive class whose potential has not been ful-
filled. Typically these materials' compositions vary
from metallic to ceramic over a thickness of up to
several millimeters. The unique approach now
taken to graded materials in FGM research is to
target specific properties at the extremes of the
material's thickness, thermal conductivity, and
thermal expansion, for example, and to tailor
microstructure, porosity or other features to meet
those properties. Extensive research to achieve this
capability through understanding of processing-
microstructure-property relationships has been
initiated through material synthesis techniques as
varied as thermal spray, chemical vapor deposition,
and self propagating high temperature synthesis
[2].

Thermal spraying of coatings, due to high
material deposition rates and relatively low capital
cost, has become a primary industrial method of
synthesizing materials with varying composition
and microstructure. The North American thermal
spray market was over $600 million in 1990 and is
projected to reach $2 billion per year by the year
2000, a growth rate of 7-8% per year. The largest
portions of this market are in powder consumables
and coating services. The growth projected is
largely based on the increased use of ceramic
coatings for thermal barriers and clearance control
on aircraft gas turbines, some of which have close
to 5500 parts which are thermal spray coated [3].
Similarly, the market for ceramic powders used in
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thermal spraying is a significant portion of the
advanced ceramic powders market and is expected
to experience a growth rate of 4% per year through
1995 [4] with annual consumption of oxides and
carbides reaching over 2 million kilograms by the
turn of the century [5].

The thermal spray industry is diverse. In addi-
tion to the aircraft engine applications noted
above, thermal spray deposited coatings are
applied to fossil fueled boilers and chemical pro-
cessing vessels to control corrosion, to automotive
bodies and mechanical components for cosmetic
and wear reduction purposes, to electrical compo-
nents for insulation, and research is under way to
increase efficiency of reciprocating engines through
application of thermal barrier coatings to piston
crowns. Thermal spray processes are also used to
refurbish worn mechanical components, thereby
reducing scrap and replacement costs [6]. The
companies which supply materials and services for
these applications are likewise diverse in size and
capabilities. The 1992 Thermal Spray Buyers
Guide lists 38 powder suppliers, 25 equipment
suppliers, and 40 contract applicators [7] in addi-
tion to the major automotive and aerospace
companies which are the large single site users of
the technology.

Recognition of the size of this industry, the
varied interests and skills of the scientists and engi-
neers involved, and the changes in the field have
fostered the growth of technical and trade organiza-
tions to serve the field's technical communication
needs. The primary domestic technical society
addressing the community is the Thermal Spray
Division of ASM International, which was formed
in 1987 and now sponsors the publication of the
Journal of Thermal Spray Research. Trade and
marketing issues are served by the International
Thermal Spray Association. Although research
results are available in a wide venue of scientific

and engineering journals, the most comprehensive
summaries of current research and technical devel-
opments are found in the proceedings of the 13
International Thermal Spray Conferences (1956-
1992) and the 4 National Thermal Spray Confer-
ences (1981-1991). These conferences now attract
over 1000 attendees each.

2. Thermay Spray Processing

Thermal spray coatings are applied by injecting
the material to be deposited into a high velocity hot
gas directed to the substrate of interest. The coat-
ing feedstock is generally a powder but wires and
rods are also widely used and the controlled feed-
ing of this material allows the development of a
coating whose composition and microstructure
varies with thickness. The high temperature gas is
obtained either by the development of a plasma
generated by passing an inert gas through a set of
high voltage electrodes or by combustion of reac-
tive gases in the torch itself. Plasma spraying and
flame or high velocity oxygen fuel (HVOF) are the
general descriptions of these processes respec-
tively. Process conditions can vary widely and have
significant influence on the microstructure and
properties of the deposited material. Table 1,
taken from Ref. [8], identifies some of the perti-
nent features of the various thermal spray
processes. The plasma spray process has been
adapted for operation in vacuum to increase the
density of the deposit and in inert gas filled
chambers to prevent oxidation of the material
sprayed.

The high temperatures and velocities of the ther-
mal spray processes make measurement and con-
trol of process parameters difficult. Therefore,
although widely used, production of quality
coatings largely depends on the experience and
intuition of skilled equipment operators.

Table 1. Characteristics of thermal spray deposition of tungsten carbide-cobalt coatings

Typical bond strength, MPA HVOF Standard plasma High velocity plasma

Flame temperature, 'C 2760 11,100 11,100

Gas velocity Mach 4 Subsonic Mach 1

Hardness, DPH 300 1,050 750 950

Porosity, % 0 <2 <1

Typical bond strength, MPa 69 55 69

Thickness limit, mm 1.52 0.76 0.38
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Microstructures of deposited coatings are com-
plex, particularly for graded structures. The ex-
treme thermal conditions to which feedstocks are
subjected, high cooling or solidification rates, reac-
tion during transit to the workpiece (substrate),
and morphological features resulting from high but
variable impact velocities combine to make predic-
tion and control of microstructures difficult.
Hence, much of the material produced commer-
cially is the result of empirical studies relating
gross process parameters to microstructures and to
performance in actual application. Typical thermal
sprayed coatings exhibit overlapping lamella result-
ing from successive impacting particles of molten
or very plastic material, oxide films surrounding the
lamella, irregularly distributed porosity, rough in-
terfaces between layers of different composition,
and cracks resulting from shrinkage during cooling.
These features make quantitative analysis and
specification difficult.

Properties of thermal sprayed coatings are diffi-
cult to measure, especially in service. Tensile
strength, elastic modulus, thermal conductivity,
and fracture toughness are important coating prop-
erties but the most sought after property is ad-
hesion to the substrate. Typically this is determined
by the tensile adhesion test, ASTM-C633-79. Large
variations in adhesion strength measured by
C633-79 have been shown to be typical [9]. Other
properties related to performance, such as erosion
or corrosion resistance, are routinely measured
and related to operating conditions in specific
applications.

3. Workshop Objective and Structure

The objectives of the workshop were to identify
(1) the research required to improve processing
reproducibility and performance prediction,
(2) opportunities for collaboration between NIST
and industrial researchers, and (3) mechanisms of
effective dissemination of research results to the
thermal spray community. This approach is more
focused than some earlier studies, Refs. [10] and
[11] for example, which include thermal spray in
general assessments of coating research needs and
do not specifically address industrial processing
concerns.

Invited attendees represented a broad spectrum
of the thermal spray industry including powder
suppliers, equipment manufacturers, and applica-
tors and users of thermal spray coatings. In addi-
tion, researchers from academia and federal
laboratories with active programs in thermal spray,

as well as representatives of the principal organiza-
tions through which the thermal spray community
communicates were invited.

The workshop was structured to present visitors
with an overview of unique NIST analytical and
materials characterization techniques which are
viewed as providing improved capabilities to under-
stand the role of processing on performance and
properties. Members of the Materials Science and
Engineering Laboratory and the Chemical Science
and Technology Laboratory staffs reviewed chemi-
cal and compositional mapping of microstructures,
thermal properties measurements, and powder
characterization techniques developed and utilized
at NIST.

A crucial aspect of the workshop was to solicit
the view of industry on their requirements for
measurement related research. To accomplish this,
industrial and academic representatives described
the general requirements for measurement of
process parameters, mechanical properties, micro-
structural analysis, and modeling of the thermal
spray process. The specific issues of the automotive
industry were addressed by representatives from
Ford and General Motors, who emphasized perfor-
mance prediction.

To facilitate implementation of research results,
NIST personnel described the various mechanisms,
such as Cooperative Research and Development
Agreements and the Advanced Technology
Program, through which collaborative research can
be conducted. Similarly, the past chairman of the
ASM International Thermal Spray Division
described that organization's structure and means
of coordinating dissemination of information.

Following these general presentations, working
groups convened to determine specific research
topics which are of importance to the thermal
spray industry. These groups addressed process
measurement and control with an emphasis on
powder characterization, coating evaluation, per-
formance evaluation, and process modeling.

4. Research Issues

The following research issues and needs were
determined by consensus through the working
group discussions.

4.1 Processing Measurement and Control

Powders are the predominant form of thermal
spray feedstock and are increasingly recognized as
having a strong influence on the microstructure
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and performance of coatings. Therefore, consider-
ation of powder characteristics as a process vari-
able is warranted. Powders for thermal spray
deposition are synthesized by several techniques
and are generally specified by bulk composition
and particle size. Metallic powders are usually
formed by atomization from an alloy melt while
oxide, carbide and other ceramic compositions are
formed by crushing and grinding larger material to
the desired size or by spray drying fine powder with
an organic binder to obtain the size required. The
type of ceramic processing used influences proper-
ties such as powder shape, phase content, friability,
and flowability.

The powder characterization working group
aimed to identify those powders which were of
greatest interest to industry, to determine which
powder properties were most critical to spray
process control, and types of standardized testing
which are required or need improved technique.

Powders can be divided into those that are
intended for coating use at elevated temperatures
and those that are exposed to ambient tempera-
tures. Among the former are the zirconia contain-
ing thermal barrier and M-CrAIY (Nickel, Cobalt,
and Iron as the primary constituent(s) with
Chromium, Aluminum and Yttrium alloying addi-
tions) coatings applied to gas turbine components
and among the latter are tungsten carbide and
aluminum oxide utilized for wear protection. For
high temperature applications, 7-8% yttria stabi-
lized zirconia was found to be of greatest interest.
For this powder, in particular, synthesis technique
has a pronounced effect on powder shape, porosity
and other features which affect both spraying and
deposit formation. These synthesis related features
were felt to be the cause of variations in measure-
ments required for powder specification. Specific
working group recommendations for research to
resolve these issues are as follows:

* Calibration and cross correlation of powder size
measurements by powder producers and users
should be conducted using well characterized
reference lots of material as has been done in the
fine ceramics industry. This would be most effec-
tively conducted through the distribution of
captive cells of material. This research would
have immediate benefits to the thermal spray
industry.

* A standard should be written for the size analysis
of powders in the 10 Am size range including
sample preparation technique. Major interest
focused on the analysis of gas atomized and

spray dried powder which should be the primary
materials studied. Size analysis of non-spherical
powders is not currently conducted in spite of
the fact that significant amounts of this material
are used. Optical size measurement methods
are desired, particularly by users.

* Techniques for measurement of specific surface
area, phase composition, and chemical composi-
tion require development for thermal spray
powders. In particular, analysis techniques for
impurities such as silica, alumina, sodium,
hafnium, uranium, and thorium in zirconia are
needed. Apparent density measurement
techniques for spray dried powders require
development to allow improved process control.

* The ultimate test of a powder is its behavior in
the thermal spray process and the working
group opined that development of a standard-
ized spray test which would determine deposi-
tion efficiency is warranted. It was the group
consensus that an impartial institution such as
NIST would be extended cooperation from the
thermal spray community to develop such
testing procedures.

* Sensors to measure thermal spray process con-
ditions were clearly identified as requiring
development. Conditions which require mea-
surement include particle temperature, particle
velocity, in-process coating density, and deposit
thickness. It was felt that an emphasis should be
placed on high velocity spraying techniques.

Significantly, powder producers expressed
willingness to contribute to the development of the
research recommended through contribution of
materials, analysis procedures, and the conduct of
analyses as part of a collaborative research effort.

4.2 Coating Evaluation

Measurement of coating properties and analysis
of coating microstructure and microchemistry are
critical to both the evaluation of thermal spray
processes as well as the prediction of performance.
Working group members identified this broad
range of immediately useful research which would
enhance productivity and effective application:

* The inhomogeneous microstructure typically
produced is difficult to analyze due to the
presence of constituents as diverse as gross
porosity, interlamellar phases, metallic glasses,
and oxides. The situation is made more complex
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by the presence of metastable phases resulting
from rapid solidification of powders upon
impact with the substrate. Development of
reproducible methods to provide quantitative
analysis of both gross and subtle features by
optical and electron microscopy are needed. It
was suggested that a microstructural atlas of
coatings would be of use to industry.

* Development of techniques of x-ray diffraction
which can routinely be utilized to determine
phase content and composition presents
challenges which if overcome could provide
improved understanding of the role of process-
ing conditions. Similarly, techniques to quantita-
tively assess phase fraction, residual stress, grain
size, and solute levels requires development.
The identification of metastable phases which
have weak x-ray diffraction patterns is con-
founded by accompanying fine grain sizes, inter-
nal stresses, solute gradients, and texturing
effects. This analysis is not performed although
the presence of these features can have a signifi-
cant effect on performance. Characterization of
microcracking, which can have significant effects
on strength, fracture toughness, thermal con-
ductivity, and corrosion protection, is not easily
or well conducted. Development of methods to
analyze microcracking can also provide insight
into the mechanisms of coating failure.

* Measurement techniques to determine the
mechanical properties of thermal sprayed coat-
ings are not well defined although research
addressing this topic has been conducted
[12-13]. Adhesion to the substrate, cohesion
within a coating, and properties of the coating
material, particularly when graded, are impor-
tant to coating design and understanding of the
role of processing parameters. Typically adhe-
sion is measured by use of the tensile adhesion
test (TAT, ASTM-C633-79) originally devel-
oped for evaluation of zinc coatings on steel.
This test, which consists of pulling the coating
from the substrate by means of a tab epoxied to
the coating, is limited to the strength of the
epoxy. It is not conducted above 200 'C and
provides only rough quality control guidance in
contrast to more elegant techniques applied to
homogeneous thin films [141. A test methodol-
ogy which can be readily conducted by applica-
tors and provides an understanding of mode of
failure, failure initiation site, strain to failure,
and other pertinent data for the coating-sub-
strate system is desired. Data on the properties

of coating materials is either gathered from
handbook values of bulk material of similar
composition or measured on coatings removed
from a substrate. These data are either not rep-
resentative of the coating or neglect the role of
interfacial constraint at the substrate.

* Thermal properties are particularly important
for graded, insulating coatings. It was noted that
developing both an ability to measure thermal
conductivity and to model this property based
on microstructural parameters would enhance
industry's ability to design coatings for particu-
lar applications.

* Group participants suggested that round robin
programs to establish a basis for comparison of
test methodologies would be productive as has
been shown in a recent exercise to evaluate
techniques of metallographic preparation of
tungsten carbide coatings. This latter effort
which entailed the distribution and analysis of
1800 samples has provided evidence of the value
of standard reference materials and standard
evaluation techniques. In the long-term, data-
bases on thermal, mechanical, and other proper-
ties may be feasibly developed by industry if
accepted measurement and analysis techniques
are available.

4.3 Performance Evaluation

Performance evaluation and prediction tech-
niques are vital to the competitiveness of material
producers and coating vendors and hence are
usually closely held. The performance evaluation
group identified several general service related
issues which should guide the development of a
research agenda.

* Although research on current applications is of
value, attention should be directed to emerging
applications with major growth potential. These
applications include thermal barrier coatings for
non-aircraft engine applications in the auto-
motive industry, corrosion resistant coatings of
value to the chemical industry, and electrical
insulators applied to elecromechanical equip-
ment used in various commercial products.

* Tungsten carbide/cobalt wear resistant coatings
are a large thermal spray market. Less costly
alternatives to this material are of interest and
research to assess their performance limits
would be of benefit.
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* Corrosion resistant coatings for aqueous and
other environments are of interest to several
industries. An improved understanding of mech-
anisms of deterioration which would allow
better material selection and performance pre-
diction is desired. In terms of characterization
techniques, the ability to measure permeability
of coatings on a substrate was specifically cited.

* Measures of performance are application
specific and the occurrence of unforeseen
unmeasured operating conditions limit predic-
tive capabilities. In this context, it was empha-
sized that understanding mechanisms of coating
failure would be of value, particularly in relating
laboratory assessments to field measurements.

* The ability to determine the condition and
predict the remaining life of coatings is valuable.
This capability and the desire to inspect coat-
ings, without reliance on test coupons included
in production lines, led to the recommendation
of development of in situ nondestructive evalua-
tion techniques.

In the extreme, industrial representatives stated
the desire to be able to specify performance based
solely on processing conditions. This is recognized
as a long-term goal which requires significant un-
derstanding of the particular mechanisms of deteri-
oration likely for an application and the role of
coating properties and microstructure in that
mechanism.

4.4 Process Modeling

Process modeling was recognized as the activity
which binds several aspects of thermal spray coat-
ing together. Modeling of the process from the
torch to the coating deposition was cited as neces-
sary for process design, control, and automation.
Group recommendations for research included the
following specific items:

* Most modeling research has been directed to
plasma spraying. The increased interest in high
velocity oxygen fueled spraying argues for the
development of models of this process wherein
higher velocities and deposition rates present
challenges.

* For all processes, models of the development or
evolution of the complex microstructure are
needed. Microstructural development models
would provide a link between processing and
properties with the potential for better property
control and consistency.

* Microstructural development models should
include understanding of the nature of im-
paction and coalescence of droplets, the forma-
tion of defects, and the fine features of bonding
to the substrate.

* Modeling of thermal spray torch parameters is
important for process improvement. Specifi-
cally, models of the thermal and flow behavior
of the hot gases emanating from the torch and
the behavior of particles in flight to the work-
piece were cited as necessary.

Significantly, it was stated that the process
modeling efforts should be integrated with both
diagnostic developments and process design and
that the specific classes of material addressed
should be recommended by industry.

5. Conclusions

The workshop was successful in identifying many
of the key problem areas in thermal spray coating
technology. A broad spectrum of issues in this
complex process was addressed in the discussion
groups which reflected the concerns of different
industries. The active participation of the atten-
dees reflects the interest industry has in the devel-
opment of a research agenda which addresses
improved process reproducibility and performance
prediction. It is significant to note that most atten-
dees expressed a willingness both to identify
important issues which limit the technology and to
participate in collaborative research projects to
which they would contribute materials, services,
and expertise. A key to this willingness was the
realization that industrial and academic capabili-
ties in material processing could be effectively
utilized in conjunction with NIST's measurement,
modeling, and characterization capabilities.
Opportunities for transfer of research results to
industry through established thermal spray techni-
cal organizations were clarified. As a result of the
workshop, NIST will synthesize consensus project
plans for the consideration of the attendees and
initiate collaborative research where sufficient
interest warrants.
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News Briefs

General Developments
Inquiries about News Briefs, where no contact person
is identified, should be referred to the Managing Editor,
Journal of Research, National Institute of Standards
and Technology, Administration Building, A635,
Gaithersburg, MD 20899; telephone: 3011975-3572.

FEDERAL LABS JOIN FORCES TO HELP
U.S. INDUSTRY
NIST and Sandia National Laboratories in
Albuquerque, NM, have signed an agreement that
will combine their technological resources to help
boost the competitiveness of U.S. companies in
world markets. Covering microelectronics, ad-
vanced manufacturing, materials and standards,
the agreement will be driven by industrial needs
and build on the success of existing programs at the
two laboratories. Initially, NIST and Sandia will
concentrate on microelectronics research and
target efforts at improving the quality of U.S. semi-
conductor products. The first joint projects under
this agreement will be in semiconductor packaging
and manufacturing process control. In packaging,
NIST and Sandia have special facilities for resolv-
ing obstacles, such as the production of test chips,
which allow producers to gauge chip and packaging
performance.

BRIDGE BUILDER GETS HELPING "HAND"
FROM ROBOCRANE
Under terms of a new cooperative research and
development agreement, a private company plans
to use NIST's novel robot crane technology to in-
stall temporary bridges over beaches or wetlands.
The CRADA partners initially will develop a proto-
type system for integrating NIST's RoboCrane and
the company's Modular Bridging System (MBS).
RoboCrane, a device that can lift more than five
times its own weight and precisely maneuver loads

over a large working volume, will be able to install
the MBS more rapidly than conventional manual
techniques. The MBS also may permit traffic to
flow over construction sites while road work
proceeds underneath it. Long-range CRADA
objectives call for expanding the integrated system
for general bridge and road construction/repair
jobs, military transport over obstacles, hazardous
material handling, and lunar and other space
construction. For more information, contact James
S. Albus, Robot Systems Division, B124 Metrology
Building, Gaithersburg, MD 20899-0001, (301)
975-3418.

NIST/U.S.&FCS JOINT EFFORT TACKLES
EXPORT CONCERNS
In recognition of mutual objectives in promoting
export of goods and services from the United
States, NIST and the U.S. and Foreign Commer-
cial Service (FCS), a unit of the Commerce
Department's International Trade Administration,
have agreed to work together to achieve common
goals concerning standards and exports. A recent
memorandum covers formal and working relation-
ships between the agencies for assignment of NIST
employees as standards experts to selected U.S.
embassies and missions. Under its Standards Assis-
tance Program, NIST works to facilitate exports by
encouraging harmonization of foreign and U.S.
standards and conformity assessment practices at
key locations. NIST currently is furnishing support
for U.S. standards advisors to the Saudi Arabian
Standards Organization and the U.S. Mission to
the European Community. Through its Office of
Standards Services, NIST assists industry and the
federal agencies in efforts to improve the ac-
ceptance of U.S. technology and manufacturing
practices, and to promote more effective U.S.
contributions to international standardization,
conformity assessment, quality assurance, and
testing.

391



Volume 98, Number 3, May-June 1993

Journal of Research of the National Institute of Standards and Technology

INITIAL GRANTEES SAY ATP MAKES A
DIFFERENCE
An early study of the short-term effects generated
by NIST's Advanced Technology Program suggests
that, as intended, the ATP fosters promising lines
of research that otherwise would have fallen to
budgetary decisions, and improves industrial co-
operation. According to the consulting firm that
surveyed the 11 companies awarded grants in the
ATP's first competition in 1991, the ATP also
enhanced the credibility of the grantees in the
marketplace. Difficulty in forming and operating a
research consortium under the federal govern-
ment's strict financial rules was among the few
problems noted by survey respondents. The ATP
makes awards to private companies and industry-
led cooperative ventures to support research on
promising but high-risk technologies. To obtain a
single copy of the 30-page study, The Advanced
Technology Program, An Assessment of Short-
Term Impacts: First Competition Participants,
contact ATP office.

NEW GUIDE CAN HELP STATES BUILD A
QUALITY AWARD
Getting the commitment of state leaders, including
the governor, should be one of the first steps in
creating a successful state quality award program,
recommends a new guide developed for NIST by
the National Governors' Association. Several states
and cities already have established quality awards,
with many using the Malcolm Baldrige National
Quality Award as a model. These awards are used
not only as an economic development tool but also
to encourage private industry, schools, and state
and local governments to use quality management
to improve the way they do business. Recognizing
this fact, NIST commissioned the new guide to out-
line questions and issues raised in establishing an
award program. Included are areas such as devel-
oping a core group of experts to help guide the
effort, setting up criteria and the application and
evaluation processes, establishing fees and securing
funding. Designing and Implementing a State
Quality Award Program (NIST GCR 92-620) is
available from the National Technical Information
Service, Springfield, VA 22161, (703) 487-4650, for
$19.50. Order by PB 93-154458.

NEW DIRECTORY ACCESSES OVER 900
TESTING LABS
Laboratory accreditation is growing in importance
as industry and government establish or enhance

their efforts to improve the quality of testing and
calibration services. The National Voluntary Labo-
ratory Accreditation Program 1993 Directory lists
more than 900 domestic and foreign laboratories
accredited by the NIST NVLAP program for
specific test methods as of January 1993. The
current fields of testing are acoustical, asbestos
fiber analysis, carpet, commercial products (paint,
paper, plastics, plumbing, and seals and sealants),
computer applications, construction materials,
electromagnetic compatibility and telecommunica-
tions, ionizing radiation dosimetry, solid fuel room
heaters and thermal insulation. The labs are listed
alphabetically, by field of testing and by state. For
a copy of NIST SP 810, send a self-addressed mail-
ing label to NVLAP, Rm. A162, Building 411,
NIST, Gaithersburg, MD 20899-0001, (301) 975-
4016, fax: (301) 926-2884.

TWO AGENCIES JOIN FORCES, COORDINATE
RESEARCH
Both NIST and the National Science Foundation
have long histories of supporting and conducting a
variety of research programs. NIST's work is pri-
marily directed toward industrial outreach, and
NSF's activities are geared to academia. A new
agreement between the two agencies links NSF and
NIST in order to transfer basic technology discover-
ies from academic laboratories to the marketplace.
The agreement will coordinate research common to
the two agencies in four areas: advanced materials
and processing; manufacturing technology; chemi-
cal science and engineering, including biotech-
nology; and high-performance computing and com-
munications. The joint agreement is geared to help
key industrial sectors of the U.S. economy. For
example, chemists and chemical engineers account
for 51 percent of the U.S. workforce in research and
development. NIST and NSF programs in chemical
sciences such as biotechnology, materials process-
ing, health care, energy and petroleum refining can
help enhance the competitive position of these
industries in world markets.

U.S., SAUDI ARABIA TO CONTINUE
STANDARDS WORK
A formal memorandum of understanding was
signed March 19, 1993, between NIST and the
Saudi Arabian Standards Organization to continue
technical cooperation and standards development
activities. The agreement, which recognizes the
importance of the SASO in business relations
between the United States and Saudi Arabia, also
reflects the significance to the SASO of obtaining
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continued U.S. technical assistance. The MOU
formalizes cooperative linkages with U.S. private-
sector and government technical experts. Saudi
Arabia is the leading member of the Gulf Co-
operation Council Standardization and Metrology
Organization. Other members are Bahrain, Kuwait,
Oman, Qatar and the United Arab Emirates.
SASO technical standards are generally adopted by
the other members of the GCC. These countries
represent a market potential for U.S. manufactur-
ers estimated to be more than $7 billion annually.
The MOU officially acknowledges NIST's suc-
cessful pilot program, initiated in 1990, for provid-
ing technical assistance to countries that desire
standards on domestic products compatible with
those in the United States.

PARTNERS WORK TO PROVIDE CORROSION
INFORMATION
Since 1982, researchers from the National Associa-
tion of Corrosion Engineers and NIST have been
working to minimize corrosion's negative impact on
U.S. industry, as well as on the safety of structures
and facilities. Together, the two organizations are
developing a series of personal computer software
modules that provide rapid access to reliable infor-
mation on the performance of engineering materi-
als in corrosive environments. These expert systems
contain "critically evaluated" scientific data for the
design of industrial plants, pipelines, petrochemical
facilities, structures, equipment and other products
susceptible to the effects of corrosion. With user-
friendly software, the PC modules cover the spec-
trum from classic databases to true "expert
systems" that mimic a consultant. For information
on the corrosion program, contact Richard Ricker,
B254 Materials Building, NIST, Gaithersburg, MD
20899-0001, (301) 975-6023. For a listing of NACE/
NIST products, contact NACE, P.O. Box 218340,
Houston, TX 77218, (713) 492-0535, fax: (713)
492-8254.

KEEP COMPUTERS "ON-TIME" WITH
NEW SERVICE
NIST and the University of Colorado at Boulder,
CO, have jointly announced a new service for
computer users that allows them to obtain precise
time from an international computer network. Any
computer connected to the Internet network can
utilize the Network Time Service without additional
charges or fees. Time information is traceable
directly to the NIST primary clock system. Users
can access the host computer in Boulder using sev-

eral protocols, including the Network Time Proto-
col or the simpler "daytime" protocol (that provides
complete timing information, including advance
notice of leap seconds and Daylight Savings Time/
Standard Time transitions). For information about
the Network Time Service or instructions for its
use, leave an electronic mail message at
TIME@TIME-A.TIMEFREQ.BLDRDOC.GOV
or write to NTS, Div. 847, NIST, Boulder, CO
80303-3328.

1993 BALDRIGE AWARD APPLICATIONS
TOTAL 76
Seventy-six U.S. companies are in the running for a
1993 Malcolm Baldrige National Quality Award.
They include 32 manufacturing firms, 13 service
companies and 31 small businesses. Last year, 90
companies applied and five won. The award pro-
gram was established in 1987 to recognize the qual-
ity achievements of U.S. companies and also to
promote national awareness about the importance
of improving quality management. The award pro-
gram has helped stimulate a grassroots effort
throughout the United States, and the world, to
improve quality in many organizations. Many state,
local, trade association and international quality
award programs are modeled after the Baldrige
Award. Firms applying for the 1993 award must
provide details on their quality management system
citing achievements and improvements in seven
areas. Applications are evaluated by an indepen-
dent NIST-appointed board. Announcement of the
1993 winners and an award ceremony will take
place later in the fall. The award program is man-
aged by NIST with the active involvement of the
private sector.

PREFERRED METRIC UNITS LISTED
IN NEW STANDARD
Government and industry officials concerned with
metric usage in grants, contracts and other busi-
ness-related activities of federal agencies will be
interested in Federal Standard 376B, Preferred
Metric Units for General Use by the Federal
Government. The standard was approved by the 40
federal agencies that make up the Metrication
Operating Committee. It was developed by the
Standards and Metric Practices Subcommittee.
Both groups operate under the Interagency Coun-
cil on Metric Policy. The 376B standard is a revised
and improved version of a 1983 standard, 376A.
The new standard lists metric units recommended
for use throughout the federal government and is
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specified in the Federal Standardization Handbook
issued by the General Services Administration.
GSA has authorized the use of the standard by all
federal agencies. Copies of 376B are available from
GSA, Specifications Section (3FBP-W), Suite 8100,
470 L'Enfant Plaza SW, Washington, DC 20407,
(202) 755-0325.

MORE QUESTIONS, MORE ANSWERS:
ISO 9000
Exporters, manufacturers, testing labs and others
concerned about quality, quality systems and regis-
tration will find answers to previously unaddressed
questions on the ISO 9000 standards and related
issues in a new NIST report. More Questions and
Answers on the ISO 9000 Standard Series and Re-
lated Issues (NISTIR 5122) is a sequel to a widely
distributed report on quality standards (NISTIR
4721). Special attention is given to ISO-9000-
related events within the European Community
that might affect U.S. trade. Information is pro-
vided on the EC conformity assessment scheme,
quality system registration/approval, and the dis-
tinction between quality system certification and
quality system registration. Also described is the
federal government's use of ISO 9000, how to
select a quality system registrar, and the accredita-
tion programs of the Registrar Accreditation
Board (an American Society for Quality Control
affiliate) and other foreign accreditation bodies.
Copies of NISTIR 5122 are not available from
NIST. It may be obtained for $19.50 prepaid from
the National Technical Information Service,
Springfield, VA 22161, (703) 487-4650. Order by
PB 93-140689.

NEW CLOCK IS "ONE IN A MILLION"
FOR ACCURACY
NIST-7, an atomic clock that will neither gain nor
lose a second in 1 million years, recently debuted at
NIST's Boulder, CO, laboratory. When fully evalu-
ated in a year, it is expected to show an accuracy of
one second in 3 million years-making NIST-7 the
world's most accurate clock. Who needs such accu-
racy? Examples of atomic clock time users are
NASA (for guiding deep space probes), the De-
partment of Defense (for operating a satellite-
based navigation network), the investment banking
firm Salomon Brothers (for time stamping interna-
tional financial transactions) and California's Los
Angeles County (for timing traffic signals). NIST-7
is the seventh generation of atomic clocks built by

NIST (and its predecessor, the National Bureau of
Standards) since 1949, and replaces NBS-6, which
was accurate to one second in 300000 years. While
both clocks measure time by counting the vibra-
tions of a beam of cesium-133 atoms (one second
elapses after 9192631770 vibrations), NIST-7 uses
lasers rather than magnetic fields to better manipu-
late the beam and increase the clock's accuracy.

TRAPPING ATOMS MAY "CAPTURE" TIME
IN LESS SPACE
A new cooperative research and development
agreement between NIST and a private company
seeks to develop advanced atomic clocks that use
super-cold cesium atoms to measure time. The col-
laborators hope that the new timekeepers will
provide private industry with a field standard com-
parable to current national laboratory standards.
Traditional atomic clocks measure time by count-
ing vibrations of cesium atoms streaming through a
tube at speeds of around 200 m/s. For the advanced
clocks, NIST physicists are slowing these atoms to
about 1 cm/s by laser cooling them to very near
absolute zero. NIST and the private company plan
to design clocks that will be much smaller than
those currently keeping the international time stan-
dard, yet potentially just as accurate.

"CLIPPER CHIP" OFFERS ADDED
COMMUNICATIONS PRIVACY
The White House has announced a voluntary pro-
gram for use of a new technology that improves the
security and privacy of telephone communications
while meeting law enforcement needs. Developed
by the National Security Agency with NIST assis-
tance, the state-of-the-art "Clipper Chip" can be
used in new, relatively inexpensive encryption
devices that can be attached to telephones. The
microcircuit scrambles communications using a
powerful encryption algorithm. Each device con-
taining the chip will have two unique "keys" that
must both be used to decode messages. "Key
escrow" agents will retain the keys and provide
access only to government officials with legal
authorization to conduct a wiretap. Companies and
individuals will gain protection for proprietary and
private information, while law enforcement agen-
cies still will be able to intercept lawfully the phone
conversations of criminals. NIST is working on a
standard to facilitate federal government procure-
ment and use of the "Clipper Chip."
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GO WITH THE FLOW: IMPROVING
GAS MEASUREMENTS
Gas measurement facilities that calibrate devices
for regulating gas flow during the manufacture of
semiconductors and other products now can have
their accuracy assessed by a, new NIST service.
Tests of facilities can be conducted using a new gas
flow measurement artifact designed by NIST and
SEMATECH. A tandem arrangement of two flow
meters in a portable case, the artifact serves as a
transfer standard to link the gas flow measurement
capabilities of laboratories to national standards.
NIST personnel will conduct on-site evaluations of
gas measurement facilities on a cost-recovery basis.
Data produced can be analyzed graphically to doc-
ument both the imprecision uncertainties of the
tested laboratory and an estimate of its systematic
error for the tested conditions. For more informa-
tion or to schedule a test session, contact George
E. Mattingly, Fluid Mechanics Building, Room 105,
NIST, Gaithersburg, MD 20899-0001, (301) 975-5939,

E-mail: gem@micf.nist.gov, fax: (301) 258-9201.

CATALOG HELPS USERS BUILD
ISDN SOLUTIONS
The ISDN, or Integrated Services Digital Network,
is a telecommunications technology that makes it
possible to send and receive voice, data and pic-
tures simultaneously over telephone lines. How-
ever, many potential ISDN users are confused
about how the technology can be applied and what
type of equipment is needed. A new catalog de-
scribing over 30 ISDN applications should help
clear up much of the confusion. Each application
lists the type of equipment and services the user
needs to build the application. More than 120
products from 60 suppliers are described. The cata-
log was developed by the North American ISDN
Users' Forum. In 1988, NIST organized NIUF with
industry to help users and manufacturers agree on
ISDN applications, relevant standards, and options
and conformance tests. The catalog focuses on
applications identified as high priority by NIUF
members. A Catalog of National ISDN Solutions
for Selected NIUF Applications is available for
$44.50 prepaid from the National Technical Infor-
mation Service, Springfield, VA 22161, (703) 487-
4650. Order by PB 93-162881.

U.S./RUSSIAN STANDARDS GROUP
REPORT AVAILABLE

The Proceedings of the Second Meeting of the
Intergovernmental U.S./Russian Business Develop-
ment Committee's Standards Working Group,
March 23-24, 1993 (NISTIR 5166) reports on the
exchange of information regarding standards and
conformity assessment practices of each country,
and an understanding of new standards-related
legislative initiatives within Russia. Of particular
significance at the meeting was the signing of an
MOU for cooperation on standards, certification,
testing and metrology between the United States
(NIST) and Russia (GOSSTANDART). The
Department of Commerce used this opportunity to
make the first public announcement of a new
initiative to provide financial support to Russians
desiring to learn more about U.S. standardization
practices within industrial and commercial enter-
prises. Copies of NISTIR 5166 are available for
$36.50 prepaid from the National Technical Infor-
mation Service, Springfield, VA 22161, (703) 487-
4650. Order by PB 93-179968.

CRADA MILESTONE MARKED;
FY92 COUNT EQUALED
Last month, NIST entered into its 300th coopera-
tive research and development agreement since the
CRADA mechanism was established by Congress in
1988. The agreement, with the South Carolina
Research Authority of North Charleston, SC, calls
for the partners to establish and operate a testbed
facility for the manufacture of electrical products
designed in conformance to STEP (STandard for
Exchange of Product model data). STEP is the
U.S.-led drive to create a universal system for
exchanging information on a product's design,
manufacture, and support. A new monthly record
for CRADA signings was set in April when NIST
entered into 20 agreements. This brought the total
number of CRADAs (through April 30, 1993) to
316, and for the first 7 months of fiscal year 1993 to
82. The latter figure equals the entire CRADA
count for the previous fiscal year. For information
on establishing a CRADA partnership with
NIST, contact Bruce E. Mattson, B256 Physics
Building, NIST, Gaithersburg, MD 20899-0001, (301)
975-3084.
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NEW REFERENCE "MEASURES UP"
FOR ELECTRONICS
Measurement capability for the electronics indus-
try is critical to research and development, manu-
facturing, marketplace entry, and after-sales
support functions. It affects the performance,
quality, reliability, and cost of products. A new
NIST publication, Measurements for Competitive-
ness in Electronics (NISTIR 4583), identifies those
currently unmet measurement needs most critical
for the U.S. electronics industry to compete
successfully worldwide. Nine fields of electronics
are covered: semiconductors, magnetics, supercon-
ductors, microwaves, lasers, optical-fiber communi-
cations, optical-fiber sensors, video, and electro-
magnetic compatibility. Each field's section
contains a technology review, an overview of
economic importance to the world market, a look
at U.S. industry goals for competing internation-
ally, and a discussion of measurements needed to
meet those goals. Examinations of the importance
of measurements in competitiveness, NIST's role in
measurements and the U.S. electronics industry as
a whole also are included. NISTIR 4583 is avail-
able for $52 (print) and $19.50 (microfiche) pre-
paid from the National Technical Information
Service, Springfield, VA 22161, (703) 487-4650.
Order by PB 93-160588.

BIBLIOGRAPHIES LIST WHATS NEW
IN NIST EM STUDIES
Persons interested in NIST electromagnetics
research can now obtain two bibliographies that list
publications by the institute's EM scientists in
Boulder, CO, from 1970 to the present. A Bib-
liography of the NIST Electromagnetic Fields
Division Publications (NISTIR 3993) covers anten-
nas, dielectric measurements, electromagnetic
interference, microwave metrology, noise, remote
sensing, time domain and waveform metrology.
The second reference, Metrology for Electromag-
netic Technology: A Bibliography of NIST Publica-
tions (NISTIR 3994) covers optical electronic
metrology, cryoelectronic metrology, and supercon-
ductor and magnetic measurement. Copies of these
bibliographies may be ordered from the National
Technical Information Service, Springfield, VA
22161, (703) 487-4650. NISTIR 3993 is available
for $27 (print) and $12.50 (microfiche) prepaid;
order by PB 92-116367. NISTIR 3994 is available
for $19.50 (print) and $9 (microfiche); order by
PB 92-116375.

NATIONAL CONFERENCE ON WEIGHTS AND
MEASURES HOLDS "INTERIM MEETING"
The National Conference on Weights and Mea-
sures held its "Interim Meeting" at the Bethesda
Hyatt Jan. 10-14. Technical committees met con-
currently throughout the week to develop legal
metrology standards and manage other study pro-
grams, many of which will be recommended to the
conference in July 1993, at its 78th Annual Meeting
in Kansas City, MO. The Specifications and Toler-
ances Committee will recommend that the confer-
ence should permit custody transfer (controlling
$1.6 trillion revenue metric ton-km) of individual
railroad cars by means of coupled-in-motion weigh-
ing technology, and that electronic audit trails, al-
ready permitted, should meet minimum standards
of protection and provide increasing amounts of
information, depending upon how much metrologi-
cal control is accessible remotely.

The Laws and Regulations Committee met with
representatives of the Food and Drug Administra-
tion, Federal Trade Commission, the U.S. Depart-
ment of Agriculture, and more than 200 trade
associations and packagers to implement new re-
quirements and coordinate manufacturing and
other interests for labeling all consumer and non-
consumer packages in metric units of measure by
1994.

Both the Specifications and Tolerances and
Laws and Regulations Committees resolved mea-
surement and method of sale issues for the retail
sale of compressed natural gas as a motor fuel. The
Education, Administration, and Consumer Affairs
Committee concluded review of a training module
on general legal metrology administration. The
Liaison Committee concluded management and
development of a new consumer pamphlet that will
be available in February from the Consumer Infor-
mation Center in Pueblo, CO. Several representa-
tives of the executive committee met with staff of
Congressmen to discuss the importance of state
and local weights and measures agencies as the
infrastructure of the marketplace, to provide mea-
surement traceability to local and international
business concerns through their weights and
measures laboratories, and to maintain a fair
marketplace for honest business.

COLLABORATION WITH INDUSTRIAL
PARTNER EXTENDED FOR ANOTHER YEAR
The cooperative research and development agree-
ment between a major U.S. roller bearing manufac-
turer, and NIST recently was extended for another
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year. The original agreement was signed last year
to carry out research in spindle characterization for
implementation of hard-turning applications. Hard
turning is referred to single point turning of mate-
rials harder than 55 R& such as tool steels and bear-
ing steels. Precision turning of hard materials is a
critical and potentially cost-effective technology,
especially for small-batch production, because it
eliminates costly grinding setups or multiple heat
treatment processes to obtain proper hardness af-
ter cutting. Under last year's agreement, the manu-
facturer has loaned a state-of-the-art roller bearing
spindle to be characterized. Under this year's
agreement, the company will upgrade this spindle
and send a researcher for a period of 6 mo to work
with NIST researchers to evaluate the new spindle
for hard-turning applications.

NIST HELPS KICK OFF THE NGIS PROGRAM
On Nov. 5, NIST hosted the kickoff meeting
marking the beginning of the Next Generation
Inspection System (NGIS) program. NGIS is a
development effort by a consortium of U.S. compa-
nies and NIST whose goal is to improve current
manufacturing inspection methods and demon-
strate practical results. NGIS is administered by
the National Center for Manufacturing Sciences.

The next generation of inspection systems will
contribute to higher quality products and reduced
manufacturing costs through faster inspection,
inspection of complex surfaces, better integration
of computer-based inspection systems into the
factory through use of part models for inspection
programming and results analysis, data formats for
inspection results, and provision of feedback of
inspection results to manufacturing processes.

NIST's contribution to the program centers
around a testbed that supports experiments in
developing advanced systems and techniques for
manufacturing inspection. A goal is to improve on
current part inspection that uses touch-trigger
probes. Testbed facilities include a coordinate
measuring machine, sensor systems developed by
industry, sensor systems developed at NIST, con-
trol systems, and computer hardware and software.

Projects that will use this testbed include: devel-
opment of advanced sensor systems, such as vision
and laser probes; integration of multiple sensor
systems; development of advanced data analysis
systems; and development of a NIST hierarchical
control system for inspection tasks.

CIM STANDARDS FOR APPAREL INDUSTRY
The Apparel Product Data Exchange Standard
(APDES) Project Team at NIST published two
reports entitled, "Report on Scoping the Apparel
Manufacturing Enterprise" and "A Prototype
Application Protocol for Ready-to-Wear Pattern
Making." The first report identifies a set of manu-
facturing data interfaces that could be standard-
ized for the effective computer integration of the
information required to operate an apparel manu-
facturing enterprise. The second report describes
an information model for ready-to-wear pattern
making, one of the manufacturing data interfaces
defined in the first report, along with its testing
procedures.

The Defense Logistics Agency (DLA) is spon-
soring the NIST project to extend the emerging
international Standard for the Exchange of
Product Model Data (STEP) to include apparel
product data. This work is part of a larger DLA
program to improve apparel manufacturing tech-
nology. These extensions will lay the groundwork
for computer integration of the apparel product
life cycle, and it will enable clothing manufacturers
to reap the benefits of standardized product data
representation. NIST is working with the American
Apparel Manufacturers Association, the Fashion
Institute of Technology, and several other organi-
zations and companies to develop official STEP
standards for apparel. These reports will serve as
input for developing such standards.

LIQUID-HYDROGEN COLD NEUTRON
SOURCE MODELED BY NIST RESEARCHERS
A novel design has been developed for a new,
second-generation cold neutron source to be in-
stalled in the NIST Research Reactor as part of the
Cold Neutron Research Facility (CNRF). The new
source is an essential element in the successful
completion of the CNRF, which is a major national
resource. The design, developed at NIST uses a
spherical cavity with an annular blanket of liquid
hydrogen to moderate the neutrons and deliver the
cold neutron beam through an aperture. It is
preferable to have no moving parts in the hydrogen
system and to remove any heat generated using
natural circulation. Of prime importance is the
stability of the fluid cooling system and the ability to
maintain a minimum overall hydrogen density.

To verify the design, a full-scale engineering
simulation was constructed and tested at NIST. The
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engineering simulation was realized by building a
glass model of the moderator cavity whose mass
could be determined by direct weighing, with liquid
hydrogen circulating under design heat-loads. In
addition, a NIST scientist developed a numerical
model of the complete fluid circulation system to
permit exploration of operating parameter space.
These tests and the numerical model confirmed the
basic soundness of the design, identified areas that
could be improved, established the heat load that
could be handled, and led to further insights
regarding the fluid circulation and the relationship
between vapor-void fraction and heat load. As a
result, full-scale construction of the actual source is
now under way, with full confidence that the sys-
tem will meet all requirements.

LASER-ENHANCED-IONIZATION
SPECTROSCOPY USING DIODE LASERS
NIST scientists have used diode lasers to detect
trace impurities by laser-enhanced ionization in
flames. In one experiment they demonstrated a
detection sensitivity of 300 ppt (parts/trillion) of
rubidium in water. Their first experiments were
performed on rubidium and cesium since the spec-
tral lines for these could be reached easily with
readily available diode lasers.

The results demonstrate a promise for diode
lasers in analytical chemistry. There are many
other optical methods that would be applied in
chemical analysis if the lasers required were not as
cumbersome and expensive as conventional lasers
(e.g., dye lasers). The simplicity, low cost, and
small size of the diode lasers make them attractive
for such analytical applications. However, in some
cases it will be important to reduce the natural
linewidth, and it is important to extend the fre-
quency coverage, particularly to the blue/green re-
gion where many important chemical lines are
found.

The very simple experimental system consists of
an atmospheric-pressure, air-hydrogen (or acetylene)
flame and water samples that contain the atoms of
interest at low concentrations. The water samples
are aspirated into the flame where the diode laser
excites the atoms, which are then ionized by the
flame. The ionization is detected by the increased
flame conductivity using probe electrodes.

TRANSFER OF ARC WELDING TECHNOLOGY
A private company has signed a second cooperative
research and development agreement (CRADA)
with NIST. In the previous CRADA, NIST's weld
sensing technology was evaluated for its ability to
monitor the weld quality of the company's produc-
tion lines. It was found that the NIST weld sensors
could improve the detection of welding problems
when evaluated with the electrodeshielding gas
combination used in production. As a result of the
success of the first CRADA, the company plans to
use the NIST technology in both production and
research applications.

In the second CRADA, NIST will help the com-
pany implement this technology and the company
will evaluate the NIST technology under high-
volume production conditions. The private com-
pany has decided to replicate the entire NIST weld
sensing capability (the sensing systems as well as
special calibration equipment) in its welding
research laboratory, with equipment selection
advice from NIST. This in-house capability will
permit new applications to be developed and
improve the technology transfer between NIST and
the company. NIST also will assist with the inter-
pretation of the production data, using the sensing
strategies and algorithms evaluated under the first
CRADA.

MOISTURE PROFILES NEAR A
DIELECTRIC/SILICON INTERFACE
Scientists at NIST made the first definitive mea-
surements of the moisture profile in a dielectric
film deposited on a silicon substrate. The sample, a
polyimide resin (PI) used in electronic packaging,
was supplied by a private company as part of a
cooperative program begun under a recent
CRADA. The observed high concentration of
moisture in the polymer adjacent to a solid inter-
face had long been postulated to explain various
moisture-related problems encountered in com-
posites, protective coatings, and electronic packag-
ings. However, despite the importance of this
effect, there was no direct evidence prior to these
measurements.

The measurements were made using a neutron
reflectivity (NR) technique developed at NIST. A
significant difference in the NR results was
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observed between a dry sample and one exposed to
deuterated water vapor. This difference can be
accounted for by the presence of a moisture rich
layer about 25 A thick near the PI/ silicon interface
in the wet sample. The water content within this
thin layer reached 16 percent by volume as com-
pared to the bulk saturation level in PI of 2.4
percent. The work here not only provides the first
direct evidence but also permits quantification of
the effect.

EXPANDED RESEARCH WORK ON
SUBSTITUTED DERIVATIVES OF THE
123 SUPERCONDUCTOR
Much recent materials research worldwide on high-
temperature superconductivity is focused on the
effect of different parts of the structure of 123-type
superconductors on the electric properties of these
materials. Substitution compounds in which the Y,
Ba, chain Cu, and plane Cu atoms are replaced
selectively by impurity metal atoms of different
species are being intensely studied. A critical com-
ponent of these efforts is the determination of
atomic arrangements with high precision in order
to establish correlations between selected bond
distances and values of the critical temperature Tc,
and the superconducting properties. An expanded
program of research in this field is under way at
NIST in collaboration with private industry and the
National Center for Scientific Research (Grenoble,
France). A visiting scientist from France is sup-
ported jointly by private industry and NIST to
accelerate this materials research effort. Com-
pounds of general formula RL 2Cu 3-_ M ,Oy
(R=rare earth; L=Ba, Sr; M=Co, Fe, ...) are
being investigated with neutron powder diffraction
methods. The new high-resolution powder diffrac-
tometer now being tested at the NIST reactor will
be a key to more rapid progress in this critical area.

VISIBILITY THROUGH SMOKE CLOUDS
NIST scientists and a university professor have
obtained results critical to (a) assessing the visibility
through plumes from burning oil spills and (b) the
climatic effect of large fires such as in Kuwait.
Jointly funded by the Mineral Management Service
(Department of the Interior) and NIST, the team
found that light transmission through a cloud of
smoke is unchanged as the average agglomerate
size grows by a factor of 24. The smoke, produced
by the burning of crude oil in a 60 cm diameter pan,
was drawn into a 1 m3 cubical chamber. The team
measured the transmittance of light through the

chamber at three wavelengths spanning the visible
range over a 2 h period. They then demonstrated
that this constancy of the transmittance is inconsis-
tent with predictions of the commonly used Mie
theory, but fully consistent with predictions based
on fractal optics.

NEW MECHANISM FOR SOOT FORMATION
IN FLAMES
NIST scientists have developed critical new in-
sights into the formation of soot in turbulent
flames. Soot formation is desirable in such applica-
tions as furnaces and the production of carbon
black, but is not beneficial in fires, since its incan-
descence is the primary cause of heat transfer and
flame spread. At present there is no model for
predicting the soot yields from various fuels. The
NIST team obtained time- and spatially resolved
planar images of hydroxyl (OH-) radicals using
laser-induced fluorescence, as well as simultaneous
soot density profiles from elastic scattering of the
particles themselves. [OH- is the species responsi-
ble for burnout of the soot formed in flames.]

The experiments were performed in time-
varying, laminar CH4/air diffusion flames burning
in a co-flowing, axisymmetric configuration at
atmospheric pressure. Acoustic forcing was used to
phase lock the periodic flame flicker to the pulsed
laser system operating at 10 Hz. For conditions
where the tip of the flame is clipped, the soot
signals increased by more than a factor of seven
compared to a steady-state, laminar flame with the
same mean fuel flow velocity. Quantitative absorp-
tion measurements with a He-Ne laser also showed
an order-of-magnitude increase in soot volume
fraction for the flickering flames. The time-varying
flames exhibited a larger range of combustion
conditions than observed in corresponding steady-
state flames, including different residence times,
temperature histories, local stoichiometries, and
strain and scalar dissipation rates. Future work will
focus on elucidating the particular combination of
these parameters responsible for the greatly
increased soot production observed in the time-
varying flames. A manuscript detailing these
revolutionary findings has been submitted to
Combustion and Flame.

NIST SUPPORTS COMPUTER-AIDED
ACQUISITION AND LOGISTIC SUPPORT
(CALS) PROGRAM IN RASTER GRAPHICS
In its continuing support of the CALS initiative of
the Department of Defense, NIST contributed to
the development of raster graphics file formats for

399



Volume 98, Number 3, May-June 1993

Journal of Research of the National Institute of Standards and Technology

large documents. NISTIR 5108, Raster Graphics:
A Tutorial and Implementation Guide, examines
the technical issues facing an implementor of the
raster data interchange format defined in the Open
Document Architecture (ODA) Raster Document
Application Profile. Intended for system architects
and programmers, the tutorial provides an
overview of relevant standards, discusses the bene-
fits of ODA, and gives an overview of ODA.

NIST SPONSORS SYMPOSIUM ON DIGITAL
SIGNATURE APPLICATIONS
Recently NIST's Federal Digital Signature Appli-
cations Symposium attracted about 200 participants
from government and industry. The symposium
provided a forum for discussion of common prob-
lems and issues in the application of digital signa-
ture technology to federal government systems.

The Digital Signature Standard (DSS) has been
proposed to provide a digital signature that can be
used to identify and authenticate the originator of
electronic information and to verify that informa-
tion has not been altered after it is signed, providing
message integrity. Incorporating the proposed DSS
into government applications would allow federal
agencies to completely replace many paper-based
systems with automated electronic systems, result-
ing in increased efficiency and reduced costs.

NORTH AMERICAN INTEGRATED SERVICES
DIGITAL NETWORK (ISDN) USERS'
FORUM (NIUF) MEETS
The NIUF drew over 200 users and implementors
of ISDN technology to its recent meeting held at
NIST. The NIUF now has 32 signatories to the co-
operative research and development agreement
with industry, which governs the management of the
forum. Highlights included meetings hosted by
a private company to discuss National ISDN-2
Customer Equipment Guidelines, the submission of
three new ISDN user applications, and the approval
of six working group charters. The plenary
approved two documents for publication: A Catalog
of National ISDN Solutions for Selected NIUF
Applications and Unified Message Notification
(Application Profile).

NIST LEADS DEMONSTRATION OF
ELECTRONIC COMMERCE REPLY CARD
NIST has been selected by industry to lead the
Electronic Business Reply Card demonstration
targeted for the 1993 CALS Expo in Atlanta in

December, one of two high-visibility "scenario"
demonstrations in the new Electronic Commerce of
Component Information (ECCI) program. ECCI
was formed in the context of the industry-
government National Initiative for Product Data
Exchange in response to urgent needs of the
electronics sector. The demonstration is intended
to highlight the electronic transfer of information
associated with the release and distribution of new
components and products and also establishes the
networking and interface framework for the ECCI
project.

Currently, the exchange of component informa-
tion for electronic products is paper intensive and
"data books" are out of date from the moment
they are received by customers. The dissemination
of new product announcements and response to
requests for detailed component information are
other drains on industry resources. One company,
for example, spends approximately $9 to
respond to each request for information on a new
product, not including the cost of the product
announcement. or the preparation of the informa-
tion package to be distributed. Electronic notifica-
tion of new products, requests for information, and
receipt of requested information would represent a
substantial cost savings to information providers
and would increase the timeliness and quality of
the data received by end users.

The second scenario project demonstrates the
exchange of digital information associated with the
selection and acquisition of components during the
product design process, allowing the end user to
incorporate the information received directly into
computer-aided engineering/design systems. Taken
together, the two scenarios will demonstrate the
concept of a virtual enterprise of trading partners
and information brokers using electronic com-
merce in the production, distribution, and applica-
tion of electronic component information and
products.

LASER FOCUS WORLD ARTICLE REPORTS
NIST CONCLUSIONS ON NEED FOR
LASER BEAM ANALYSIS
In the article "Laser Beam Analysis Pinpoints Crit-
ical Parameters," NIST scientists report and sub-
stantiate their conclusions that accurate analysis of
laser beam parameters-beam width, divergence,
shape, and a factor relating to propagation con-
stant-is needed to match a laser with a given
application. Total power alone is not a sufficient
consideration to ensure that a laser is used
efficiently and effectively.
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This article was featured as a special "technology
guide" on beam diagnostics in the January 1993
issue of Laser Focus World. Referring to specific
applications, the authors state "Beam attributes
affect quality for applications such as laser printers
and laser machining ... these attributes also affect
barcode-scanning reliability, fiberoptic-coupling
efficiency, optical-recording density, and surgical
efficiency." Another major conclusion based on the
authors' NIST experience is that diffraction
effects on near-field beam profiles result in suffi-
ciently rapid changes of profile with distance that
beam analysis should be carried out in the far field.

NIST has received numerous requests over the
past 10 years to provide more support to laser users
in the area of beam-profile analysis. In this regard,
NIST has been participating for the past 2 years in
Subcommittee 9 on lasers of the International
Organization for Standardization; a working group
of the subcommittee is in the process of developing
a standard procedure for beam analysis.

NIST HAS NEW MASS COMPARISON
CAPABILITY
NIST has installed a new mass comparator. The
comparator is an electronic balance capable of
comparing nominally equal weights of any value
from 100 g to 1 kg. The built-in weight handler of
the balance is essentially a computer-controlled
pick-and-place robot so that measurements are
typically made without the environmentally altering
presence of an operator. Readability of the device is
1 fig. The device is to be used for state-of-the-art
transfer of the national unit of mass to NIST clients
and other NIST groups. When environmental
factors such as barometric pressure, temperature,
humidity, and CO2 content of air are accounted for
or controlled, the comparator will yield measure-
ments with a precision approaching a part in 109.

INITIAL RELEASE OF STEP READY
FOR COMMERCIAL USE
By unanimous vote of 10 countries, the Inter-
national Organization for Standardization Subcom-
mittee TC184/SC4 registered all documents of the
STEP Initial Release as Draft International Stan-
dards. The Standard for Exchange of Product
Model Data (STEP) specifies how to represent all
elements of product data in digital form and how to
share them among business partners in the form of
physical files. This is the same type of data typically
generated and used by CAD, CAE, and CAM
applications.

The decision is indicative of a broad consensus
across Europe, the United States, and Japan that

the initial release of STEP is now technically com-
plete and that widespread commercialization of
this important technology can now proceed. This
vote gives a "green light" to multiple implementa-
tion efforts worldwide at both vendor companies
and at the five STEP centers in France, Germany,
Japan, the United Kingdom, and the United States.
The release caps a major technical collaboration of
over 300 experts across 16 countries who worked
together to produce the 2,300 pages of standards
documentation.

The initial release addresses two priority appli-
cation areas, drafting and product configuration
management, and many more are under way. Work
is progressing nicely on 17 additional application
protocols that will be added to STEP in the near
future.

MAMMOGRAPHY, X RAYS, AND
QUALITY CONTROL
General improvement of image quality for mam-
mography requires more accurate control and mea-
surement of x-ray source voltage than is available
through current non-invasive methods such as pen-
etrameters and filter packs. Although the needed
refinement is accessible through traditional (inva-
sive) measurements using high-potential dividers,
there are complications due to the wide range of
frequencies and voltage waveforms which must be
accommodated. In response to this situation, scien-
tists at NIST have devised an alternative approach
using moderate resolution, wavelength dispersive,
diffraction spectroscopy. Using a prototype system,
they have demonstrated that the needed precision
and accuracy can be achieved. The approach, is
readily generalized for measurements throughout
the range of radiological and radiographical x-ray
imaging.

The device uses Laue diffraction to obtain two
images of the spectrum of the source symmetrically
disposed with respect to the centerline or zero
wavelength position. A wavelength contained in
the source spectrum appears at two points in the
"focal plane" separated by a readily calculated
distance. At the high-frequency limit of the contin-
uous spectrum, photons are emitted with the full
energy, E = eV, of the electrons being accelerated
by the x-ray source voltage, V. The spectrograph is
thus an absolute instrument requiring only a mea-
surement of a length ratio to establish the x-ray
tube voltage without reference to any external stan-
dardization. In practice it is more convenient to
note the locations of the characteristic emission
lines of the target and use these to indirectly estab-
lish the camera scale.
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NISTAINDUSTRY CONSORTIUM ON
POLYMER BLENDS
Representatives from seven companies met re-
cently with staff from NIST to form an industrial
consortium on polymer blends and alloys. The pur-
pose of the consortium is to develop the science
base to control the microstructure of polymer
blends through interfacial modification and shear
mixing. The focus of the consortium derived from
input provided by industrial representatives at a
workshop held at NIST in April 1992.

Polymer blends are mixtures of two or more
polymers that produce a material with superior
properties over those of the constituents. The
enhancement of properties derives from the
microstructure formed in the course of processing.
The ability to control and manipulate the
microstructure in predictable ways is key to the
more efficient processing and enhancement of
properties.

NIST and industrial scientists will collaborate on
small-angle neutron and light-scattering studies of
a particular polymer blend under shear fields and
temperature variations. The active participation by
industrial scientists is considered critical to trans-
ferring the knowledge to industry. Researchers
from member companies of the consortium will
then have access to sophisticated measurement
facilities at NIST for conducting independent
investigations on systems of particular interest to
their companies.

NIST EVALUATES ALTERNATIVE
REFRIGERANTS FOR INDUSTRY
NIST researchers completed an evaluation of
Refrigerant 22 (R-22) and Refrigerant 502 (R-502)
alternatives and presented the results at a special
January meeting of the Air-Conditioning and
Refrigeration Institute, the trade association of 170
U.S. refrigeration and air-conditioning companies.
Finding replacements for these refrigerants is criti-
cal to U.S. competitiveness because more than
5000 U.S. companies rely on HCFCs and CFCs to
produce goods and services valued at over $28
billion a year. Over 700000 jobs and $200 billion
worth of installed refrigeration equipment face
certain servicing problems, reduced energy effi-
ciency, and possible obsolescence.

Using a semi-theoretical model, CYCLE II,
NIST staff screened a broad range of fluids and
their mixtures at different compositions. Two pure
fluids, one azeotrope, and nine zeotropes were

evaluated, both as potential "drop-ins" for existing
equipment and assuming a system modified to take
advantage of the fluid's properties. Although the
final selection of replacement refrigerants will be
based on laboratory tests, the simulation study
limited the list of fluids that warrant expensive
laboratory evaluations.

NIST CONDUCTS SUCCESSFUL
MULTIVENDOR OPEN SYSTEMS
INTERCONNECTION (OSI)/FRAME RELAY
INTEROPERABILITY TRIAL
In a cooperative project with industry, NIST
recently carried out a multivendor trial and inter-
operability demonstration of the use of frame relay
technology in OSI networks. Several private com-
panies participated in the demonstration. The
trial's primary objective was to illustrate the viabil-
ity of frame relay technology to support OSI appli-
cations and the integration of frame relay into
existing OSI networking environments. OSI appli-
cations demonstrated included X.400 electronic
mail, file transfer access and management, and
virtual terminal. The trial confirmed the technical
feasibility of OSI end and intermediate systems
operating OSI higher-layer protocols directly over
user interfaces to frame relay networks. Also
shown was the interworking of frame relay with
other networks commonly used in OSI environ-
ments, such as IEEE 802.3-based local-area
networks (LANs) and X.25 wide-area networks
(WANs). In these scenarios, the frame relay net-
works acted as transit networks to concatenate
geographically separated LANs and WANs. It is
expected that the trial success will open the door
for frame relay to be included in the emerging
Industry/Government Open Systems Specification
(IGOSS).

NEW PUBLICATION FOCUSES ON DATABASE
MANAGEMENT IN ENGINEERING
NIST researchers collaborated on a study of the
applicability of database technology to engineering
systems. NISTIR 4987, Database Management Sys-
tems in Engineering, describes the new generation
of database systems that support the evolutionary
nature of the engineering environment by focusing
on the temporal dimensions of data management.
In addition, the trend in manufacturing toward
concurrent engineering raises new considerations
for the cooperative use of data in a distributed
engineering environment.
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OPTICAL CHARACTER RECOGNITION (OCR)
RESEARCH ADVANCES
NIST researchers are evaluating techniques to
measure the performance of OCR systems that
capture data from forms. Many large data entry
systems are being designed to collect data from
specified areas of forms, some of which may be
multipart and completed with machine-printed or
handprinted characters. As this technology ad-
vances, the number of OCR products available in
the marketplace increases. Many of these products
accomplish the data capture with a high degree of
accuracy, but each product is based on a different,
often proprietary, set of algorithms. NISTIR 5129,
Methods for Evaluating the Performance of
Systems Intended to Recognize Characters from
Image Data Scanned from Forms, assists system
developers and users of OCR technology in select-
ing the OCR system best suited to their require-
ments.

ANALYSIS OF COMMENTS ON PROPOSAL
FOR CONFORMITY ASSESSMENT SYSTEM
EVALUATION (CASE) PROGRAM
In response to a March 1992 Federal Register
notice proposing the establishment of a voluntary
Conformity Assessment System Evaluation (CASE)
program, NIST received comments from 173
respondents. CASE would enable the Department
of Commerce, acting through NIST, to provide
required assurances to foreign governments that
designated U.S.-based conformity assessment activ-
ities related to product sample testing, product
certification, and quality systems registration satisfy
international guidelines for their acceptance. The
comments indicate a preference for NIST to
provide recognition of privately operated accredita-
tion programs, although considerable support was
also received for NIST to provide both accredita-
tion as well as recognition. The results of the
analysis are reported in NISTIR 5138, A Program
for Conformity Assessment System Evaluation:
Analysis of Comments on the NIST Proposal.

NIST DEMONSTRATES WORLD-RECORD
FREQUENCY RESPONSE OF 8 TERAHERTZ
IN HIGH-TEMPERATURE JOSEPHSON
JUNCTION
NIST recently demonstrated the highest frequency
response ever achieved -8 THz - in a lithographed
Josephson junction, thus showing the speed poten-
tial for a reproducible element of an integrated
circuit (as opposed to a special one-of-a-kind point-

contact device). At the same time, researchers
demonstrated the highest switching voltage of any
microfabricated Josephson junction, showing that
the fabrication process is robust with achievable
allowances for manufacturing variation.

The demonstration of frequency response
required developing a very high-frequency far-
infrared laser to serve as the source and fabrication
of the first antenna-coupled high-temperature
superconductor-normal metal-superconductor junc-
tion, a development depending on the capability of
the division to make both litho-graphed micro-
antennas and step-edge junctions. These junctions
are formed over a nearly vertical, 100 nm high step
in a substrate. A yttrium-barium-copper oxide
(YBCO) thin film is then deposited at an angle
onto the substrate so that it is not continuous
across the step. Next, a layer of normal metal is
deposited on top of the YBCO to connect the two
superconducting regions. The normal metal be-
comes weakly superconducting as electrons move
back and forth between the superconducting and
normal films. This phenomenon is called the "prox-
imity effect" and causes the device to behave like a
Josephson junction.

Application areas for the NIST (patent applied
for) technology include electrical standards,
specialized digital circuitry, sensitive radiation
detectors, and biomagnetic instrumentation. U.S.
manufacturers already have incorporated results
from the NIST work in their advanced develop-
ment programs.

GUILDLINE OFFERS AC VOLTAGE
REFERENCE BASED ON
NIST-DEVELOPED DIGITALLY
SYNTHESIZED SOURCE
A calculable rms ac voltage source developed by
NIST has become the basis for a new product de-
veloped by a private company. The company's in-
strument depends on NIST's digital waveform
synthesis technology to generate 16 precision wave-
forms stored in non-volatile memory. The NIST
design is patented and a licensing agreement be-
tween the company and NIST has been negotiated.

NIST scientists have been developing variants of
the basic source design; the company's instrument
is patterned on a version producing stepped sine-
wave voltages at a nominal level of 7.07 V rms from
0.01 to 50 kHz, with an uncertainty of less than
10 parts per million (ppm) to 1 kHz and less than
50 ppm to 50 kHz. The design principle of applying
digital methods to creating waveforms from data
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stored in memory provides great flexibility, includ-
ing the capability of generating sine waves with
known amounts of distortion, as well as a variety of
other useful test waveforms. The team currently is
developing an enhanced version of the source in-
corporating features such as active attenuators for
scaling the output to as low as 1 mV, frequency ca-
pability to 100 kHz with 128 steps per period, and
an IEEE 488 bus interface.

ISO PROJECT STARTED ON STEP
APPLICATION PROTOCOL FOR
DIMENSIONAL INSPECTION PLANS
At its meeting, in early 1993 in Turin, Italy, ISO
TC184/SC4 approved an application protocol (AP)
project for ISO 10303, Product Data Representa-
tion and Exchange. (ISO 10303 is also known as
STEP.) The AP will allow industries to use STEP
integrated resources to represent and exchange
data with dimensional inspection planning applica-
tions. The project is sponsored by NIST.

The Inspection Planning AP will specify infor-
mation requirements for exchange, access, and use
of STEP for inspecting manufactured parts using
coordinate measuring machines and vision systems.
The project is a collaboration between the NIST
National PDES Testbed and the ESPRIT VIMP
(vision-based, on-line inspection of manufactured
part) project. This AP will enable specification of
data structures consistent with the ANSICAM-I
DMIS standard (Dimensional Measurement Inter-
face Specification). With this AP, companies will
be able to create standard inspection plans based
on product definitions in digital form.

NIST TEAM DEVELOPS TAILORED
STATIONARY PHASES FOR CAROTENOID
ISOMER SEPARATIONS
As part of an ongoing research effort to under-
stand and utilize molecular interactions that
provide for separations in liquid chromatography,
researchers at NIST have developed new stationary
phases optimized for the separation of carotenoid
isomers. Carotenoids are a class of organic com-
pounds that occur naturally in fruits and vegetables
and are beginning to be of significant interest in a
variety of industrial and health fields. Carotenoids,
used widely as natural pigments and as nutrients in
food, are being investigated for their effect in the
reduction of various diseases, including cancer. Be-
cause of the economic and medicinal significance
of these compounds, the ability to separate individ-
ual carotenoid compounds is of considerable im-
portance. Subtle differences in the geometry of

carotenoid molecules give rise to numerous iso-
mers and related compounds, making the separa-
tion and measurement of individual carotenoid
species very difficult.

The ability to separate and measure carotenoids
has been enhanced recently by the development of
a new stationary phase for liquid chromatography
tailored specifically to "recognize" the subtle struc-
tural variations among carotenoid compounds. To
a large extent, the ability of a column to provide
separation is controlled by the structure of the
bonded phase at the molecular level. The selection
of suitable substrate properties (particle size, pore
size, and surface area) and surface modification
procedures (ligand and phase type) permits wide
variations to be created in the retention properties
of the resulting bonded stationary phase. By opti-
mizing each of these parameters for carotenoids, a
column was developed that provides significantly
improved separations of complex isomer mixtures.
The development of a carotenoid column repre-
sents a practical application of years of basic
research into the nature of fundamental chromato-
graphic retention processes.

MAGNETIC ENGINEERING OF THIN FILMS
The recent discovery of the "giant magnetoresis-
tance (GMR) effect" in magnetic multilayers has
stimulated much interest in the antiferromagnetic
coupling between magnetic layers, which is associ-
ated with the GMR effect. This effect could serve
as the basis for producing new, improved non-
volatile memory chips, critical to the personal
computer industry.

Scientists at NIST recently studied selected sam-
ples from a private company because some thin
films they produced, containing layers of cobalt
and copper, exhibit the largest GMR effect found
to date. These films were found to be nearly poly-
crystalline (made up of many crystallites). This
surprising result raised the question of which crys-
tallite was most important in determining the
observed physical properties. Accordingly, several
different single-crystal cobalt-copper multilayers
were produced and studied. These studies indi-
cated that the (100) crystallites are responsible for
the antiferromagnetic coupling. These results
suggest that controlling the (100) crystallite con-
centration in these multilayers will be a way to con-
trol the antiferromagnetic coupling and, thus, to
engineer the desired values of the antiferro-
magnetic coupling strength for thin-film device
applications.
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NEW CARBON-DIOXIDE LASER LINES
OBSERVED
The laser spectroscopy group at NIST recently
observed 40 new continuous-wave laser lines of
carbon dioxide. These lines, the 9 pm hot-band
lines, some developing over 8 W of output power,
will provide a new source of laser radiation for
spectroscopy. Frequencies of 36 of the 40 lines
have been directly measured relative to other well-
known C02 lines using a heterodyne technique.

The carbon-dioxide laser has been so thoroughly
studied over many years that it is surprising to find
new laser lines in the system. The new observations
were made possible by the use of a special high-
resolution grating (a grating-coupled laser cavity
was used), a ribbed laser tube, and a higher than
normal discharge current. The lines had been
predicted by theory but never observed until this
work.

PATENT DISCLOSURE ON LASER
REFRIGERATOR
The current best means for cooling solids to low
temperatures are cryogenic liquids and Sterling
cycle refrigerators. Cryogenic fluids are messy,
expensive, and difficult to regulate and automate.
Sterling cycle pumps are unreliable and vibrate. A
NIST scientist has invented an all solid-state refrig-
erator, which consists of a laser beam directed onto
a semitransparent crystalline solid and exploits
internal quantum mechanisms to cool the solid. The
laser beam frequency is set to be a little lower than
the direct band gap of the solid, so that the solid
absorbs the photon from the laser beam and then
re-emits it at slightly higher energy. The result is a
net loss of energy and a cooling of the solid. The
invention would substitute for a Sterling refrigera-
tor over temperatures ranging from 40 to 200 K. It
is estimated that more than 95 percent of Sterling
refrigerators are used in this temperature range.
Currently, Sterling refrigerators are most often
used in infrared viewing systems, but if high-
temperature superconductors become practical,
cryogenic cooling devices may be important for a
wider range of applications.

IMPROVING AMORPHOUS SILICON FILMS
FOR ELECTRONIC APPLICATIONS
Because hydrogenated amorphous silicon (a-Si:H)
films are inexpensive to produce in very large
areas, they are leading contenders for solar elec-
tricity generation. They also are used for thin-film

transistors in display and reading devices. How-
ever, for reasons not well understood, the proper-
ties of these devices depend critically on the
plasma deposition conditions, and their electrical
properties do not attain what is believed possible.
A major cause of this uncertainty is an inadequate
understanding of the atomic structure of this amor-
phous material, knowledge that a novel application
of a scanning tunneling microscope (STM) is
beginning to provide. Using an STM a NIST scien-
tist has directly measured the atomic-scale struc-
ture of the surface of these films as a function of
time during growth. The films are found initially to
grow very homogeneously and compactly, but with
increasing thickness this degenerates into rough
and relatively porous materials (on an atomic
scale). These observations have forced a rethinking
of deposition processes and plasma chemistry, as
well as of the properties and defects of this semi-
conductor material. These results, as well as NMR
and x-ray scattering observations from other labo-
ratories, implicate small voids in the material as
primary determinants of electrical imperfections.
This is stimulating researchers and engineers to
develop more optimal deposition methods.

INVESTIGATION OF POLYMER/METAL
INTERFACES USING ULTRA SOFT X-RAY
ABSORPTION SPECTROSCOPY
Researchers from private industry are colla-
borating with a NIST scientist of a University of
Michigan researcher to study polymer surfaces and
metal polymer interfaces using ultra soft x-ray
absorption spectroscopy at the National Synchro-
tron Light Source, Brookhaven National Labora-
tory. They have been able to study the buried
interface between DVS bis-BCB (divinyl siloxane
bis-benzocyclobutene) coated with 10 to 50 nm of
aluminum. The functional groups at the surface of
the polymer undergo a dramatic orientation change
upon metal over coating during the formation of
the polymer metal interface. DVS bis-BCB is used
for dielectric layers in new generation multilayer
interconnect devices. Their experiments provide
new detailed chemical information critical for
predicting and optimizing the adhesion at metal!
polymer interfaces.

CRACK PROPAGATION IN AGING AIRCRAFT
In one design approach for airplane fuselages, cir-
cumferential rings or frames are intended to steer
dangerous longitudinal cracks-if they should
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appear - in the less-threatening circumferential
direction around the fuselage. However, since the
highly publicized Aloha Airlines accident in 1988,
in which the roof of a Boeing 737 ripped off and
exposed passengers to the open sky, it has been
hypothesized that in the case of aging aircraft,
cracks that start running longitudinally may con-
tinue to do so because cracked rivet holes may
provide a path of lesser resistance.

To gain an understanding of this crack propaga-
tion mechanism, the Federal Aviation Administra-
tion, through the National Aging Aircraft Research
Program, contracted with NIST to investigate the
process of fracture in aircraft structural aluminum-
alloy sheet in the presence of multiple cracks.
Under this contract, NIST scientists will use its
specialized facilities and capabilities to carry out a
series of 12 instrumented tension tests on 4 m
(13 ft) precracked aluminum-alloy panels to char-
acterize the manner in which cracks propagate and
link up to produce failure.

AISI PROJECT ON MICROSTRUCTURAL
ENGINEERING
The American Iron and Steel Institute (AISI) is
sponsoring an industry/NIST/university R&D
project entitled "Microstructural Engineering in
Hot-Strip Mills." The collaborators are U.S. Steel,
University of British Columbia, and NIST. The
objective of the project is to develop a predictive
tool (model) that quantitatively links the properties
of hot-rolled products to the processing parameters
of a hot-strip mill. The project will focus on the
microalloyed steel grades. Successful completion of
the project will be invaluable in determining the
optimal processing conditions to achieve the
desired product properties and in shortening the
alloy development cycle.

NIST/MIT NEUTRON DIFFRACTOMETER
OPERATIONAL
NIST scientists in cooperation with researchers at
the Massachusetts Institute of Technology (MIT),
have completed development of a new, state-of-the-
art powder neutron diffractometer for materials
research at the NIST Reactor. The instrument is a
32-detector ultra high resolution powder diffrac-
tometer installed at the BT-1 thermal neutron port.
The new instrument features a unique array of
focusing monochromators in which any one of
three can be remotely selected according to the
characteristics of the sample under study. This fea-
ture, along with the detector system, increases the

rate of data collection by about a factor of 10 (and
with better resolution) when compared to the
highly productive five-detector instrument which
the new one replaces.

As is now well known, Rietveld analysis of neu-
tron powder diffraction data provides details of
atomic arrangements in technologically important
materials, which is not possible with other diffrac-
tion methods. With this capability, this experimen-
tal station is expected to play a major role in
research programs of mutual interest to NIST,
MIT, and many other industrial and university
collaborators. High-temperature superconductors,
advanced magnetic materials, intercalation com-
pounds, fast-ion conductors, advanced ceramics,
and catalysts are examples of materials to be
characterized with the new instrument.

NIST CONDUCTS ROUND-ROBIN OF
HEAT-FLOW-METER-APPARATUS FOR
THERMAL INSULATION TESTING
Under the auspices of ASTM Committee C-16 on
thermal insulation, NIST has begun the first phase
of a round-robin to investigate the precision of
small heat-flow-meter apparatus. The heat-flow-
meter apparatus is used widely by the insulation
industry to determine the thermal conductivity of
insulation and building products as both a research
tool and for quality control. Presently, the preci-
sion of the small class of heat-flow-meter apparatus
has not been determined. Using NIST's 1 m
guarded hot plate, a NIST scientist has character-
ized the thermal conductivity of three specimens of
fibrous-glass board for circulation to 14 participat-
ing laboratories in the United States and Canada.
Results of the round-robin will be used to modify
the precision and bias statement of the ASTM test
method for heat-flow-meter apparatus (ASTM
C518).

THERMAL ENVELOPE DESIGN GUIDELINES
NIST has published a thermal envelope design
guide for federal office buildings for the General
Services Administration, which addresses design
issues related to the thermal integrity and airtight-
ness of office building envelopes. This document
was developed to present current guidance on
thermal envelope design and performance from the
building research, design, and construction com-
munities in a form that will assist building design
professionals in designing office buildings with
improved performance. The resultant performance
improvements include reduced energy consump-
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tion, the ability to maintain thermal comfort within
the building, and improved indoor air quality.

While office building envelopes are generally
successful in meeting a range of structural,
aesthetic, and thermal requirements, poor thermal
envelope performance often occurs due to the
existence of defects in the thermal insulation, air
barrier, and vapor retarder systems. These defects
result from designs that do not adequately account
for heat, air, and moisture transmission, with many
being associated with inappropriate or inadequate
detailing of the connections of envelope compo-
nents. Other defects result from designs that
appear adequate but cannot be constructed in the
field or will not maintain adequate performance
over time. Despite the existence of these thermal-
envelope performance problems, information is
available to design and construct envelopes that do
perform well. To bridge the gap between available
knowledge and current practice, NIST developed
these guidelines based on research performed,
published research results, guidance from the de-
sign and construction industry, and input from
selected technical experts in the field.

NIST PUBLISHES MANUAL FOR DATA
ADMINISTRATION
NIST Special Publication 500-208, Manual for Data
Administration, provides guidance to data adminis-
trators in developing and carry out a data adminis-
tration (DA) function. It assists data administrators
in establishing an organization's DA function, or
with adding, reviewing, developing, or implement-
ing related activities and responsibilities. The
manual resulted from 2 years of research and
development by the Data Administration
Standards and Procedures Working Group,
sponsored by the National Capital Region chapter
of the Data Administration Management Associa-
tion.

NIST HOSTS SIGCAT '93
NIST recently hosted the second National Confer-
ence and Educational Symposium on Compact
Disc-Read Only Memory (CD-ROM) Applications
and Technology (SIGCAT '93), which was spon-
sored by the U.S. Geological Survey in conjunction
with the Federation of Government Information
Processing Councils. Addressing the theme of
"Mainstreaming CD-ROM," the conference
featured government and industry speakers on key
CD-ROM issues involving software, standards,

production, and media reliability. Topics included
data compression, handicapped environments,
education, licensing, encryption, and software. The
applications track showcased over 20 separate
CD-ROM success stories from the federal sector.

INTEGRATED SERVICES DIGITAL NETWORK
(ISDN) AGREEMENTS PUBLISHED
NIST Special Publication 823-3, North American
Integrated Services Digital Network Users' Forum
(NIUF) Agreements on ISDN, compiles the exist-
ing NIUF agreements for an ISDN developed and
approved in the forum as of October 1991. ISDN is
an advanced telecommunications technology which
allows the exchange of voice, data, and image in-
formation concurrently over telephone lines. The
document also references the conformance tests
that had been completed by the NIUF.

Standard Reference Materials

STANDARD REFERENCE MATERIAL 2520-
OPTICAL FIBER DIAMETER STANDARD
The use of fiber optics in communication has
revolutionized the way in which information is
transferred between locations. Maintaining the
integrity of the information during transfer requires
stringent quality control of fiber geometry on a
micrometer scale.

The Standard Reference Materials Program
announces the availability of Standard Reference
Material (SRM) 2520 for calibrating video micro-
scopes or gray-scale systems used for fiber geome-
try measurements. Certified values, in micro-
meters, are given for the diameter of a bare,
cleaved end of a single-mode fiber measured with a
contact micrometer approximately 1 mm from the
fiber end. Individual diameters at four angular
orientations, 0, 45, 90, and 135 are given in addi-
tion to the mean diameter.

SRM 2520 consists of a short length of bare
optical fiber in an aluminum housing constructed
with a barrel mechanism which allows the certified
end of the fiber to be pushed out and rotated into
position for use and then retracted back into its
protective housing for storage. The entire housing
and an attached 102 m length of fiber pigtail are
mounted in an aluminum block equipped with a
screwdown cover. Each SRM unit measures
14 x 8.2 x 2 cm and is individually serialized.
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STANDARD REFERENCE MATERIAL 2063a-
TRANSMISSION ELECTRON MICROSCOPE
THIN FILM
Microanalysis using a range of analytical tech-
niques based on x-ray spectrometry is playing an
increasing role in many fields of science. Accurate
calibration of chemical composition in microanaly-
sis cannot be performed using Standard Reference
Materials developed for bulk chemistry, primarily
because of homogeneity considerations.

The Standard Reference Materials Program
announces the availability of Standard Reference
Material 2063a, replacing SRM 2063 which has
been out of stock for a number of years. SRM
2063a consists of a mineral glass film that has been
deposited onto a 20 nm carbon support film on a
3 mm diameter copper transmission electron
microscope grid. The film is certified for the con-
centrations of Mg, Si, Ca, Fe, and 0, which are
nominally 8, 25, 12, 11, and 43 weight percent,
respectively. An information value is given for
weight percent Ar, and information values are also
given for film density and thickness.

STANDARD REFERENCE MATERIAL 3144-
RHODIUM SPECTROMETRIC SOLUTION
The automotive industry and the precious metals
industry have long recognized the need for highly
accurate calibration solutions for valuation of the
precious metals which are the active agents in auto-
motive catalytic converters. Rhodium catalyzes the
conversion of nitrogen oxide emissions to harmless
nitrogen gas. While it is the least abundant of the
precious metals in a catalytic converter, its value
equals that of the Pt and Pd, by virtue of its greater
scarcity in precious metal ores.

The Standard Reference Materials Program
announces the availability of Standard Reference
Material (SRM) 3144, rhodium spectrometric
solution, to meet this need. The platinum and
palladium spectrometric solutions (SRMs 3140 and
3138) also required for this purpose have been
available since 1986. NIST collaborated with indus-
try in verifying the stoichiometry of rhodium salts
and in establishing totality of the dissolution of
rhodium metal to provide two alternate routes to
the preparation of the solution, agreeing within the
required few parts per thousand. SRM 3144 is
available in 50 mL units of solution containing
1000 ug/mL of Rh in 10 percent (V/V) HCl.

CERTIFICATION OF HIGH-PURITY SILVER AS
STANDARD REFERENCE MATERIAL 1746-
A FREEZING-POINT STANDARD
Scientists at NIST, with support from the Standard
Reference Materials Program, recently completed
the certification of Standard Reference Material
(SRM) 1746 as a freezing-point standard. This new
SRM of high-purity silver (99.999 97 percent) can
be used for realizing one of the defining thermo-
metric fixed points (961.78 'C) of the International
Temperature Scale of 1990 (ITS-90) for the cali-
bration of standard platinum resistance thermo-
meters and optical radiation thermometers. The
fixed point is realized as the plateau temperature
(or liquidus point) of the freezing curve of the
high-purity silver at 101325 Pa.

The thermal tests used to confirm the purity of
the silver, and to ascertain that the silver is suitable
as a freezing-point standard, involved the evalua-
tion of three silver freezing-point cells, each con-
taining 1400 g of the silver. The freezing and
melting curves obtained for these cells were com-
pared directly with the NIST laboratory standard.
Based on the random samples of silver tested, the
range of the melting temperatures for this material
should not exceed 0.003 'C. The plateau tempera-
tures for freezing curves of this silver should not
differ by more than 0.001 'C from each other, nor
by more than 0.002 'C from the assigned tempera-
ture.

The metal is in the form of millimeter-size
"shot" and is packaged in 300 g units in the pres-
ence of argon in plastic envelopes. The "shot" form
of the silver minimizes the need to handle the
metal during freezing-point cell construction. This
material provides a valuable measurement tool for
those industries, ranging from aerospace to chemi-
cals, which require accurate temperature standards
to monitor a wide variety of industrial processes.

STANDARD REFERENCE MATERIALS 1710-
1715-ALUMINUM ALLOYS 3004 AND 5182
When using recycled aluminum in the food canning
industry, it is essential that the aluminum be free of
toxic heavy metals such as Pb and Cd. Quality con-
trol procedures designed to limit the concentration
of Pb and Cd in food cans require the availability
of aluminum standards whose concentrations of Cd
and Pb are accurately known at very low concentra-
tion levels.
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The Standard Reference Materials Program
announces the availability of six aluminum alloys,
SRMs 1710-1715, specially prepared to include
certified low levels of Cd and Pb to meet this need.
Three (SRMs 1710-1712) are prepared of
aluminum alloy 3004, spiked to cover the Pb con-
tent range of approximately 18 to 156 ,ug/g, and the
Cd content range of approximately 8 to 51 Rg/g.
SRMs 1713-1715 cover the same Pb and Cd
ranges in alloy 5182. Isotope dilution thermal
ionization mass spectrometry analyses were per-
formed as the primary certification analyses. This
method is the most precise and accurate of the
methods available at NIST. Additional analyses
were performed by a number of atomic spectro-
metric methods that might be utilized in SRM user
laboratories.

The SRMs are available in the form of discs
approximately 63 mm (2.5 in) in diameter and
19 mm (0.75 in) thick. The industry will use these
SRMs primarily as calibration standards for optical
emission and x-ray fluorescence analyses monitor-
ing recycling plant operations.

REFERENCE MATERIALS 8412-8418
AND 8432-8438 AGRICULTURAL/FOOD
REFERENCE MATERIALS
To meet the requirements of nutritional labeling
and food safety programs, it is necessary to have
reference materials for which "best estimate" con-
centrations of essential nutrients and toxic contam-
inants are well-established.

The NIST Standard Reference Materials
Program announces the availability of 10 new
Agricultural/Food Reference Materials (RMs) to
complement previously available RM 8412 Corn
Stalk and RM 8413 Corn Kernel. These RMs are:
8414-Bovine Muscle Powder, RM 8415-Whole
Egg Powder, RM 8416-Microcrystalline Cellu-
lose, RM 8418-Wheat Gluten, RM 8432-Corn
Starch, RM 8433-Corn Bran, RM 8435-Whole
Milk Powder, RM 8436-Duram Wheat Flour, RM
8437-Hard Red Spring Wheat Flour, and RM
8438-Soft Winter Wheat Flour.

Each RM is accompanied by a report of investi-
gation that gives the "best estimate" concentra-
tions in addition to methods and procedures
employed to arrive at the recommended value.
These reports list "best estimate" or information
only concentrations for more than 30 elements in
each material.

RMs 8412-8418 and 8432-8438 are available
in units of approximately 35 g, depending on the
individual RM.

STANDARD REFERENCE MATERIAL 931e-
LIQUID ABSORBANCE STANDARD FOR
ULTRAVIOLET AND VISIBLE
SPECTROPHOTOMETRY
Since more than 90 percent of the determinations
in the clinical laboratory involve photometric
measurements, an important task of the laboratory
worker is to ensure that the instrument is perform-
ing properly and reliably in both the UV and visible
regions of the photometric scale. The implementa-
tion of the new Clinical Laboratory Improvement
Amendments of 1988 in clinical labs makes this
task vital. The types of calibrations needed for
quality assurance documentation require reference
standards having certified absorbances at differing
concentration levels.

The Standard Reference Materials Program
announces the availability of the renewal issue of
Standard Reference Material (SRM) 931e, for the
routine critical evaluation of daily working stan-
dards used in spectrophotometry. The SRM also is
used to calibrate and verify the accuracy of the
photometric scale of narrow effective spectral
bandpass spectrometers.

SRM 931e is certified as solutions of known net
absorbencies, for a 10.00 mm measurement path-
length, at four specific spectral wavelengths:
302, 395, 512, and 678 nm. Four known absorben-
cies, for a 10.00 mm pathlength nominally 0.0
(blank), 0.3, 0.6, and 0.9 are provided.

SRM 931e is provided as three sets of the above
four liquid filters; each set is packaged in its own
tray. Each set consists of four ampoules containing
approximately 10 mL each of the individual liquid
filter solutions. Each ampoule is prescored for ease
in opening and transferring to the measurement cell.

Standard Reference Data

NEW BIOTECHNOLOGY DATABASE
ON LIPIDS OFFERED
Detailed properties on more than 900 lipids are
just a few keystrokes away thanks to a new data-
base available from NIST. The system, known as
LIPIDAT, holds a library of information on lipid
molecules in a single, easy-to-access database. The
personal computer database lets a user select lipids
from among the 50 more common lipid structures,
or search for lipids by traits such as chain, head-
group and backbone types. LIPIDAT was devel-
oped at Ohio State University with a grant from
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the National Science Foundation through NIST.
The database is designed for IBM-compatible com-
puters with MS-DOS or PC-DOS version 2.1 or
later, and with at least 512 kB memory. It also can
be run on Macintosh computers having a PC emu-
lator program or card. LIPIDAT is available from
the NIST Standard Reference Data Program for
$265. For more information contact the SRDP,
A320 Physics Building, NIST, Gaithersburg, MD
20899-0001, (301) 975-2208, fax: (301) 926-0416.

1993 SRD PRODUCTS CATALOG PUBLISHED
The NIST Standard Reference Data Program has
been providing critically evaluated, high-quality
data for a wide range of applications to industry,
government and academic institutions for more
than 30 years. The NIST Standard Reference Data
Products Catalog 1993 (SP 782, 1993 Edition), lists
80 data publications and computerized databases
available from SRDP and other sources. Data
compilations are available in the following areas:
analytical chemistry, atomic physics, biotechnology,
chemical kinetics, materials properties, molecular
structure and spectroscopy, thermodynamics and
thermochemistry, and thermophysical properties of
fluids. Also provided are special databases of
binary images, structured forms and optical charac-
ter recognition. For a copy of SP 782, 1993 Edition,
send a self-addressed mailing label to the SRD
Program, A320 Physics Building, NIST, Gaithers-
burg, MD 20899-0001, (301) 975-2208, fax: (301)
926-0416.

NIST SURFACE STRUCTURE DATABASE
RELEASED
Standard Reference Database 42 is a new and
powerful tool for scientists to assess and compare
detailed atomic-scale structures of surfaces and
interfaces obtained from experiments. Nearly 600
structure analyses are included, covering a wide
variety of materials of scientific and technological
importance, including catalysts. Extensive search
facilities enable the user to locate desired struc-
tures rapidly. The database may be searched by
chemical element(s) in substrate or adsorbate,
crystallographic face of substrate, substrate lattice,
surface superlattice, substrate or overlayer space-
group symmetry, experimental technique, author,
journal, or year of publication.

NIST CHEMICAL KINETICS DATABASE
UPDATED
The best-selling Standard Reference Database,
Number 17, has been updated. Version 5.0 of the
Chemical Kinetics Database contains 23500 rate
constants, 7800 reactions, 3800 compounds, and
6000 literature references. This database is a
valuable tool for producers and users of gas-phase
kinetic data and allows searching by reactants,
author, reactions in a particular paper, and reac-
tions producing a given product. The literature is
current through 1992.
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