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1. Introduction

The main techniques traditionally used in MeV
Ion Beam Analysis are Particle Induced X-ray
Emission (PIXE), Rutherford Backscattering
(RBS) and Nuclear Reaction Analysis (NRA),
which, broadly speaking, utilize light (m <4) ions.
These techniques can also be applied in the chan-
neling mode to study the structural properties of
crystalline materials (such as foreign atom location,
radiation damage, and interface studies). The tech-
niques have the common feature that all are based
on processes that occur spontaneously in the inter-
action of light ion beams with solids. Since these
processes are well understood and are very well
established in the literature [1-3], this review will
treat them only with regard to improvements in
their quantification (sec. 3).

Heavy ion beams in solids exhibit additional
properties that can be utilized in materials. For ex-
ample, they transfer large amounts of energy in
collision with other nuclei; they slow down rapidly
and in doing so generate regions of very high ion-
ization density. Analytical methods based on the
generation of fast recoils, on the nuclear physics
process of coulomb excitation and on the heavy ion
induced desorption of atoms and molecules are un-
der development and are described in section 2.

Both the light and heavy ion techniques can be
applied either in the broad beam or microbeam
mode. New developments are taking place in the
production and focusing of micrometer size beams
for analysis where lateral resolution is important.
These advances, which could revolutionize the
prospects for microbeam systems, are described in
section 4.

2. Advanced Analysis Techniques

The power of MeV ion beam analysis can be ex-
tended in several ways: by the use of heavy ions, by
measuring more than one parameter of the interac-
tion process, and by the application of coincidence
techniques. Some examples are given below.

2.1 ERDA

The Elastic Recoil technique (ERDA) utilizes
fast heavy ions to produce recoil substrate atoms
that are ejected from the substrate and can be sub-
sequently analyzed. In contrast to the light ion
techniques that generally provide only one parame-
ter (usually a particle or proton energy), both re-
coil mass and recoil energy can be measured.

ERDA is in routine use as a single parameter
technique, where an energy spectrum of all the
ions recoiling from the specimen can be interpreted
to give depth profiles of the various elements (see
fig. 1). There are several ways of developing a two-
parameter version of ERDA so that a separate en-
ergy spectrum is produced for each type of
recoiling ion. One technique carries out mass spec-
trometry of the ions with electric or magnetic
fields. Another possibility is the application of the
stopping power equation EdE/dx =kMQ2 where
dE is measured in a thin detector and the total en-
ergy E in a thick detector. M and Q are the ion
mass and charge.

Also used is the time-of flight (TOF) technique
in which the velocity V of the ion is obtained from
its transit time over a fixed distance, so that, if the
ion energy (QMV2 ) is also measured, the mass M
can be uniquely determined.

All of these options, extensively used in nuclear
physics experiments, are being investigated in vari-
ous laboratories world-wide for material science
uses [2,3]. However, no detailed comparison of the
respective merits of the various options has yet
been published.

2.2 Coulomb Excitation Studies

RBS has proved extremely useful in characteriz-
ing heavy element distributions in light element
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substrates but, because it measures only a single
parameter (i.e., E) and because of the small change
in mass-energy product between neighboring ele-
ments, it is unable to resolve distributions of ele-
ments that are similar in mass (e.g., P in Si, Ga in
As compounds). ERDA is very useful for deter-
mining multi-light element depth distributions,
especially with two-parameter measurement of M
and E (as indicated above). However, unless very
heavy high energy ions are used, the recoil ener-
gies imparted to elements such as P. Si, Ga and As
are insufficient to enable them to escape from the
substrate.

Coulomb excitation in coincidence with RBS
(e.g., called CBS) offers a solution to this class of
problem. In this case the two-parameter measure-
ment of RBS energy and gamma-ray energy from
the recoiling nuclei is sufficient to distinguish the
depth profiles of different nuclides even if their
mass is the same. This is because each nuclide has a
unique gamma-ray signature.

Figure 2 shows a preliminary test of the method,
but insufficient data is yet available to determine
the limits of depth resolution and sensitivity.

Bakir et al. [6] have reported an earlier attempt
to combine RBS and PIXE (i.e., utilizing x-rays
rather than the gamma-rays from Coulomb Excita-
tion discussed above). They used 34 MeV 160 ions
and grazing angle RBS to demonstrate a depth
resolution of 70 A and a sensitivity of 101 atoms/
cm2 from medium mass elements (Cu on Ge sub-
strate).

2.3 Particle Desorption Mass Spectrometry
(PDMS)

The high ionization density of both fission frag-
ments and accelerated heavy ions has been utilized
to investigate the ion induced desorption of atomic
and molecular species from surfaces. Some species
are often detected by TOF spectrometry as dis-
cussed above for ERDA. The phenomenon was
first observed by MacFarlane and Torgerson [7]
and used for the characterization of large, volatile
biomolecules.

Most recently Schweikert et al. [8] have investi-
gated the prospects of developing a technique
based on this process for surface analysis. In con-
trast to the routinely used techniques, which re-
quire fluences of typically 10"- 10" ions/cm 2 for

analysis (and appreciably more for the coincidence
techniques), useful information can be obtained
from PDMS with much lower fluences (especially

when fission fragments are used). The detection
limit was 100 gg/g for lithium in glass, and micro-
scopic analysis on areas as small as 11 m diameter
was demonstrated. To provide depth information,
the technique must be combined with surface ero-
sion.

3. Advances in IBA Microbeams

There are now upwards of 30 groups world-
wide regularly using the various IBA techniques
with finely focused or collimated beams to measure
the lateral elemental distributions of a very wide
variety of materials [9,10]. The present state-of-the-
art beam quality is the 100 pA of beam in a spot
with FWHM of 1 lkm beam achieved at Oxford
and Melbourne. These groups mainly use PIXE,
which has the highest cross sections of the IBA
techniques, to perform trace element analysis of bi-
ological and medical thin specimens with 1 lm res-
olution. All the other IBA techniques are used for
a very wide range of applications, but usually at
lower positional resolution.

At present the highest resolution microbeams use
Van de Graaff accelerators with standard ion
sources to illuminate an aperture which acts as the
object for a single, demagnifying magnetic quadru-
pole lens. Although attempts [9] are being made to
improve the focusing lens, it seems likely that sig-
nificant reductions of the spot size below I jim, or
major increases in the current density at the present
spot size, will require improvement of the bright-
ness (defined roughly as current per unit area and
solid angle) of the accelerator beam.

A simplified view of the factors involved indi-
cates that reduction of the spot diameter by a
factor 10 without loss of current could be achieved
fairly simply if there were an increase in beam
brightness of 104. This implies that if the extra
brightness of a field ionization source could be
utilized, a microbeam size of 0.1 jim should be
possible.

The type of field ionization source developed for
low energy scanning transmission microscopy [11]
has an intrinsic brightness about 106 greater than
the sources used in Van de Graaff accelerators.
Legge et al. have demonstrated [12] such a source
giving 21 nA at 4X 10' greater brightness than an
RF source, and have discussed [13] how the
brightness might be maintained through an MeV
accelerator.
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An adaptation of the field ion source by
Bbhringer et al. [14] uses a small pimple formed on
a tungsten tip to give even brighter beams, but with
only a few hours lifetime so far.

Liquid metal sources [15] can give ion bright-
nesses comparable with those achieved in hydro-
gen field ionization source, and have the advantage
that longer source life can be anticipated as the
emission is from a continuously renewed "Taylor
Cone" of liquid metal. So far, a gallium source has
been shown [16] to work satisfactorily in a Van de
Graaff accelerator at Harwell for non-microbeam
use. For microbeam purposes the chosen metal is
lithium which is very suitable for RBS work and
also has NRA and PIXE uses. Indications are that
a very simple lithium ion source system of the type
shown in figure 3 would provide an appreciably
brighter beam than a normal Van de Graaff ion
source, but considerable development is still
needed to retain that brightness as far as the mi-
crobeam object aperture.

4. Improved Quantification

A feature that makes all four of the main IBA
techniques very different from most other analyti-
cal techniques is that their concentration and depth
information are very little influenced by the chemi-
cal form of the specimen. This lets them contribute
only stoichiometric information for chemical char-
acterization, but it has the very beneficial effect of
making their results almost independent of matrix
considerations.

The PIXE technique [1] has had its widest appli-
cation as a very efficient means of analyzing pollu-
tion-covered thin filters. An intercomparison of
PIXE measurements with a wide range of other
techniques has been described by Bombelka et al.
[18] who conclude that for most contaminants giv-
ing adequate counting statistics the PIXE accuracy
is better than 10%, although for S, with the lowest
energy x-rays considered, allowance was needed
for the filter thickness.

The rapid measurement capability of the PIXE
technique is now becoming routinely applied to
thick targets. These measurements are more diffi-
cult than for thin targets because the x-rays are
produced at different energies and depths as the
beam penetrates the specimen material and there is
attenuation of the x-rays as they escape from the
specimen. These introduce extra uncertainties [19]
in the measurement, of which the main ones arise

from the x-ray attenuation coefficients and to a
lesser extent the energy dependence of the x-ray
production. The analysis needs to contain some it-
eration as the yield of each element depends on the
presence of the others. An extra aspect of this in-
terdependence is the fluorescent production of x-
rays that can occur as PIXE x-rays are absorbed in
the matrix.

For biological materials, where x-ray attenuation
is not very severe, PIXE measurements of IAEA
H-8 Horse Kidney and NBS 1572 Citrus Leaves
have been made by Clayton [20], who shows that
for elements with Z above 18 the concentration
values assumed for H, C, N and 0, which are of
course not measured in PIXE, affect the analysis
very little. The agreement of these PIXE results
with the certified values is generally at the few per-
cent level.

Geological materials usually present a more
severe challenge because of the greater influence
x-ray attenuation has on the measured intensities.
Nevertheless Rogers et al. [21] have shown that
with sophisticated data processing, very satisfac-
tory results can be achieved for geological stan-
dard materials.

The RBS technique normally uses 4He ions of
about 2 MeV to measure depth profiles. For all
except the very lightest target nuclei, the cross sec-
tions can be calculated to better than 1% accuracy
provided that a screening correction [22] is applied
to the Rutherford scattering law. The main extra
information that is needed to interpret the RBS
spectra is the way in which the incident and scat-
tered particles lose energy as they travel through
the specimen. There is now a comprehensive set of
stopping power values available [23] that is be-
lieved to be accurate for 4He ions in most pure
solid elements to better than 5%. The stopping
powers for compounds are usually calculated using
the Bragg Rule, but deviations of a few percent
from this are believed to occur for low energy
beams due to atomic binding effects.

Although the accurate knowledge of the scatter-
ing cross section does, in principle, allow RBS to
be independent of standards, most practitioners
find it more convenient to normalize their results to
well-characterized standards. The best known of
these are a series of Bi implants in silicon known as
Harwell Series I, II and III, and well-characterized
Ta films produced at the Ecole Normale Su-
p6rieure in Paris. Accuracy of about ± 1% is sug-
gested [24] for the Harwell series I implants, but
larger uncertainties occur among the Series II
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specimens [25]. RBS measurements of quantities of
material can be better than ±5%, making use of
such standards. The accuracy of RBS depth mea-
surements can approach how well we know the
stopping power of the ions used, i.e., perhaps 5%,
and does not suffer from the uncertainties in sput-
tering rates that plague many depth profiling tech-
niques.

ERDA, like RBS, relies on stopping power data
and Rutherford cross sections. The stopping pow-
ers usually are the main source of uncertainty be-
cause, not only are the values for heavy ions less
well known (typically + 10%) than those involved
in RBS, but they have greater effects on the ob-
served spectra. Each element measured in ERDA
involves a different type of ion escaping from the
target, and then passing through an absorber foil
and a detector dead layer, before giving an energy
signal. Nevertheless, accuracies of quantification
and depth scale at the ± 10% level can be regularly
achieved. Better stopping power data would allow

Table 1. A summary of the results of an intercomparison by
and composition of 30 nm and 100 nm Ta2Os films

improvement of ERDA accuracy.
The cross sections for NRA do not have any sim-

ple variation with projectile or energy or from ele-
ment to element, and most NRA measurements
rely on comparisons with standards. Stopping
powers are needed to relate results from the speci-
men to those from the standards, and are of course
particularly important in NRA depth profiling.

An interesting indication of the accuracies that
can be achieved in IBA is given by an intercom-
parison of three of the techniques carried out by six
laboratories [26]. The two specimens consisted of
nominal thickness of 30 and 100 nm of tantalum
pentoxide grown anodically on Ta foil. Table I
shows agreements among the measurements at bet-
ter than the 5% level although the different groups
have treated even the same techniques in different
ways and relied upon different cross-section and
stopping power information.

This work forms part of the Underlying Re-
search programme of the UKAEA.

Seah et al. [261, using NRA, RBS and ERDA, of the thickness

Oxygen thickness, Tantalum thickness,
102' atoms/mr Ratio 1021 atoms/m 2

Technique Laboratory
30 nm 100 nm 30 Sm 100 nm

NRA Liege 1.84±0.25 5.51+0.74 0.333±0.003
NRA Compiegne 1.73±0.05 5.12±0.15 0.337±0.001
NRA Paris 1.75±0.03 5.24±0.08 0.334±0.002
NRA Chalk River 1.80±0.06 5.37±0.17 0.336±0.003
RBS Compiegne 2.08±0.07
RBS Surrey 0.326±0.003 0.71±0.02 2.18±0.05
RHS Harwell 0.325+0.007 0.68±0.05 2.08±0.15
ERDA Harwell 1.73+0.14 5.64±0.45 0.307±0.026

Average 1.77+0.05 5.38+0.21 0.328±0.010 0.70±0.02 2.11±0.06
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Figure 1. A one-parameter ERDA measurement with 30 MeV 'Cl ions incident on
an amorphous Si solar cell produced by plasma decomposition of silane and BH 4 .
The solid line is a simulation assuming uniformity of H and B concentration with
depth. A surface C peak appears rear channel 570 [41.
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Figure 2. Spectra from the analysis of a composite target con-
sisting of thin foils of Al, Ag, Rh, and Ta (with the Al at the
front). The beam is 40 MeV 60 and RES is carried out at 170'.
The CBS spectra are obtained by gating the RES by character-
istic gamma-rays from the various nuclides [5]. SPACING DETAIL mrnr

Figure 3. A schematic drawing of a liquid metal ion source and
a gridded focusing lens [17]. A more sophisticated lens design
would be needed for MeV microbeam applications.
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Classical Pitfalls in Contemporary
Nuclear Data Analysis
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Nuclear methods of analysis are important as an
alternative to chemical methods, and often serve as
reference methods, because they rely on entirely
different principles, associated with the atomic nu-
cleus rather than the electronic configuration of
the elements. Although a variety of nuclear analyt-
ical methods are found, they almost invariably re-
sort to the process of counting for the final
measurement. Sophisticated electronic equipment
for counting, as well as associated program systems
for data processing, are now commercially avail-
able as integrated units, and most analytical
chemists will have to use these systems as "black
boxes."

Under proper conditions these systems are a
great boon to practitioners of nuclear analytical
methods, because they extract the maximum possi-
ble information from the data. However, it is im-
portant to be aware of their limitations, which may
give rise to erroneous results without warning.

A recent example is the determination of Za in a
BCR candidate reference material RM 279 Sea
Weed by a variety of methods, including instru-
mental neutron activation analysis. Only highly ex-
perienced laboratories from the European
Community were invited to participate in the certi-
fication, and even then the results by INAA ranged
from 48 to 57 mg/kg without any overlap between
laboratories.

Such discrepancy is unacceptable for a well es-
tablished analytical technique such as INAA with a
reputation for being without significant systematic
errors. Unfortunately this example is not unique,
and an attempt is therefore made in what follows to
point out possible pitfalls or sources of error that
might be overlooked in contemporary nuclear ana-
lytical methods.

Calibration Errors

Direct comparison between a sample and the
corresponding primary standard, subjected to ex-
actly the same treatment, is necessary to achieve
the highest accuracy in the determination of an ele-
ment [1]. In radiochemical neutron activation anal-
ysis it is possible to transform the sample so that it
becomes identical with the comparator with re-
spect to physical form, shape, self-absorption and
other factors affecting the calibration; in INAA
this is obviously not possible.

Instead it becomes necessary to correct the cali-
bration for differences between sample and stan-
dard, and to select counting conditions where these
corrections are as small as possible. Failure to do
this may lead to considerable systematic error.

The use of substances of ill-defined or unknown
composition as comparator standards may lead to
gross errors; only pure elements or compounds
with known stoichiometry should be used. Refer-
ence materials, whether certified or not, do not
serve as calibrants, but only for the purpose of
checking calibrations.

Calibration based on elements other than those
to be determined is in principle possible, when the
nuclear parameters are taken into account by the
k0-factors [2]. This eliminates the need to have pri-
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