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Figure 3. Dendrograms obtained by applying hierarchical clus-
ter analysis to the same data set using different interpretation
methods: (a) expert system, (b) manual interpretation, (c) con-
ventional program.
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Many instrumental analytical techniques exhibit
a definable relationship between instrument re-
sponse and analyte concentration over wide con-
centration ranges. This response is usually fit to an
accepted model during the calibration phase of the
measurement process. Often the calibrated concen-
tration range (x values) is such that the measured
response (y values) exhibits non-constant variance.
The use of weighted regression techniques to prop-
erly estimate model parameters for this case has
been described for a number of analytical applica-
tions. An inherent, if not stated, assumption in
these treatments is that negligible error resides in
the concentrations of the calibration standards.

A separate issue regarding calibration is the de-
sire to minimize bias in the analysis by using cali-
bration standards that are matched to the sample to
be analyzed. It has been suggested that analyzed
reference materials (ARMs) of a chemical matrix
similar to that of the sample be used as calibration
standards. Since the concentrations of analytes in
these materials are estimates from measurements
with error, using ARMs as calibration standards
leads to errors in both x and y values for fitting the
model. Therefore, the standard regression assump-
tions are not valid. A number of schemes have been
developed for treating the calibration problem
where both x and y have errors. However, when
this problem is combined with heteroscedastic cali-
bration, appropriate procedures are more complex.

We have recently reported an approach to het-
eroscedastic calibration that yields multiple-use
calibration estimates and confidence intervals [1].
The first step is to obtain calibration data from
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standards, which provide both estimates of the in-
strument response and its variability over the con-
centration range of interest. These estimates of un-
certainty are fitted to a model for errors in y,(o-y) in
an iterative fashion. Each iteration is a weighted fit
of the error model. The weights, I/r-Y, are calcula-
ted from the estimates of cr; from the previous fit.
Once the coefficients of the error model are ob-
tained, a final set of cry's is calculated and used for
the weighted fit of the calibration curve. Uncertain-
ty bands over the calibrated range are then con-
structed by combining the uncertainty interval for
successive measurements of unknown samples and
the calibration band uncertainty. Concentration es-
timates and confidence intervals for the unknowns
can then be obtained (cf. ref. [1], fig. 3). To combine
this approach with the problem of errors in x, we ap-
ply adjustments to both the error model fit and the
calibration curve fit. The matrices used in the calcu-
lations contain standards concentration data, error
estimates for both y and x, the estimated calibration
curve slope, and the coefficients for y -error model.

Care must be exercised in using this approach,
because the general problem of calibrating with an-
alyzed reference materials can violate some key
assumptions regarding the calibration model. Ana-
lyzed reference materials are often complex solids
that may be impossible to completely dissolve. Ref-
erence value estimates and uncertainties cannot be
used for analytes lost in the dissolution process.
Furthermore, preparation of calibration standards
with analyte concentrations at various levels over
the range of calibration will also result in matrix
concentrations that also vary. If chemical matrix-
matched calibration is required to reduce system-
atic errors in the analysis, various dilutions of
analyzed reference materials are likely to change
the slope of the calibration curve at each calibrated
point. When analyzed reference materials are di-
luted into a constant chemical matrix, this type of
calibration may be appropriate. Examples of this
would include the mixture of geological materials
in an excess of fusion flux for dissolution or the
dilution of wear metals in oil standards in a con-
stant excess of organic solvent.
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