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This work describes the techniques used
to prepare and analyze a reflectance
wavelength standard composed of three
rare-earth oxides. A mixture of dyspro-
sium oxide (Dy2 O3 ), erbium oxide
(Er,0,), and holmium oxide (HoO,)
provides a pressed powder specimen ex-
hibiting a near infrared reflectance spec-
trum characterized by many discrete
absorption minima in the wavelength
range 700 to 2000 nm. The object of
this activity was to develop a wave-
length standard for improving the accu-
racy of reflectance measurements in the
near infrared. The reflectance minima
of the rare-earth oxide mixture was ana-
lyzed for the effects of varying spectral
resolution and temperature. The uncer-

tainties associated with the various
parameters affecting the measurements
and the determination of the location of
the reflectance minima have been ana-
lyzed. The overall uncertainty in the
location of these reflectance minima is
believed not to exceed ± I nm.
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1. Introduction

This work describes the techniques used to pre-
pare and characterize a reflectance wavelength
standard composed of three rare-earth oxides. A
mixture of dysprosium oxide (Dy2,O), erbium oxide
(ErO 3 ), and holmium oxide (Ho2 O3 ) provides a
pressed powder specimen exhibiting a near infrared
reflectance spectrum characterized by many dis-
crete reflectance minima in the wavelength range
700 to 2000 am. This wavelength standard is pri-
marily intended for checking the wavelength accu-
racy of spectrophotometric instrumentation
designed for measuring diffuse reflectance in the
near infrared.

2. Experimental
2.1 Instrumentation

Measurements of spectral reflectance of the rare-
earth oxide mixture were made by means of a
Varian-Cary Model 2390 recording spectrophoto-
meter [1]'. The optical system of this double beam
instrument consists of a filter predisperser and a
double-pass monochromator with UV-VIS and
near IR gratings. A deuterium lamp is used as a
source for the ultraviolet spectral range. The visi-
ble and near infrared source is a tungsten-halogen
lamp. The deuterium lamp also serves as a wave-
length scale calibration source when the instrument
is operated in a single beam mode, providing emis-
sion lines at 486.0 and 656.1 nm in the visible spec-

' Figures in brackets indicate literature references.
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trum and 2 nd, 3'd, and 4 h order lines of the 656.1 nm
line with the near infrared grating.

The spectrophotometer is equipped with an inte-
grating sphere diffuse reflectance reflectometer.
This device is capable of measuring total hemi-
spherical reflectance over the wavelength range
200 to 2500 nm, using a photomultiplier detector
for the ultraviolet and visible spectral range, and a
lead sulfide detector for the near infrared. When
operating with the lead sulfide detector, the refer-
ence mode (which determines the method used to
control the reference signal level) operates at con-
stant gain. The constant gain is maintained by vary-
ing the spectral bandwidth as a function of
wavelength. The available range of spectral band-
width settings is approximately I to 14 nm when
using the diffuse reflectance attachment. The noise
associated with the recording of a spectrum in-
creases as the spectral bandwidth is narrowed and
the spectral resolution must be sacrificed in order
to maintain reasonable noise levels when recording
spectra near the extreme short and long wave-
length range of the lead sulfide detector. In order

to record a spectrum over the full near infrared
spectral range at approximately constant resolu-
tion, the gain must be reset every 25 to 50 nm.
When constant resolution is not important, a com-
plete scan of the near infrared range can be made at
a fixed gain setting. For the measurements de-
scribed in this work, the control of spectral resolu-
tion was of primary importance and gain settings
were varied to provide a number of fixed spectral
bandwidths for analysis of the effects of resolution
on the location of the wavelengths of minimum re-
flectance of the rare-earth oxide mixture.

2.2 Materials

2.2.1 Rare-Earth Oxides. The rare-earth oxides
of dysprosium, erbium, and holmium were selected
for preparation of the reflectance wavelength stud-
ies after extensive measurements of the near in-
frared reflectance spectra of numerous rare-earth
oxides. None of the single component rare-earth
specimens analyzed exhibited enough absorption
bands to serve as a wavelength standard for the full
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700 to 2500 nm spectral range and none showed
any promise at wavelengths much beyond 2000
nm. The oxides of dysprosium, erbium, and
holmium were selected because their infrared ab-
sorption bands occurred at various wavelengths
throughout the 700 to 2000 nm spectral range with
a minimum of overlapping of the bands attributed
to each oxide. The disadvantage of mixing the
three component rare-earth oxides was the loss of
some intensity of depth of the individual absorption
bands. The reflectance spectra of the three compo-
nent rare-earth oxide mixture is illustrated in fig-
ures 1-1 through 1-7 for a nominal spectral
bandwidth of 4 nm. The absorption features se-
lected for analysis are numbered 1-37 and the rare-
earth oxide attributed to each of these absorption
features is identified by the elemental symbols Dy,
Er, and Ho appearing with each band number.

The three rare-earth oxides were mixed in equal
parts by weight. The purity of each rare-earth ox-
ide was indicated by the manufacturer (2] to be
99.99 percent. The specimens are identified by lot
numbers; (Dy: lot no. Dy-0-4-018), (Er: lot no. Er-

WAVELENGTH (nm)

2000
WAVELENGTH (nn)

0-4-028), and (Ho: lot no. Ho-0-4-007). Each rare-
earth oxide was weighed in portions of 2 g ±0.01g.
These were combined to form a total weight of 6 g.
After throughly mixing the three components, the
mixture was pressed into an aluminum cavity hav-
ing a depth of 0.5 cm and diameter of 2.85 cm. This
produced a specimen with a powder density of ap-
proximately 2 g/cm 3 . The powder specimen was
provided with a sapphire window of 1.5 mm thick-
ness. This window retained the powder and pro-
tected it against damage and contamination.
Sapphire was selected as a window material be-
cause it is essentially free of absorption features in
the near infrared.

2.3 Measurement Techniques

2.3.1 Calibration of the Spectrophotometer
Wavelength Scale. The spectrophotometer wave-
length scale error was evaluated by measuring the
emission lines of the following elements: neon at
703.24 nm, xenon at 881.94 and 979.97 nm, mercury
at 1013.97 and 1529.58 nm, and krypton at 1816.73

z
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Figures 1-1 through 1-7-Beginning upper left at a wavelength
700 nm the near infrared spectral reflectance of a rare-earth
oxide mixture composed of Dy203, Er2O3 , and Ho,03 in equal
portions by weight compressed to a density of Ig/cmn.
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nm. [3] In addition to these, the absorption band of
1-2-4 trichlorobenzene at 2152.60 nm [4] was also
measured.

The wavelength scale of the spectrophotometer
was calibrated at the beginning of the study and
again after completion of the spectral analysis of
the rare-earth oxide spectra. The day-to-day
stability of the instrument wavelength scale was
monitored by recording the 2 "d order emission of
the 656.1 nm deuterium line at 1312.2 nm after a
nominal warm-up time of I hour. The record of
this day-to-day stability check is illustrated in fig-
ure 2 for the time period of November 13 to De-
cember 24. The data in figure 2 show that the

E

'ci0.

13 Nov. 30 Dec.
DATE

Figure 2-The day-to-day record of the stability of the spec-
trophotometer wavelength scale in the near-infrared.

wavelength scale was stable to ±0.2 nm during
this time interval.

The wavelength error was evaluated by scan-
ning the emission lines at a rate of 0.01 nm/sec. and
recording the resulting spectrum on a scale of 0.2
nm/cm. The recorded emission peaks were bi-
sected, using a proportional divider, to determine
the wavelengths at the center of the recorded trian-
gular lines. Using this technique, the wavelength
scale was read to the nearest 0.01 nm.

The wavelength errors were evaluated for spec-
tral bandwidths of 2, 3, 4, 5, and 10 nm. The differ-
ences between the published or "true" wavelengths
of the emission lines as determined from the mea-
surements on the spectrophotometer, are plotted in
figures 3-1 and 3-2 for analysis of the instrument
wavelength error. The data points were found to
be closely grouped for the measurements at spec-
tral bandwidths of 2, 3, 4, and 5 nm. The data
points for the 10 nm spectral bandwidth measure-
ments were somewhat separated from the others.
For this reason the analysis of the 2, 3, 4, and 5 nm
bandwidth data are illustrated in figure 3-1 and the
10 nm bandwidth data in figure 3-2. Since the day-
to-day wavelength scale stability check indicates a
possible point spread of 0.4 nm, this grouping of
the bandwidth data into one group for the 2, 3, 4,
and 5 nm measurements seemed reasonable.
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Figure 3-1 (upper) and Figure 3-2-
The wavelength scale calibra-
tion results for the selected
spectral bandwidths showing
the data point spread (vertical
bars), data point averages (open
circles on the vertical bars), the
linear least-squares fit to the
data point averages (sloping
solid straight line).
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The spread of data points in figures 3-1 and 3-2 is
indicated by the vertical bars. The average of the
data points within the vertical bar is indicated by
the open circle on the bar. A linear least-squares fit
of the the average data points, (represented by the
open circles), is shown as a straight line across the
graph. This line was taken as a indication of the
wavelength scale error of the spectrophotometer
for these spectral bandwidths over the near in-
frared spectral range 700 to 2150 nm. This linear
least-squares fit represents a nominal wavelength
correction. The data spread bars shown in figures
3-1 and 3-2 are sometimes completely above or be-
low the least-squares fit. Repeated measurements
probably would not improve the fit because of hid-
den factors that influence where a particular emis-
sion line will appear.

A mathematical estimation of the uncertainty in
the calibration of the instrument wavelength scale
can be derived from the sum of the following ob-
served uncertainties:

The wavelength scale uncertainty (a) is:
a =2d+r+v

where:
2d =twice the standard deviation of
the linear least-squares fit for the emission
line wavelengths,
r = 1/2 the range of the data point spread
for the worst case for location of an emis-
sion line,
v =the day-to-day stability of the
wavelength scale.

For the 2, 3, 4, and 5 nm spectral bandwidths:
a = +0.57 nm

For a 10 nm spectral bandwidth:
a = +0.66 nm.

Other uncertainties associated with the overall
determination of the wavelengths of minimum re-
flectance of the rare-earth oxide mixture will add
to these uncertainties. These uncertainties will be
discussed in section 2.3.4.

2.3.2 Spectral Bandwidths. The spectral band-
width settings used in the analysis of the rare-earth
oxide mixture were selected to provide data on the
effect of changing resolution on the location of the
reflectance minima that are characteristic of this
material in the near infrared. The spectral band-
widths in the near infrared are controlled by ad-
justing the reference signal gain. This adjustment
involves the monochromator slit width mechanism
which in effect controls the spectral bandwidth or
resolution. The bandwidth is displayed on the in-
strument control panel. In order to check the valid-
ity of the spectral bandwidth readout on the
display panel, a series of measurements were made

of the half-band widths of the mercury emission
line at 1014 nm for nominal bandwidth settings of
2, 3, 4, 5, and 10 nm. In the single beam mode of
operation the gain can be adjusted without chang-
ing the selected bandwidth. The half-band width is
determined by scanning the emission line with the
gain adjusted until the peak of the emission is ap-
proximately 100 percent. The measured width of
the recorded emission spectra at half the peak
height is an indication of the spectral bandwidth. A
comparison of the nominal spectral bandwidth, as
indicated on the instrument display panel, and the
measured half-band width of the mercury emission
spectra is given in table 1. The comparison shows
that the actual bandwidths are less than the nomi-
nal bandwidths for the 2, 3, 4, and 5 nm settings
and the same for the 10 nm setting.

2.3.3 Determination of the Wavelength of Mini-
mum Reflectance. The spectral reflectance of the
rare-earth oxide mixture is shown in figures 1-1
through 1-7 for a nominal spectral bandwidth of 4
nm. The number of observed absorption bands
varies as a function of the spectral bandwidth set-
ting selected for recording the spectrum. There are
37 reflectance minima identified in the figures.
Most can be observed at bandwidths less than 4
nm. Only a few can be observed at 10 nm spectral
bandwidth.

The reflectance spectra of the mixture of rare-
earth oxides was recorded on a chart with a wave-
length display of 0.5 nm/cm and a wavelength scan
range of 0.05 nm/sec. This speed is a relatively
slow scan rate for these absorption bands so that
the effect of recorder inertia error is essentially
eliminated as a source of wavelength scale error.

The reflectance was measured with a sapphire
window between the rare-earth oxide mixture and
the sample port of the integrating sphere of the
reflectometer. The 100 percent (baseline) calibra-
tion was set with a pressed powder Halon (polyte-
trafluoroethylene) specimen, also covered by a
sapphire window. The near infrared spectral re-
flectance of a sapphire window covered Halon

Table 1. Comparison of the spectral bandwidths as indicated by
the instrument readout (A) with the spectral bandwidths as
derived from the half-height bandwidth measurements of the
1014 nm Hg emission line (B).

Spectral Bandwidths

(A) (B)
2nm 1.4 nm
3 2.6

10

3.6
4.6

10.0
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specimen versus an uncovered Halon Specimen
(100 percent) is shown in figure 4. The spectral
transmittance of the sapphire window is also
shown in figure 4.

The determination of the wavelengths of mini-
mum reflectance of the rare-earth mixture was ac-
complished through an analysis of the recorded
spectral curves. The location of the wavelengths of
minimum reflectance for a given absorption band
was graphically determined by bisecting the ab-
sorption band. The technique is illustrated in figure
5. The horizontal grid lines of the chart paper that
intersect the two slopes of the absorption band are
bisected by means of a proportional divider. The
points of bisection locate a line between the two
slopes that intersects the minimum reflectance
point, (usually at the lowest point of the curve).
The wavelength at this point of intersection was
taken as the measured wavelength of minimum re-
flectance for the absorption feature. The true
wavelength of the minimum was determined by ap-
plying a wavelength correction to this measured
value. This correction was discussed in section
2.3.1. Various uncertainties are associated with
these assigned true wavelengths. These will be dis-
cussed in section 2.3.4.

2.3.4 Accuracy of the Wavelengths of Minimum
Reflectance. The overall uncertainty in the location
of the wavelengths of minimum reflectance is be-
lieved to be no greater than ± I nm. This conclu-
sion is based on the reproducibility of the following
calibration parameters:

a) The uncertainty of the calibration of the
spectrophotometer wavelength scale using

I.c
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used to cover the rare-earth oxide pressed powder specimen,
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Figure 5-The wavelengths of minimum reflectance are deter-
mined by bisecting the recorded absorption feature as illus-
trated in this example.

the emission lines of Ne, Xe, Hg, and Kr,
and the absorption band of 1-2-4
trichlorobenzene, and the day-to-day insta-
bilities of the instrument; (i0.57 nm
and ±0.66 nm depending on the spectral
bandwidth).

b) The imprecision of the graphical technique
for deriving the measured wavelengths of
minimum reflectance; (±0.41 nm), (twice
the largest standard deviation), (see table 2).

c) The maximum observed temperature ef-
fect; (±0.15 nm).

A mathematical estimation of the overall uncer-
tainty (T) in the location of the wavelengths of
minimum reflectance can be derived from the
square root of the sum of the independent errors
squared:

T=/a2 +b2 +±c2

where:

a =uncertainty in the instrument wavelength
scale,
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Table 2. Ten measurements of the reflectance minima for each
of three absorption bands at a spectral bandwidth of 4 am,
showing the spread of values obtained by the graphical loca-
don of the minima. The average, standard deviation, and stan-
dard error for the ten values are also given These
measurements are for 25 'C.

Measurement Band No. 14 Band No. 23 Band No. 32
No. (Dy 2 0,) (ErO) (Ho2 O3)

1 1261.00 1535.68 1847.09
2 1260.93 1535.65 1847.00
3 1261.15 1535.70 1846.77
4 1261.00 1535.70 1847.00
5 1261.03 1535.60 1846.73
6 1261.20 1535.65 1846.78
7 1261.08 1535.63 1846.50
8 1260.93 1535.60 1846.70
9 1260.93 1535.69 1846.73
to 1261.00 1535.70 1846.43

Average 1261.03 1535.66 1846.77

Standard
Deviation 0.09 0.04 0.21

Standard
Error 0.03 0.01 0.07

Note: The data in this table have not been corrected for the
wavelength scale error of the spectrophotometer.

b = twice the standard deviation for the graph-
ical determination of the minima,

c = the largest observed temperature effect.

For spectral bandwidths of 2, 3, 4, and 5 nm:
T= -+0.72 nm

For a spectral bandwidth of 10 nm:
T=i-0.79 nm.

These uncertainties are for a 95 percent confidence
level. Some other possible uncertainties are dis-
cussed in the conclusion.

3. Measurements
3.1 Influence of the Sapphire Window and the Base-

line Calibration

In measuring diffuse spectral reflectance, some
reference must be used to establish a 100 percent
level (baseline). In this double beam spectrophoto-
meter, the reference beam enters the integrating
sphere and is incident on a Halon target. The sam-
ple beam enters through another port and is inci-
dent on the sample. In order to establish a 100
percent level calibration curve, a sample of pressed
Halon is placed at the sample port. The 100 percent
level is established by the ratio of the sample
(Halon) reflectance to the reference beam signal
(also Halon). The instrument records this baseline

in a computer memory. When the Halon sample is
replaced by a test specimen, the reflectance of the
specimen is recorded relative to this stored baseline
or 100 percent level. This method is called the sub-
stitution method. The reflectance of the test speci-
men is a relative measurement. Halon is used to
establish the 100 percent level because its absolute
reflectance is very high and it has no significant
absorption features that would introduce a distor-
tion in the recorded spectra. The absolute reflec-
tance of the test specimen can be obtained by
adjusting the relative measurement to the absolute
reflectance of the Halon [5].

In this study a sapphire window is placed over
the rare-earth oxide test specimen. This window is
1.5 mm thick. A similar window is placed over the
Halon sample during the recording of the 100 per-
cent level. By using a sapphire window on both the
Halon and the rare-earth oxide specimens, the ef-
fects of the window reflectance and absorbance are
cancelled out in the baseline calibration.

The sapphire window has no absorption bands in
the near infrared that would influence the determi-
nation of the wavelength of minima reflectance of
the rare-earth oxide mixture. The absolute reflec-
tance data for Halon [5] also show that it can be
used as a baseline standard for purposes of this in-
vestigation.

3.2 Influence of Spectral Bandwidth

The effects of spectral bandwidth on the location
of the rare-earth oxide reflectance minima are
shown in table 3. The absorption bands are num-
bered from I at approximately 742 nm to 37 at ap-
proximately 2005 nm. Measurements were made at
nominal spectral bandwidths based on the instru-
ment display readout of this parameter. However,
the data listed in table 1 indicate that the spectral
bandwidths were less than the nominal values for
all but the 10 nm setting.

The blank spaces in table 3 are blank for the fol-
lowing reasons: (1) The noise level was too large to
make reliable measurements. This was the case for
bands 1, 2, 36, and 37 at the 2 nm spectral band-
width setting. (2) Two adjacent bands merged to-
gether because the selected spectral bandwidths
did not resolve the two bands. This was the case
for bands 24 and 25 at 3 nm spectral bandwidth. (3)
The band became too shallow due to the large
spectral bandwidth. This case occurs for many of
the bands at 5 and 10 nm spectral bandwidths.

Table 3 does not give a clear picture of the exact
effects of changing spectral bandwidth on the loca-
tion of the the wavelengths of minimum reflec-
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Table 3. The adopted wavelengths of minimum reflectance for the rare-earth oxide mixture at 25 'C and for spectral bandwidths
(SBW) of 2, 3, 4, 5, and 10 nm.

Rare-earth Band SBW SBW SBW SBW SBW
oxide No. 2 nm 3 nm 4 nm 5 mn 10 nm

Dy2 0,

Er 2O,

Dy20,

HoO,

Dy20,

..

Er,O,

DyŽOs,.

,,

..

,,

,.

H020,

2*

3*
4
5
6
7
8
9

10*
11*
12
13
14*
15
16
17
18
19
20
21
22
23*
24
25
26
27
28
29
30*
31*
32*
33
34
35*
36*
37

887.2
906.3
970.6
979.6

1012.9
1064.7
1095.6
1132.2
1148.1
1192.9
1230.2
1261.0
1320.7
1456.2
1461.7
1471.2
1477.4
1494.8
1503.4
1516.0
1535.5
1544.7
1548.1
1555.1
1577.1
1611.8
1642.7
1682.6
1757.6
1847.5
1874.3
1885.0
1930.9

743.0
799.0
886.9
906.8
971.3
980.8

1013.2
1065.0
1096.0
1132.3
1148.4
1192.7
1230.2
1260.9
1320.7
1456.4
1461.9
1471.6
1477.6
1494.9
1503.5
1516.0
1535.6

1555.0
1577.2
1611.7
1642.7
1682.3
1757.8
1847.3
1874.0
1885.3
1931.6
1970.6
2004.5

743.4
799.0
886.7
907.5
971.6
980.8

1012.9
1065.0
1096.2
1132.4
1148.5
1192.9
1230.2
1260.8
1320.8
1456.7
1462.2
1471.6
1477.5
1495.0
1503.5
1515.9
1535.6

1554.8
1577.2
1611.7
1642.5
1682.2
1757.9
1846.9
1873.8
1885.7
1932.2
1970.7
2005.9

743.4
798.6
886.7
907.3
971.6
980.8

1012.8
1064.9
1096.4
1132.9
1148.7
1192.9
1230.3
1260.8
1320.7

1495.0

1515.7
1535.4

.....

798.0
886.5

. . .

...

1132.9
1148.6

1261.8
1320.2

....6

1534.6

1611.9
1642.5
1682.2
1757.8
1847.0
1874.0
1885.5
1932.5
1970.8
2005.8

1681.4
1757.6
1847.3

1935.5
1970.8
2006.3

The uncertainty in the wavelengths of minimum reflectance are believed to be no greater than ± I nm.

' (preferential bands)

tance for the rare-earth oxide absorption bands be-
cause some of the uncertainties discussed in section
2.3.4 are large enough to mask the bandwidth ef-
fects. However, the apparent shift in the wave-
lengths of the minima are sometimes larger than
the overall uncertainty. Therefore, all the results
are listed in the table.

For purposes of checking the wavelength scale
of a reflectance spectrophotometer there are many
reflectance minima listed in table 3. A few of the
minima might be considered as being preferable be-
cause the absorption bands are observed at band-
widths as large as 10 nm. These bands are marked
with an asterisk after the band number in the table.

3.3 Influence of Temperature

All the data listed in table 3 was obtained at a
temperature of 25 'C ±0.5 'C. The effects of tem-
perature on the location of the wavelengths of min-
imum reflectance of the rare-earth oxide mixture
were studied by analyzing one absorption band for
each of the three rare-earth components. The re-
sults are shown in table 4 for bands 14, 23, and 32,
at 20 'C, 25 'C, and 30 'C. These measurements
were made with a spectral bandwidth of 4 nm. Be-
cause these measurements did not prove or dis-
prove the effects of temperature, and effect was as-
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Table 4. The observed effects of temperature on the wave
lengths of minimum reflectance for 20 'C, 25 C, and 30 'C.
The temperature effects are not revealed by the observed dif-
ferences because of larger uncertainties discussed in section
2.3.4.

(spectral bandwidth=4 nm)

Band No. 14 Band No. 23 Band No. 32
Temperature (DY2O3) (Er2O3) (Ho 20 3 )

20 'C 1260.8 mnm 1535.7 mm 1847.0 nm
25 'C 1260.8 1535.6 1846.9
30'C 1261.0 1535.5 1846.7

sumed based on the largest differences observed
for the data in table 4 for purposes of estimating the
overall uncertainty (see sec. 2.3.4).

3.4 Influence of Instrument Sensitivity Function

The instrument function is the relative sensitivity
of the instrument as a function of wavelength as
observed in the single beam mode of operation
with no sample in the beam. The instrument sensi-
tivity is influenced by a number of parameters such
as the energy output of the source as a function of
wavelength, grating efficiency, reflection of mir-
rors, transmission of windows, and spectral re-
sponse of the detector. The near infrared
instrument sensitivity of the Varian-Cary 2390
spectrophotometer, increases from 700 nm to ap-
proximately 1150 nm, then decreases with increas-
ing wavelength. There are some local variations in
this sensitivity curve due to absorption features as-
sociated with optics and atmospheric conditions.
The effect of the instrument sensitivity function on
the wavelengths at which absorption features ap-
pear for a specimen being scanned is to shift the
scale to longer wavelength when the instrument
sensitivity is increasing from shorter wavelength to
longer wavelength (positive slope) and to shift the
scale to shorter wavelength when the instrument
sensitivity is decreasing from shorter wavelength
to longer wavelength (negative slope). The amount
of wavelength shift increases as the slope becomes
steeper with changing wavelength.

The shift in wavelength due to the influence of
the instrument sensitivity can be determined to a
close approximation, using the following equation:

aw2
d=6

where:
dk=the wavelength displacement,

a =the slope of the sensitivity curve nor-

malized at the center of a triangle,
w =the width at the half-height of the geo-

metrical passband.
The wavelength shift is greater for very wide

spectral bandwidths and almost negligible for very
narrow spectral bandwidths. The effect of instru-
ment sensitivity function is not cancelled by oper-
ating the instrument in a double-beam mode. The
measured location of emission lines such as those
described in section 2.3.1 is not influenced by the
instrument sensitivity function because the emis-
sion lines are relatively narrow with respect to the
spectral bandwidth.

The data for the reflectance minima listed in
table 3 and I have been adjusted for the influence
of the instrument sensitivity function. The amount
of adjustment varied from zero where the sensitiv-
ity slope was essentially flat to as much as 0.26 nm
where the slope was steep and the spectral band-
width was 10 nm. For all but 10 of the values listed
in these tables, the wavelength shift due to the in-
fluence of the instrument sensitivity function was
less than 0.1 nm.

4. Results
4.1 Reflectance of the Rare-Earth Oxide Mixture

The general reflectance spectrum of the rare-
earth oxide mixture is illustrated in figures 1-1
through 1-7 for a nominal spectral bandwidth of 4
mm. The absorption bands are numbered in order
to associate the data listed in the tables with the
spectral features illustrated in the figures.

4.2 Numerical Results

Most of the absorption bands appearing in fig-
ures 1-1 through 1-7 were analyzed and the recom-
mended values for the wavelengths of minimum
reflectance are listed in table 3 for the indicated
spectral bandwidths. Preferred bands are identified
by asterisks after the band numbers in the table.

5. Other Measurements

A check of the reflectance of the Er2O3 absorp-
tion bands at approximately 1012 nm (Band No. 7)
and 1535 nm (Band No. 23), and Dy 20 3 band at
approximately 1260 nm (Band No. 14) was made
on the NBS Reference spectrophotometer for dif-
fuse reflectance [6]. This spectrophotometer uses a
1-meter monochromator equipped with a prism
predisperser. The spectral bandwidth was set at 5
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nm or 10 nm. The reflectometer is a 30 cm diame-
ter integrating sphere with a lead-sulfide detector.
Measurements are recorded with the wavelength
drive set at fixed wavelengths. At each wavelength
setting the signal is processed by a current-to-fre-
quency converter and integrated over a 4 second
time interval. The reflectance of the sample is mea-
sured relative to the sphere wall which is coated
with a spectrally neutral white diffuser [5].

The wavelength correction for the reference
spectrophotometer was determined by measuring
the emission lines of a Hg lamp at 1013.97 nm and
1529.58 nm. These measurements indicate that the
reference instrument wavelength scale was reading
too high by +0.82 nm at 1014 nm and +0.35 nm at
1530 nm for a 5 nm spectral bandwidth. The reflec-
tance minima of the Er 2O 3 bands at approximately
1012 nm and 1535 nm are close to the Hg emission
wavelengths. The sample reflectance was mea-
sured at 0.2 nm intervals. From these data, the re-
flectance minima for band numbers 7, 14, and 23
were determined to be 1012.9 nm, 1260.7 nm and
1535.5 nm respectively for a spectral bandwidth of
5 nm after correcting for the wavelength scale er-
ror. Band No. 23 was determined to be at 1534.5
nm for a 10 nm spectral bandwidth.

A comparison of reflectance minima results for
bands 7, 14, and 23 as determined on the Varian-
Cary and Reference spectrophotometers, indicates
that a wavelength bias of approximately I nm exists
between the two instruments after the wavelength
scale has been corrected for all known sources of
error (see table 5). Measurements of the reflectance
minima made by the Instrumental Research Labo-
ratory [7], of the U.S. Department of Agriculture
(USDA) indicate a similar wavelength bias be-
tween their spectrophotometers and the Varian-
Cary instrument used in this work. Repeated
measurements on the Varian-Cary instrument after
1.5 years indicate that the bias remains constant.
Because of the strong evidence for this wavelength
bias and confidence in the wavelength accuracy of
the NBS Reference spectrophotometer, and the

Table 5. A comparison of the data for reflectance minima num-
bers 7, 14, and 23 as determined on the Varian-Cary spec-
trophotometer and the NBS Reference spectrophotometer.

Reflectance Minima
Varian-Cary Reference Difference

Band SBW Instrument instrument
No. (nm) (1) (2) (2)-(1)

7 5 1011.8 1012.9 -1.1
14 5 1259.8 1260.7 -0.9
23 5 1534.4 1535.5 -1.1
23 10 1533.6 1534.5 -0.9

supporting evidence from the USDA, the data in
table 3 has been adjusted to correct for the Varian-
Cary near infrared wavelength scale bias. The
over-all uncertainty of ± I nm given in section
2.3.4 remains the same for these adjusted reflec-
tance minima.

6. Conclusion

In addition to those uncertainties discussed
above there are also other factors that might intro-
duce uncertainties affecting the results of this
study. Although these have not been quantitatively
investigated, they include: 1) purity of the rare-
earth oxides. 2) variation in the ratios of the three
rare-earths that are mixed to form the specimen,
and 3) variation in the density of the pressed pow-
der. All three of these factors can be controlled to
a high degree of precision in the preparation of the
three-component rare-earth mixture used in this
study. The purity of the individual constituents is
sufficiently high (99.99%) so that it is not likely
that slight variations in this parameter will affect
the location of the wavelengths of minimum reflec-
tance. The ratios of the three rare-earth compo-
nents was established by careful weighing. For a
weighing of 2 g, an uncertainty of ±0.01 g is too
small to have much effect on the location of the
wavelengths of minimum reflectance. Mixing of
the three components must be thorough, however,
to avoid inhomogeneities.

Figures 1-1 through 1-7 should only be used as a
key to the appearance of the reflectance spectra.
Refer to table 3 for the numerical values. The re-
flectance data shown in the figures should not be
used for purposes of a reflectance standard. The
absolute reflectance of pressed Halon [5] has been
established for this type of calibration.

A wavelength standard based on the diffuse re-
flectance of a mixture of three rare-earth oxides has
been analyzed and calibrated for the near infrared
spectral range 700 to 2000 nm. The reflectance
minima obtained from a mixture of Dy 203, Er 2O3,
and Ho)O3 have been determined for nominal spec-
tral bandwidths of 2, 3, 4, 5, and 10 nm. The princi-
pal sources of error influencing the accuracy of the
assigned wavelengths of the reflectance minima are
the calibration of the spectrophotometer wave-
length scale and the imprecision in the techniques
used to record and estimate these minima.

This proposed wavelength standard should
provide a useful means for checking the accuracy
of the near infrared wavelength scale of spec-
trophotometers equipped with suitable accessories
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for measuring diffuse reflectance if the required
wavelength accuracy does not have to be better
than ±i nm.

An uncertainty of ± I nm for this near infrared
wavelength standard is less accurate than current
wavelength standards for the ultraviolet and visible
spectral ranges. A wavelength standard based on a
solution of Ho2 03 in perchloric acid [8] provides 14
transmittance minima for wavelength scale calibra-
tion in the ultraviolet and visible spectrum. The
overall uncertainty for this wavelength standard is
±0. I nm for the location of the transmittance min-
ima.
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The triple points of oxygen samples
sealed in miniature pressure cells were
investigated by means of adiabatic
calorimetry. The triple point of a 99.999
percent pure commercial oxygen sample
was found to be 0.94, mK higher than
that of an "ultra-pure" sample prepared
by thermal decomposition of potassium
permanganate (KMnO4 ). The higher
value is attributed principally to argon
impurity in the commercial oxygen. The
results of eight sets of observations us-
ing six thermometers, calibrated on the
International Practical Temperature
Scale of 1968 as maintained at the Na-
tional Bureau of Standards, and two
sealed cells of the ultra-pure oxygen
show a range of 0.178 mK. The capsule-
type platinum resistance thermometers
that have been used are shown to have

outstanding stability and the multiple
calibrations made on them at the Na-
tional Bureau of Standards extending
over six years are shown to be consis-
tent to within 0.15 mK at 54.361 K. The
results of measurements on an interna-
tionally circulated sealed cell of com-
mercial oxygen show its temperature to
be 0.58, mK higher than those of the ul-
tra-pure oxygen.

Key words: adiabatic calorimeter; In-
ternational Practical Temperature Scale
of 1968; melting point; miniature oxygen
cell; oxygen preparation; oxygen triple
point; platinum resistance thermometer;
temperature fixed point; triple point.
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1. Introduction

The triple point of oxygen (54.361 K) is one of
the defining fixed points of the International Practi-
cal Temperature Scale of 1968 (IPTS-68) [1]'. In a
report on the international comparison of triple
point temperatures of pure gases sealed in minia-
ture pressure cells [2], the results on oxygen
showed a range of values of about 2 mK while the
results on argon, neon, and hydrogen showed a
range of about 0.4 to 0.5 inK. With oxygen, the
lower temperatures that were realized were consid-

About the Author: George T. Furukawa is with
the Temperature and Pressure Division in the NBS
Center for Basic Standards.

ered to be representative of purer samples and the
higher temperatures to be due to the presence of
argon which raises the apparent triple point [3,4].
The amount of argon that was known to be present
in some of the oxygen samples could not com-
pletely account for the higher values. This paper
describes, as part of the continuing research at the
National Bureau of Standards (NBS) on the repro-
ducibility of the triple points of pure substance
sealed in cells, the measurements of the triple
points of three oxygen samples. One of the mea-
surements was on the oxygen cell (designated
IMGC-802 ) that was used in the international com-
parison of fixed points; it was prepared at the Insti-
tuto di Metrologia "G. Colonnetti" (IMGC, Italy)
using commercially available high-purity oxygen
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[5]. One of the other two samples was also from a
commercial source. The third sample was prepared
by thermal decomposition of potassium perman-
ganate (KMnO4 ) under meticulous conditions to
yield a sample of ultra-high purity. Measurements
were obtained on two cells of this prepared oxy-
gen. The measurements on each of the samples
show reproducibility of about ±0.02 to ±0.03 mK,
but the range of the triple points of the three sam-
ples is about I mK.

As an integral part of the investigation, the re-
sults of the measurements using six capsule-type
standard platinum resistance thermometers were
compared to determine the stability of these ther-
mometers and the consistency of their calibrations
at NBS. (Henceforth, for convenience, the capsule-
type platinum resistance thermometers that meet
the specifications of the IPTS-68 [1] will be re-
ferred to by the abbreviation SPRT's.) As shown
previously in the work on the triple point of argon
[6], the present measurements will also show that
these six SPRT's have outstanding stability and
that the NBS calibrations on them over a number
of years are highly reproducible.

2. Method and Experimental Procedure
2.1 Method

The technique for determining the triple points
of pure gases sealed in miniature pressure cells in-
volves the measurement of equilibrium tempera-
tures at various known ratios of liquid-to-solid
phases of the sample under adiabatic conditions.
(Under the conditions of the experiment, the vapor
volume is larger than 10 times the sum of the vol-
umes of the two condensed phases. Hence, the
change in the vapor volume over the range of vari-
ous fractions melted was considered negligible and
the amount of impurities in the vapor to be con-
stant.) Similar techniques have been used for many
years in the calorimetric determination of chemical
purity and the triple-point (or the melting point) of
a variety of substances [7].

For an "ideal" system (where Raoult's law is
valid and the impurities remain segregated in liquid
solution), the equilibrium at temperature Tbetween
a liquid mixture and a pure solid of the major com-
ponent can be represented by

In [(T) = 11) (1)

where X(T) is the absolute activity of the pure liq-
uid at temperature Tand similarly X,(T) is the abso-

lute activity of the same substance in the particular
liquid mixture [8]. To is the melting (or freezing)
point of the pure solid, R is the molar gas constant,
and AH is, in order to simplify the equilibrium rela-
tion to (1), the average molar heat of fusion over
the temperature interval T to To (see reference [9]
for an extended relation). Since X41(T)/X1(T) is
greater than unity, T is less than To. From the
Gibbs-Duhem relation, for an ideal mixture

A, = (I-x,)X°, (2)

where

x2= N/(N, + N2)

and N, is the number of moles of the major compo-
nent (oxygen) and N2 the number of moles of the
minor component (impurities). By combining eqs
(1) and (2), there is obtained

-In (I -x2)= RTTo - T).

When x2 is small (i.e., when the oxygen sample is
highly pure), -In(1-x,) is approximately equal to
x, and TT, and T0' are nearly equal. Then eq (4) is
approximately

X2= RT (TO-T).

For oxygen, AH=443.5 J mol' [10]; therefore,
AHI/RT 0 ' evaluates to 0.01805 K-' and eq (5) sim-
plifies to

x2=0.01805 (To-T). (6)

Equation (6) indicates that in order for the temper-
ature depression (To-T) due to impurities to be
less than 0.1 ImK, x2 must be less than 2X 10-6 mol
fraction. (It is to be noted that compared to metals,
the value of AHI/RT 0' for oxygen, as well as for
most molecular substances, is relatively large. In
the case of zinc, AH/RTn2=0.0019 K-', which
indicates that the total impurity concentration must
be one-tenth of that for oxygen or less than 0.2 ppm
in order for the temperature depression to be less
than 0.1 ImK.)

If the assumption that the impurities remain seg-
regated in the liquid phase holds, then at equi-
librium the impurity concentration in the liquid
would vary inversely with the fraction F of oxygen
melted. Thus,

X2 -X2*IF (7)
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where x,* is the overall impurity concentration or
the impurity concentration of the liquid when the
oxygen is completely melted. When eqs (6) and (7)
are combined, there is obtained

x,*/F=0.01805 (To-1) (8)

or

(To-T)=55.40x 2*/F. (9)

Equation (9) shows that the impurity concentration
x,* can be obtained from the "slope" (55.40 x,*) of
the linear relation of the observed equilibrium tem-
perature T versus 1/F. At l/F=0, T=To, the
triple point of pure oxygen. The temperature at
I/F= 1 is that value when vanishingly small
amount of solid oxygen is present in equilibrium.
As mentioned earlier, the method [i.e., eq (9)] has
been employed for many years in the determination
of impurity concentration as part of the heat-capac-
ity measurements because the fraction F melted can
be accurately determined and the difference in the
equilibrium temperatures (To-T) caused by the
impurities can be amplified in accordance with the
reciprocal of fraction melted [7]. The practice has
been to observe a number of equilibrium tempera-
tures at different fractions melted and obtain the
"best values" of x,* and To.

In experimental situations, the results deviate
more or less from the idealized equations given
above due to many factors. First of all, in the case
of oxygen, the commercially available high-purity
material is obtained principally by separation from
air and, hence, other components of air are ex-
pected to be present as impurities, e.g., nitrogen,
argon, and other noble gases. Neon, krypton, and
xenon have been reported to lower the freezing
(liquidus) point of oxygen [3]. Both nitrogen and
argon are known to form solid solutions with oxy-
gen [11,12]. Most likely, in high-purity oxygen, the
former three noble gases would also form solid so-
lutions. Furthermore, oxygen and argon mixtures
form a peritectic in the oxygen-rich region. The
rather sparse experimental data suggest that the
peritectic point composition is in the region of 80
to 85 mol percent oxygen [12,13]; the peritectic
temperature is around 55.8 K; and the "peritectic
break" occurs at about 88 mol percent oxygen. In
this oxygen-rich region of the system, the liquidus
and solidus curves are very closely spaced. The
samples for oxygen triple point measurements are
expected to have small enough argon concentra-
tions that they would behave as binary iso-
morphous systems [14] and that no peritectic

reaction would be observed (i.e., there will be a
"melting range"). The solid solution would be
richer in argon than the liquid solution, making the
equilibrium temperature T greater than T0, in con-
trast with the premise upon which eqs (1) to (9)
were derived.

There are other considerations in the real experi-
mental situations. Whenever the compositions of
the liquid and solid phases are the same and remain
the same, although the ratios of the amounts of the
two phases are changed by melting, the equilibrium
temperatures remain unchanged. This is the case
with a 100-percent pure sample and with eutectic
mixtures. The outstanding example of an eutectic is
that of the tin-iron system with its eutectic compo-
sition at 0.001 mol-percent of Fe and the eutectic
temperature only 8 mK lower than the freezing
point of pure tin [15]. Also, if the compositions of
the liquid phase and of the solid phase in equi-
librium remain unchanged, even though the ratios
of the amounts of the two phases are changed, the
equilibrium temperature will remain the same. The
outstanding case of this is the ice bath, where there
is an infinite amount of air present to maintain the
water saturated with air as the pure ice melts. This
situation would be expected at low temperatures
where an impurity, e.g., water in normal heptane, is
frozen but is sufficiently soluble in the major com-
ponent to affect its freezing point (182 K); the liq-
uid is saturated with the impurity over the entire
range of fraction melted. [Experimental data seem
to be non-existent, but the system oxygen-carbon
dioxide could possibly be another example of such
a system.]

The peritectic point of a binary system is an in-
variant point with four phases (including the va-
por) in equilibrium; the equilibrium temperature
remains unchanged as the amounts of the two solid
phases and the liquid solution are changed on heat-
ing. In such systems or solids with more than one
component (solid solutions), the self-diffusion rate
is so slow compared with that in the liquid, that it
is unlikely during the experimental period that
there would be a true phase equilibrium [16,17]. In
the extreme case where a frozen solid is uniform in
composition and there is no diffusion in the solid,
equilibrium temperature would remain unchanged
at different fractions melted because the liquid
composition would remain the same as that of the
solid. In the real experimental case, there would be
expected some segregation of impurities on freez-
ing but very little diffusion in the solid.

Considering the above possibilities that would
affect the triple point of oxygen, on most of which
there is no direct quantitative information, it was
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decided to prepare as pure an oxygen sample as
possible and to use extreme care in filling cells with
the sample for triple point measurements. A small
amount of impurity would have a relatively large
effect on the small sample that was to be used. In
the application of the method to obtain triple points
for temperature standards, the sample should be
sufficiently pure that the difference (To'- T) would
be negligible. Although the oxygen samples were
not expected to "behave ideally," the ideal solution
theory was used as a guide in correlating the re-
sults.

2.2 Calorimetric Cryostat

The equilibrium temperatures were measured, at
various known melted fractions of the oxygen sam-
ples, in an adiabatic cryostat that had been used
previously for determination of heat capacities [18].
The miniature pressure cell of the oxygen sample
was installed in place of the vessel that would con-
tain the substance for heat-capacity measurements.
Figure I shows schematically the general arrange-
ment of the apparatus. The calorimetric apparatus
was designed to provide as nearly adiabatic condi-
tions as possible so that the observed equilibrium
temperatures could be accurately correlated with
the measured amounts of electrical energy that
were introduced into the pressure-cell system.
Briefly, the apparatus was designed as follows, The
electrical leads (insulated 0.16 mm diameter copper
wires) that entered the vacuum space of the ap-
paratus through the hard-wax, "hermetic" lead seal
of the terminal box were brought to the refrigerant
temperature on the copper tempering ring. All
tempering of electrical leads was done either by
cementing them into close-fitting machined
grooves (see fig. 1, "tempering ring," "ring lead
control," and "thermometer-heater lead control")
or by soldering them to the ends of copper strips
cemented on "temperature-station" surfaces ("aux-
iliary isothermal shell" and pressure cell). To
achieve adiabatic conditions, the leads were first
heated on the floating copper ring lead-control
close to the temperature of the thermometer-heater
lead control. The leads that went to the pressure-
cell system were tempered next on the thermome-
ter-heater lead control to the temperature of the
auxiliary isothermal copper shell around the pres-
sure cell. Before the leads went to the SPRT's,
they were tempered on the auxiliary isothermal
copper shell and then on the pressure cell. The in-
sulation resistances between all leads and between
the leads and their tempering surfaces were regu-
larly checked to be 109 ohms or larger. The

temperatures of the adiabatic shield, thermometer-
heater lead control, and ring lead control were
controlled by automatic adjustment of electrical
power in the heaters wound on their surfaces, using
appropriately placed differential thermocouples of
constantan and Chromel-P wires. The heaters on
the adiabatic shield were wound and cemented into
close-fitting grooves machined into the shield. As
mentioned above, the temperature of the floating
ring lead-control was controlled relative to the
temperature of the thermometer-heater lead con-
trol which was in turn controlled relative to the
temperature of the auxiliary isothermal shell. The
temperature of the adiabatic shield, that enclosed
the pressure-cell system, was also controlled rela-
tive to the temperature of the auxiliary isothermal
shell. The adiabatic shield, the thermometer-heater
lead control, and the auxiliary isothermal shell
were gold plated to reduce radiative heat transfer.
During operation, the vacuum space was main-
tained at 10-3 Pa or less. With the double-dewar
cooling system shown, temperatures of about 48 K
to 49 K were reached by pumping on nitrogen in
the inner dewar while liquid nitrogen at atmo-
spheric pressure was in the outer dewar. (Here-
after, an oxygen sample, its pressure cell, auxiliary
isothermal shell, tempering strips and the installed
SPRT or SPRT's will be referred to as an oxygen
sample system.)

2.3 Energy Measurements

The source of electrical energy for the heaters
(100 il) wound on the oxygen cells consisted of
two 12 V lead storage batteries connected in paral-
lel. The heater wire was an alloy (principally nickel
and chromium) of low-temperature coefficient of
resistance 119] so that the voltage readings across
the heater would be nearly constant during current
flow. All voltages [across the heater and across the
reference resistor of known value (about I () in
series with the heater] were determined using a
digital voltmeter with seven-digit readout. The
range change feature of the digital voltmeter read-
ily accommodated the 100-fold voltage change
across the heater and reference resistor. The time
interval of heating, which was never less than
120 s, was determined to within ±0.01 s with a
precision analog clock operated using the NBS 60
Hz frequency standard. The clock was operated
synchronously with a switch that turned the cur-
rent from a "dummy load" to the oxygen cell
heater. (For details of the circuitry, see reference
[20].) The voltages across the heater and the refer-
ence resistor were read alternately every 15 5; the
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Figure 1-Schematic of adiabatic calorimetric apparatus shown with oxygen cell system PO-3 installed.
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readings were averaged to obtain the electric
power that was introduced. The energy increments
that were introduced were relatively large (30 to
300 J) for the determination of the heat of fusion of
the oxygen sample or the heat capacity of the oxy-
gen-sample system, but only 3 to 20 J during mea-
surements of the equilibrium temperatures at
various small amounts of sample melted. The esti-
mated accuracy of the electrical energy measure-
ments was about ±0.01 percent.

2.4 Experimental Procedure

The experimental procedure was very similar to
that described for the investigation of argon triple
point cells [6]. Briefly, with helium gas for heat
exchange in the vacuum space of the cryostat, the
inner and outer dewars were filled with liquid ni-
trogen. When the oxygen cell cooled to about 80
K, the inner dewar was refilled with liquid nitro-
gen and pumped overnight using a high-capacity
vacuum pump. During cooling, the liquid oxygen
sample was found to supercool about I K before
recalescence was observed. By morning, the oxy-
gen sample had cooled to about 48 or 49 K. The
helium exchange gas was then removed and the
vacuum space pumped out to a high vacuum (less
than lo-3 Pa), automatic temperature controls
were switched on, and the temperatures of the adi-
abatic shield, of the floating ring lead-control, and
of the themometer-heater lead control were con-
trolled at the temperature of the auxiliary isother-
mal shell of the sample cell. Under these
experimental conditions, a single filling of nitrogen
in the inner dewar provided enough refrigeration
to control the cryostat near the triple point of oxy-
gen for about 80 hours.

After temperature equilibrium was established,
the first series of measurements involved the deter-
mination of the heat capacity below the triple
point, of the total heat of fusion, and of the heat
capacity above the triple point. The procedure was
as follows. Three heat-capacity "points" were ob-
tained at successively increasing temperature be-
low the triple point. The final temperature of the
third heat-capacity point was arranged so that it
would not be more than I K below the triple point.
The first two values of heat capacity were used to
estimate the amount of electrical energy required
to heat within 1 K of the triple point. Electrical
energy was then introduced continuously from the
equilibrium temperature just below the triple point
to just above it. The amount of energy to be intro-
duced was estimated from the heat capacity and
the approximate heat of fusion. After the equi-

librium temperature was established just above the
triple point, three heat-capacity points were ob-
tained at successively increasing temperatures in
the liquid phase of oxygen. The plot of these two
sets of three heat-capacity points was used to deter-
mine the total heat of fusion and later the fraction
of sample melted during the melting-point experi-
ments.

The heat of fusion L of the sample was calcu-
lated from the total heat Q introduced from the
temperature T, just below the triple point to the
temperature T7 just above it and the heat capacities
in the two regions below and above the triple point
according to the relation:

L =Q-Cs(Ttp-T3--C,(Tj-TwP), (10)

where C, is the heat capacity in the region of solid
oxygen at temperature (Ti+T,2 )/2, C, is the heat
capacity in the region of liquid oxygen at tempera-
ture (T,,+ T1 )/2, and T,, is the triple point tempera-
ture of oxygen. To determine the amount of
electrical energy required to melt known amounts
of oxygen, the sample was first cooled to a temper-
ature about I K below the triple point and the equi-
librium temperature was established under
adiabatic conditions as previously described. After
determining the equilibrium temperature T., the
amount of heat Q. required to melt the desired ini-
tial fraction F. was calculated according to

Q,=FIXL +C5 (T 1,-TF), (1 1)

where C. is the heat capacity in the region of solid
oxygen at temperature (T, + T,1 )/2. After the equi-
librium temperature was determined at fraction F.
melted, energy Q2 was added to obtain the equi-
librium temperature at fraction F2 melted accord-
ing to

Q2=(F2-F.)L. (12)

The energies for other fractions melted were
determined in the same manner.

Depending upon the impurity concentration, a
small fraction of sample may be already melted at
the initial temperature T, or T/ below the triple
point. This "premelting" was calculated, and the
adjustments were made wherever applicable, on
the assumption that all of the impurities were in
liquid solution (no solid solution) and the liquid so-
lution to be ideal. The relation used was

F,- 55.40 xt*/(TFp- f,), (13)
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where F, is the fraction premelted, x2 * is the mole
fraction impurity in the oxygen sample, 55.40 is
RT 0?/IAJ given in eq (9), and 1; or T. is the initial
temperature just below the triple point [20]. (Note:
The symbols Tp and To for the triple point of pure
oxygen will be used interchangeably.)

3. Oxygen Samples

Measurements were made on three oxygen sam-
ples in four sealed pressure cells. One sample was a
commercially available "scientific-grade" oxygen
stated by the supplier to be 99.999 percent pure
with less than the following amounts of impurities
in volume parts per million (vppm): 5 of argon, 3 of
nitrogen, 0.5 of water, and I of carbon dioxide.
Since the cost of chemical analysis was pro-
hibitively high and since the material was unlikely
to be used as our temperature standard, no further
chemical analysis was made. This oxygen sample
will be referred to as "commercial oxygen." The
second oxygen sample was provided by the IMGC
sealed in a pressure cell, as part of the Comit6 Con-
sultatif de Thermom6trie (CCT) sponsored pro-
gram on the comparison of fixed points by means
of sealed cells. This sample was also from a com-
mercial source; its purity was stated to be 99.998
percent with impurities in vppm: 1.8 of nitrogen,
3.0 of argon, and 0.7 of methane [5]. The third oxy-
gen sample was prepared by thermally decompos-
ing potassium permanganate (KMnO4 ). Extreme
precautions were taken during the preparation to
obtain a sample of the highest purity. This oxygen
sample will be referred to as "prepared oxygen."
The details of the procedure used in the prepara-
tion are given in the following section.

TPE_

HEATING;

Figure 2-Arrangement used for I TAPE

preparing oxygen by thermal l
decomposition of potassium F _ GLASS W

permangante KMnO4. ,_ C-D

3,1 Prepared Oxygen Sample

In the preparation of oxygen by thermal decom-
position of KMnO4 , according to the process:
2KMnO4 + heat - MnO2 + K2 MnO4 + 02, copi-
ous amounts of fine powder are known to be pro-
duced that can be readily carried along with the
stream of oxygen gas that is generated [21]. Figure
2 shows schematically the arrangement that was
used to prepare the oxygen sample. The heating
mantle around the KMnO4 sample flask contained
an iron-constantan thermocouple which was used
to monitor the heating temperature. Except for the
valves, the valve manifold, and the high-pressure
collection cylinder (1000 cm3 ), the entire system
was constructed of borosilicate glass. The fine
powder that was produced was confined in the
generator by means of a column of tightly-packed,
borosilicate glass-wool filter.

The KMnO4 sample (about 1500 g of "reagent-
grade" material) was heated first to about 125 'C
and pumped at high vacuum for seven days. At the
same time, the glass-wool filter and the glass parts
were heated to about 100 to 150'C and pumped
together with the KMnO4 sample. Earlier, the
stainless-steel collection cylinder had been heated
to 300 CC, pumped at high vacuum, filled with a
small amount of the commercial scientific-grade
oxygen, and evacuated repeatedly seven times over
a period of one week. The high-vacuum line al-
ways included two liquid nitrogen traps in series to
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minimize any back diffusion of oil from the oil-dif-
fusion vacuum pump. After the heating and pump-
ing to remove as much of the moisture and air as
possible from the oxygen-preparation system, de-
wars of liquid oxygen were placed around the dry-
ing traps A and B and a dewar of liquid nitrogen
was placed around the graduated collection tube C
which was used to measure the amount of liquid
oxygen that would be transferred to the stainless-
steel cylinder. The KMnO4 sample was heated to
about 210 'C, at which temperature liquid oxygen
began to collect in the liquid-nitrogen cooled col-
lection tube. When about 15 cm3 of liquid oxygen
were collected, the heat in the mantle was turned
off and the liquid oxygen that was collected was
discarded by pumping. When the liquid oxygen
was completely removed, the glass-wool filter and
all glass parts were heated again to about 100 to
150'C and pumped. In the meantime, the KMnO4
oxygen generator had cooled sufficiently to cease
generating oxygen. The system was kept at about
100 to 150 'C and was pumped overnight.

In the morning the generation of oxygen was re-
sumed with liquid oxygen around the two drying
traps (A and B) and liquid nitrogen around the col-
lection tube (C). It was noted that, because of the
insulating properties of the fine powder that was
first formed adjacent to the heating mantle, the
generation of oxygen started only after the therm-
ocouple in the heating mantle indicated about
350 'C. After the oxygen began to collect the
power in the heating mantle was reduced and a
temperature of about 300'C was maintained. (Al-
though the discarded liquid oxygen was "decidedly
blue," the newly collected liquid oxygen appeared
to be less blue. If small amounts of ozone had been
collected in the discarded sample, the higher tem-
peratures that were used during the second time
would decompose further any ozone, if present
[22].)

After about 110 cm3 of liquid sample were col-
lected, the stainless steel cylinder was cooled in liq-
uid nitrogen. The sample in the collection tube was
then transferred to the cylinder by placing a dewar
of liquid oxygen around the tube. Dewars of liquid
oxygen were kept around the two drying traps dur-
ing this transfer. Later, the pressure of oxygen sam-
ple (78.5 atm) in the stainless steel cylinder at
ambient temperature indicated that about 3.5 moles
were collected (about 75 percent yield based on the
amount of KMnO4 used). No chemical analysis of
the prepared oxygen was made but the very small
range of the melting points of samples from the
cylinder indicate that it is highly pure (see section
6). Two cells were later filled from the cylinder.

4. Sealed Oxygen Cells

The measurements of the triple point of oxygen
were made in four miniature pressure cells of dif-
ferent designs. Three were designed and fabricated
at NBS. These cells were hydraulically pressure
tested with distilled water to 250 atm before filling
with oxygen. The fourth cell was fabricated and
filled with oxygen at IMGC. One of the NBS cells,
which was filled with the commercially obtained
oxygen sample, was fabricated from type 316 stain-
less steel pipe of 48.3 mm O.D. and 3.7 mm wall
thickness. It was identical in construction to one of
the cells designated as AR-NBS-7 which was used
in the study of the triple point of argon (see figure
2 of reference [6]). The cell accommodated one
thermometer and the sample volume was about 50
cm3 . The extra large diameter was selected to de-
termine whether future cells of the same diameter
could be used with as many as seven SPRT's for
calibration at the triple point of pure gases. The
care that was exercised in its fabrication and in its
filling with the oxygen sample was similar to that
to be described for the following two NBS cells.

Two of the NBS cells, which were to contain the
oxygen sample prepared from KMnO4 , were
smaller than the cell used to contain the commer-
cial oxygen, particularly since there was only a lim-
ited amount of the prepared pure sample. These
cells were fabricated from commercial type 304
stainless steel of 25.4 mm o.d. and 2.1 mm wall
thickness. One of these two cells accommodated
one thermometer and the sample volume was 20
cm3; the other cell accommodated three thermome-
ters and its sample volume was 16 cm3 . The shapes
of these two cells were about the same as shown
for the three-thermometer cell in figure 1 and for
the one-thermometer cell in figure 3. Copper tubes
were installed inside the cells to enhance thermal
equilibrium. The wall thicknesses of the copper
tubes were adjusted so that the condensed oxygen
would completely surround the thermometer.
Since the diameters of the structures containing the
re-entrant wells for the one-thermometer cells (in-
cluding the cell for the commercial oxygen) were
smaller, the wall thicknesses of the copper tubes
for the cells were greater than for the three-ther-
mometer cell. Before these copper tubes were as-
sembled inside the cells, they were heated in a
vacuum furnace (about lo0- Pa) at 800 'C for about
24 hours to remove any hydrogen or other gases
that may be dissolved in the copper. The stainless
steel joints were "heliarc" welded.
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Figure 3-Oxygen cell system PO-I, shown for clearer view of
construction. The cell PO-I is similar to cell PO-3 shown in
figure 1.

Extreme care and precautions were taken in
cleaning and then filling the cells with the oxygen
samples, since the design of the cells required these
processes to be done through a copper or stainless
steel capillary tube (3.2 mm o.d. and 0.6 mm i.d.).
The copper capillary was silver brazed first to the
top lid of the stainless steel cell and thoroughly
cleaned before welding the lid. The cell used with
the commercial oxygen had a stainless steel capil-
lary which was welded to the lid [6]. The cells
were filled individually with sample at different
times. Since the cells were first pressure-tested
with distilled water before filling with oxygen,
they were thoroughly dried by baking first at about
120 'C inside a vacuum chamber for one week.
During the week, the heated vacuum chamber con-
taining the cell was filled several times with high-
purity commercial oxygen and evacuated to
displace any water vapor inside the cell. Care was
taken to remove all of the water at the lower tem-
peratures to avoid any possible reaction of water
with the metal at the higher temperatures, forming
the oxide and dissolving the hydrogen. After bak-

ing for an additional two weeks at 300 'C in vac-
uum, the cell was cooled under vacuum and
back-filled with the high-purity commercial oxy-
gen. Finally, the capillary filling tube of the cell
was attached to a high-pressure manifold contain-
ing a stainless steel Bourdon-tube pressure gauge
and an appropriate number (four) of valves for
cleaning and filling the cell with sample. To the
same manifold was attached the sample source
with its separate high-pressure valve. The mani-
fold, the Bourdon-tube gauge, and the cell were
thoroughly evacuated (less than lo-4 Pa) for sev-
eral days with two liquid-nitrogen traps in series in
the vacuum line. During this time, the cell was
heated to about 400 'C with a small tube-furnace.
To avoid excessive oxidation of the cell, in particu-
lar the copper capillary tube, a gentle flow of ar-
gon or nitrogen was maintained inside the
tube-furnace during the baking period. The mani-
fold was occasionally heated using a "hot-air gun."
After closing the valve to the vacuum system and
after cooling the cell to ambient temperature, a
small amount of the sample gas was introduced
into the system and allowed to remain for several
hours, after which the system was continuously
evacuated overnight with the cell heated again to
400 'C. This process was repeated five times. After
the fifth time, the valve to the vacuum line was
closed and a small amount of the sample gas was
introduced into the manifold system while the cell
was at about 300 'C. It is expected that the copper
surface and, to a lesser extent, the stainless steel
surface were oxidized in the process. The purpose
for oxidizing the surface was that the oxidized sur-
face should be a barrier that would reduce the rate
of future loss of sample oxygen through gradual
oxidation of the metal surfaces. Following the oxi-
dizing treatment, the cell was evacuated overnight
and allowed to cool to the ambient temperature.
Then, over a period of the next 10 days, the cell
was purged 10 times by repeated filling with a
small amount of the sample gas, allowing the gas to
remain in the cell for a few hours, and then evacu-
ating overnight. Finally, after the 10th purging op-
eration, the cell was filled with sample to the
desired pressure as read on the Bourdon-tube
gauge and sealed by pinching the copper (or stain-
less steel) capillary tube flat over a length of about
2 cm. The tube was cut at about the middle of the
"flat" with a pair of pliers and tested immediately
for gas leakage by immersing the cell in water. The
flat of the stainless steel capillary tube was cut with
a heliarc torch. The cut flats of the three cells,
which were sealed at widely separated occasions,
did not exhibit any gas leakage, nor did the adja-
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cent cut flats attached to the manifold. The cut
edge of the flats and also the flats were covered
with "soft solder" for added sealing and strength.

The cells were filled to sufficiently high pres-
sures so that the heat of fusion of the sample in the
cell would be comparable to or larger in magnitude
than the heat capacity of the sample cell system
(cell, sample, thermometer, auxiliary isothermal
shell, copper tempering strips, and wires) and,
therefore, the error contributed by the heat capac-
ity in determining the amounts of sample melted
would be negligible. The oxygen pressure in the
cylinder of commercially obtained sample was 150
atm; hence, the 50 cm' cell was filled directly to
113 atm at ambient temperature from the cylinder
by controlling the valve to the manifold and ob-
serving the Bourdon-tube gauge. The heat of fu-
sion of the sealed sample was 102 J and the heat
capacity of this sample cell system was approxi-
mately 128 J/K at 54.5 K. The oxygen sample and
this cell will be referred to as CO-7.

The desired filling pressures for the cells that
would contain the oxygen sample prepared from
KMnO4 were higher than the 78.5 atm pressure of
the sample in the storage cylinder. The one-ther-
mometer cell was filled to 100 atm at ambient tem-
perature by first cooling the cell nearly to the
temperature of a Dry Ice-ethyl alcohol mixture and
then introducing the sample from the storage cylin-
der. The heat of fusion of the sealed sample was 35
J and the heat capacity of this sample cell system
was approximately 38 J/K at 54.5 K. This speci-
men of prepared oxygen and the cell will be re-
ferred to as PO-1.

The three-thermometer cell was filled to 163 atm
at ambient temperature by first cooling the cell to
the temperature of liquid nitrogen and then intro-
ducing the oxygen sample from the storage cylin-
der for a measured period of a few minutes through
a flow control valve. After closing the control
valve, the sample cell was allowed to warm to the
ambient temperature and the pressure read on the
Bourdon-tube gauge. On the basis of this pressure
reading and the period of time the flow control
valve was open, an estimate was made of the time
that would be needed for the second filling, at the
same flow condition, to fill the cell to the desired
pressure. The heat of fusion of the sealed sample
was 53 J and the heat capacity of this sample cell
system was approximately 35 J/K at 54.5 K. This
specimen of oxygen and the cell will be referred to
as PO-3.

The thermometer wells of the three pressure
cells that were made at NBS were designed to be
about I mm larger in diameter than the typical

outer diameter of capsule-type SPRT's to accom-
modate copper sleeves that closely fitted the well
and the capsule SPRT. Widely spaced helical
grooves were machined into the outer surface of
the sleeves to vent air, so that the SPRT could be
easily installed or removed from the well without-
causing possible harm to the SPRT. To enhance
heat transfer between the parts, a thin film of stop-
cock grease was used on surfaces that were in con-
tact.

The cells were designed to accommodate the
auxiliary isothermal shells which were held in
place at the top by nuts (see figs. 1 and 3). The
auxiliary isothermal shell, made of copper, served
to protect the SPRT from stray thermal radiation
and also temper the electrical leads before they
were tempered on the cell itself. During the mea-
surement process, the shell provided an isothermal
surface for adiabatic control and thus reduced ther-
mal gradients in the cell. A thin film of stopcock
grease was applied to the screw threads and the
surfaces in contact to enhance heat transfer. The
auxiliary isothermal shell had clips for differential
thermocouples for controlling the temperature of
the adiabatic shield. The shell for the oxygen cell
CO-7 with one SPRT, as well as the cell itself, had
six copper strips (four for the SPRT's leads and
two for the heater leads) for tempering the electri-
cal leads. Lens paper was used for electrically insu-
lating the copper strips from the surface on which
they were cemented for thermal contact. Similarly,
the oxygen cell PO-1 and its auxiliary isothermal
shell had six copper strips each for tempering the
electrical leads. The electrical insulation in this
case was Mylar film that was about 0.01 mm thick.
The oxygen cell PO-3 with wells for three SPRT's
had 10 copper tempering strips cemented on it and
on its auxiliary isothermal shell. Mylar film was
used for electrical insulation.

The fourth cell was constructed and filled with
oxygen at IMGC [5]. As previously mentioned, this
cell is one of the reference cells that is being circu-
lated among different national laboratories as part
of the program on International Intercomparison
of Fixed Points by Means of Sealed Cells spon-
sored by the CCT. The cell design is indicated as
Model C by IMGC [5]. It has a re-entrant well that
can accommodate a tapered copper plug which is
large enough for installing three SPRT's. The heat
of fusion of the sample was 47 J and the heat capac-
ity of the assembled sample cell system was 40 J/K
at 54.5 K. This cell with its oxygen sample will be
referred to as IMGC-802 .
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In order to accommodate three SPRT's in the
IMGC-802 cell, a small groove was first machined
along the taper on the plug in which the three
SPRT's were to be installed. The groove vented air
so that the three SPRT's could be safely handled
with the cell. A special auxiliary isothermal shell
was constructed for the cell and 10 copper temper-
ing strips were attached for measurements with
three SPRrs, similar to cell PO-3.

The heater for introducing known amounts of
electrical energy into the oxygen sample system
was wound directly over the copper tempering
strips on the cylindrical surface of all four cells us-
ing glass fiber insulated heater wire. In the earlier
tests with sealed argon cells [61, the location of the
heater did not seem to affect the measurement;
however, the heater was wound mostly on the up-
per half of CO-7, and PO-3 cells to drive any con-
densate to the bottom of the cell. On cells PO-I
and IMGC-80,, the heater was evenly distributed
over the cylindrical surface in order to determine
whether more even distribution of heating would
reduce the equilibrium time. No significant differ-
ence in equilibrium time or in the measurements
was observed among the cells.

5. Thermometry
5.1 Thermometers and Temperature Scales

A total of six capsule SPRT's with NBS-IPTS-68
calibrations [23] was used. Three of the SPRT's
(1812279, 1812282, and 1812284) were those fur-
nished to the National Physical Laboratory (NPL,
U.K.) for the international comparison of tempera-
ture scales below 0 'C [24]. As a result of that com-
parison, these three SPRT's have calibrations also
on the NPL-IPTS-68 [24]. These SPRT's were cal-
ibrated three times before shipping to the NPL and
twice after they were returned. These three
SPRrs will be referred to as the international
SPRT's. In addition, the "standard thermometer"
1728839 that was employed for comparison of the
temperature scales at the NPL had also been cali-
brated on August 22, 1969 in terms of the NBS-
IPTS-68. The other three SPRT's (1774092,
1774095, and 1842382) have been calibrated twice;
they have been used only at NBS.

The history of calibrations of the six SPRT's at
54.361 K is summarized in table I by comparing
their resistance ratios for the temperature, relative
to that of the latest calibration, and converting the
differences to corresponding temperature values. A
similar comparison of calibration for 83.8 K of the

same SPRT's was described previously in the mea-
surements of the argon triple point [6]. To be con-
sistent with the comparison of calibrations
presented in the earlier argon work [6], wherever
the value of the resistance ratio W at 54.361 K was
smaller than the value for the latest calibration, the
corresponding value of temperature difference is
given in the table with a minus sign. However, in
using such calibrations, the value of tempera-
turethat is calculated for a given observed value of
W would actually be larger.

The relatively large differences for 8/29/74 and
earlier calibration for SPRT's 1812279, 1812282,
and 1812284, which among themselves agree
closely, suggest possibly that a small change oc-
curred in the calibration between the times these
SPRT's were shipped to the NPL and returned.
Therefore, there is an uncertainly of about 0.1 mK
in the comparison of the IPTS-68 maintained at the
NBS [23] and that at NPL [24]. As mentioned ear-
lier, the other three SPRT's 1774092, 1774095, and
1842382 have been used only at the NBS. The
agreement in the calibrations for SPRT 1774092
and 1774095, although performed six years apart,
approach the precision of single calibrations
around 54.361 K. The difference in the calibrations
for SPRT 1842382 is larger than that which would
be expected for normal calibrations. Nevertheless,
table 1 shows that the calibrations on all six
SFRT's are highly consistent and reproducible
over a number of years and that capsule SPRT's
when used with care, can retain their calibration
over many years. This outstanding stability is fur-
ther supported by the consistency of values of
triple points of argon obtained earlier [6] with the
same six SPRT's and by the consistency of values
of triple points of oxygen to be presented later in
this paper. This indicates also that the SPRT refer-
ence standards that maintain the NBS-IPTS-68 [23]
are stable, unless, of course, all SPRT's that are
involved in this comparison drift at the same rate,
which is unlikely.

The outstanding stability of SPRT's and the con-
sistency of calibrations of SPRT's that can be real-
ized are demonstrated additionally by the results
obtained at the NPL on the oxygen triple point
using SPRT 1728839 with NBS-IPTS-68 calibra-
tion [4]. The SPRT 1728839 represented also the
NPL-IPTS-68 for the international comparison of
SPRT calibrations [24]. The value (54.3615 K) ob-
tained on the NBS-IPTS-68 for the oxygen triple
point at the NPL using SPRT 1728839 [41 is in per-
fect agreement with the differences found by com-
paring SPRT's between the NPL-IPTS-68
(represented by SPRT 1728839) and the NBS-
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Table 1. Calibration history of thermometers (calibration in terms of the NBS-IPTS-68) o.

Calibration Date and
Deviation at 54.361 K

from the Latest CalibrationThermometer

mK
2/2/7 7

1774092 0

1774095 0

Deviation
from the

NPL-IPTS-68'

mK
2/1/71

± 0.032

-0.016

3/18/76

1812279 0

1812282 0

1812284 0

-0.051

-0.043

-0.055

8/29/74d

-0.116

-0.110

-0.149

-0.126

-0.100

-0.154

7/18/74

-0.076

-0.083

-0.074

+0.5'

±0.6'

1/10/78

1842382 -0.0800

NBS-IPT&S68 is a "wire scale"; see reference [231.
Latest calibration; hence, zero deviation is shown.
From reference [241.

dThese calibrations were submitted to the NPL for the international comparison of temperature scales (241. The average of these two calibrations was

compared with NPL-IPTS-68.
' The positive figures indicate that the triple point of oxygen as realized at the NPL is "hotnter" than the value 54.361 K on the NBS-IPTS-68. Based on

W(54.361 K) of the NPL-IPTS-68 and average NBS-IPTS-68 indicated
as d above, the average deviation for the three SPRT's corresponds
to 4 0.588 inK.

5.2 Measurement of Thermometer Resistance

IPTS-68 [23] (represented by SPRT's 1812279,
1812282, and 1812284); see table 1 for the differ-
ences of the latter three SPRT's. The NBS calibra-
tion date and the date of NPL measurement of the
oxygen triple point with SPRT 1728839 are almost
five years apart [4]. (Note: the SPRT 1728839 was
calibrated originally in terms of the NBS-1955
scale. Later, the scale was converted to NBS-
IPTS-68 in accordance with the published differ-
ences (25,26].)

For measurements in the oxygen triple-point
cells, the capsule SPRT's were installed as shown
in figures 1 and 3. To obtain the resistance ratio 0'
(i.e., the resistance at the oxygen triple point to that
at 0 'C), the capsule SPRT's were installed in spe-
cial holders (26] for resistance measurements at the
triple point of water (TP). (For the description of
the procedure for converting the observed resis-
tance at the TP to that at 0 'C, see reference [27].)
All analyses of measurements were made in terms
of the resistance ratio 0' with zero thermometer
current. The conversion to values of temperature
(NBS-IPTS-68) was made only at the end of the
analysis for presentation of the results.

A Guildline Model 9975 current comparator
bridge [28] was used for measuring the resistance
of the SPRT's. In conjunction with the bridge, a
10 fi Rosa-type reference resistor [29] and a strip-
chart recorder were used. The reference resistor
was thermostated at about 30 'C, near the maxi-
mum of its resistance versus temperature curve. On
the basis of the indications of an industrial-type
100 fi platinum resistance thermometer installed in
the thermometer well of the reference resistor, the
variations in the temperature of the reference resis-
tor were not greater than -+1IinK. The amplifiers
of both the bridge and the recorder were adjusted
so that 1 mm on the recorder chart corresponded
to about 3 X 10-' ft. The recorder tracings were
estimated to about 0.3 mm so that the readings of
the measurement system would correspond closely
to lX 10->' Qt. During measurements, the bridge
and the strip-chart recorder provided a continuous
record of the temperature of the oxygen cell. The
strip-chart recorder was run always at the rela-
tively slow speed of 5 cm per hour so that the ob-
served "equilibrium tracings" would indeed be
equilibrium temperature tracings. The chart
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recorder was operated continuously so that it
would also serve as a clock for regulating the mea-
surement process.

In using the current comparator bridge, there
was some concern regarding the manner in which
the reference resistor might change in resistance
with current, For the determination of the resis-
tance ratio W, measurements at the triple points of
water and oxygen are required which involve
nearly 1 1-fold current variation in the reference re-
sistor (from about 3.6 to 0.33 mA, respectively,
with V2 mA through the SPRT). However, since
the temperature of the reference resistor was con-
trolled near the maximum of its resistance versus
temperature curve, and since the resistor was im-
mersed directly in oil, the effect of small power
variations on its resistance at the low power that
was used was considered negligible.

To minimize the effect on the resistance ratio
caused by the slow drift in the resistance of the
reference resistor, the resistances of the SPRT's at
the triple point of water, R (TP), were determined
just prior to or very soon after the measurements at
the triple point of oxygen. The values of R (TP)
were plotted as a function of the date for each
SPRT. Usually the observed value of R (TP) was
used for calculating the resistance ratio; but,
whenever there was a significant difference in the
successive values of R(TP), the value of R(TP)
was selected from the plot at the date that corre-
sponded to the date at which the observations at
the triple point of oxygen were made.

To make negligible the error that would arise
from variations in self-heating in the SPRT's, mea-
surements were made at two currents (I and V2
mA) and the value at zero power (zero current)
was obtained by linear extrapolation of the power
dissipated in the SPRT. The validity of this linear
extrapolation was checked with every new installa-
tion of the oxygen triple-point cell in the calorimet-
ric cryostat by measurements at three currents (1,
V2, and 0.3V2 or 3 mA). The self-heating values
of the SPRT's, obtained from the measurements at
I and ½2 mA, served as a check during measure-
ments and in the analysis of the measurement data,
since the values for a given SPRT should not show
large differences from one measurement to an-
other.

The procedure for measuring thermometer resis-
tance was to determine the zero of the measure-
ment system on the strip-chart recorder during the
period the sample was being heated and the subse-
quent 10 to 20 minutes after the heating while the
sample system was reaching temperature equi-
librium, Actually, the zero was determined by sim-

ply switching the bridge current off, following the
completion of the measurement of the equilibrium
temperature. Hence, during this period, the ther-
mometer connections and the settings on the ampli-
fier switches of the bridge (galvanometer
sensitivity switch for the bridge) and the strip-chart
recorder were undisturbed and at the same posi-
tions at which the equilibrium readings were ob-
tained, so that any "offset" would be included as
part of the zero. After the zero of the measurement
system was satisfactorily determined, the ther-
mometer resistance at the new equilibrium temper-
ature was then measured. The equilibrium
temperatures were observed for 30 minutes to an
hour or longer for each SPRT, depending upon the
position in the measurement sequence in a particu-
lar "run." (A run represents a freezing of the oxy-
gen samples and the series of equilibrium
temperature measurements at different fractions
melted.) Except where the sample was less than
about 15 percent or between about 85 and 100 per-
cent melted, the oxygen sample system reached
temperature equilibrium after heating within about
15 to 20 minutes. The usual practice was to record
for at least 12 to 18 minutes (I to 1.5 cm of chart
record) of readings that were essentially constant
near the zero of the measurement system at 1 mA
and then at V< mA, plus the determination of the
sensitivity at these two currents. The sensitivity
was determined by reducing the bridge dial read-
ing 50 units (least significant units) which corre-
sponded to a change of about 15 cm in the recorder
pen position or about 50 4?n. (Note: The recorder
chart width was 25 cm. For convenience, the zero
tracing was located toward the right of the chart
around the 20-cm position and the recorder was
connected to the bridge so that when the bridge
readings were reduced the recorder pen would de-
flect to the left. With this arrangement, the
recorder tracing gives the "temperature versus
time curve" which can be copied directly.) The
recorder tracings for determining the sensitivity
corresponded usually to 5 to 10 minutes in length.
Since the sensitivity should be nearly constant and
also the zero should be at approximately the same
location on the strip chart, they served as checks
on the proper performance of the measurement
system.

After the completion of the equilibrium readings
on an SPRT, the thermometer current was
switched off before introducing electrical energy
into the oxygen sample system for the next fraction
melted. If the oxygen sample system contained
three SPRT's, equilibrium measurements on the
other SPRT's were successively made. Since the
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complete measurements with three SPRT's re-
quired two to three hours or longer, occasionally
the measurements on the first of the three SPRT's
were repeated to check the state of equilibrium of
the oxygen sample system. Any differences were
usually within 0.01 mK; however, differences as
large as 0.03 mK occurred below about 15 percent
and between about 85 and 100 percent melted. Of-
ten it was convenient to allow the system to reach
equilibrium overnight after heating. Unless the adi-
abatic control conditions changed drastically
overnight, tests showed that the readings of the
next morning were within 0.01 or 0.02 mK of
thoseof the previous day. Again, larger changes, as
much as 0.05 mK, were observed below about 15
percent and between about 85 and 100 percent
melted.

6. Results and Discussions

A total of 12 sets of equilibrium temperature
measurements was made at different ratios of liquid
to solid oxygen with six SPRT's using the four
oxygen cells and two cryostats. (A set of measure-
ments with an SPRT is the observations of all runs
with the SPRT and cell for a given installation in
the cryostat. If the cell were remounted in the
cryostat, the new measurements with the SPRT
were counted in another set. A cell with three
SPRT's can yield three sets of equilibrium tempera-
ture measurements for the same installation.) SPRT
1774095 was used with oxygen cell CO-7 contain-

ing the commercial oxygen; this SPRT was also
used with oxygen cell PO-1 containing the pre-
pared oxygen. In addition, SPRT 1774095 was
used together with SPRT's 1774092 and 1842382
with oxygen cell PO-3 containing the prepared
oxygen. SPRT 1812282 was used with oxygen cell
PO-I and also used together with SPRT's 1812279
and 1812284 with oxygen cell PO-3. The three in-
ternational SPRT's 1812279, 1812282, and 1812284
were also used together in oxygen cell IMGC-802 .
The measurements of SPRT 1774095 with oxygen
cell CO-7 was made in cryostat "S"; the other mea-
surements were all made in cryostat "T." For
economy of space, representative sets of measure-
ments are shown for each of the oxygen cells in
figures 4, 5, 6, and 7 by plotting W(T) versus the
fraction melted F and W(T) versus the reciprocal
of fraction melted 1/F for the measurements of
SPRT 1774095 with cells CO-7, PO-1, and PO-3
and measurements of SPRT 1812282 with cell
IMGC-802. Since SPRT 1774095 was not used with
cell IMGC-802 , the results with SPRT 1812282
were selected because the SPRT was also used
with cells PO-1 and PO-3. Some of the observa-
tions given for the W(T) versus 1/F plot are not
shown for the W(T) versus F plot. One vertical
division in W(T), which corresponds to
AW=0.000001, is equivalent to 0.256 mK. [Note:
the results obtained in this investigation will be ex-
pressed to the nearest 0.001 mK. For a given as-
semblage of equilibrium temperature tracings for
two currents (see section 5.2), the SPRT resistance
at zero current that was calculated was estimated
to be precise to ±0.001 to ±0.002 mK.]

FRACTION MELTED

6 8 10 12 14

RECIPROCAL FRACTION MELTED

Figure 4-Values of resistance ratios (W)
at equilibrium temperatures of various
amounts of the commercial oxygen
sample melted; for thermometer
1774095, cell CO-7, cryostat "S." The
upper part of the figure shows values
of W (scale on the right) at various
fractions of the sample melted. The
lower part shows the same values of W
(scale on the left) plotted in terms of
the reciprocals of the fractions melted.
The solid curves represent the results
of least-squares fitting of eq (9) to the
data.

268

'C'C
'C
'C

0,

e,



Journal of Research of the National Bureau of Standards

FRACTION MELTED

0.0 0.1 0.2 0.3 0.4 0.5 0.6

2300

2200

210

200

1GIM

mr AMU"'
-_ I ,_, -f , - ,

0.7 0.8 0.9 1.

m + at
THERMOMETER 1774095

x, RUN 1

A RUN 2

,l RUN 3

t RUN 4=~t, + RUN5

0 2 4 6 8 10 _12 14

RECIPROCAL FRACTION MELTED

_ '200

2100

7
Figure 5-Values of resistance ra-

tios (W') at equilibrium tempera-
tures of various amounts of the
prepared oxygen sample melted;
for thermometer 1774095, cell

16 18 20 P0-1, cryostat "T." (See fig. 4

for explanation of the plot.)

FRACTION MELTED

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
I I I 1 1 I I I I I I 1 12200

47

vi
'C'CX
X

_C
0,

ED

Figure 6-Values of resistance ra-
tios (H) at equilibrium tempera-
tures of various amounts of the
prepared oxygen sample melted;
for thermometer 1774095, cell
PO-3, cryostat "T." (See fig. 4
for explanation of the plot.)

A~ _ mwAS
N,

2300

2200

2100

2002

THERMOMET

O F

AF
m r

<i> I

LN2<Q)x A

'ER 1774095 -

RUN I

RUN 2

WN 3

?UN 4

2

I a m

I I I I I I I I I 0. 

.1 2 4 6 8 10 12 14

RECIPROCAL FRACTION MELTED

2100

2000

/

16 18 20

269

'C'C
'C
'C

0C

- - -

-s - - .

Jaws It TV O )-mLf vs

I I I I I I I I I

Am At

. r 

, ._,

I I I I I I 1 1 1 1 1 1 1 114



Journal of Research of the National Bureau of Standards

FRACTION MELTED

0.0 0,] 0.2 0.3 0.4 2.5 0.6

Z7

9.7 .s8 a9
I I I I I -III_ , -P n4b, + __

El T

THERMOMETER

0 RUN

A RUN

m RUN
<,> RUN

4300

1.0
74300

7
-o -

1812282

2

3

4

- RUN 2
7 Rut 64220 _

4100l l l l l l l l l l l l l [

0 2 4 6 a I10 12 14

RECIPROCAL FRACTION MELTED

In the figures, the straight line associated with
the W(T) versus 1/F plot was obtained by fitting
the observations by the least-squares method to the
linear relation given by eq (9). The curve associ-
ated with the W(T) versus F plot was calculated
by employing with eq (9) the values for the slope
(55.40 x4*) and W(T0) ("triple point of pure oxy-
gen") obtained by the least-squares method for the
set of measurements on the sample. The results are
apparently in good agreement with the idealized eq
(9). The deviations that are shown most likely orig-
inate from the experimental process, where thermal
equilibrium for the system was not awaited long
enough or from lack of complete adiabatic condi-
tion. The least-squares values of the slopes give for
the mole-fraction impurity x, of eq (9) 1.2X lo-6,
8.2X 10'-, 7.OX 108, and 4.1 X 10- for cells CO-7,
PO-I, PO-3, and IMGC-802 , respectively. [Note:
The slopes of the figures correspond to
AW/A(1/F). For eq (9), the conversion
AT/A(1/F)=256XAW/A(l/F) was made at
54.4 K.] Compared with the stated amounts of im-
purities, the values seem to give rather high purity
for the commercial samples, by a factor of 10 or
more, possibly because of the deviation from true
phase equilibrium or of the narrow separation of
the liquidus and solidus curves in the case of the
oxygen-argon system. The purity of the prepared
oxygen sample is at present unknown except that it
was prepared with extreme care.

4200

4100

7
Figure 7-Values of resistance ra-

tios (W) at equilibrium tempera-
tures of various amounts of the
commercial oxygen sample
melted; thermometer 1812282,
cell IMGC502, cryostat "T."

16 18 20 (See fig. 4 for explanation of the

plot.)

Some of the equilibrium temperatures above
about 0.8 fraction melted are shown to be relatively
low. Also, the observed equilibrium temperatures
at low fraction melted (less than about 0.1) show
large deviations in terms of the high degree of
agreement in the range 0. I to 0.8 fraction melted. A
plausible explanation for part of this is attributed to
the lack of complete adiabatic condition. In the re-
gion above about 0.8 fraction melted, the equi-
librium temperature can be made relatively higher
or lower depending upon the direction of heat
transfer relative to the oxygen cell system. Where
the fraction melted is small or large, the amount of
liquid to solid interface is relatively small. The ad-
justment to temperature gradients can occur more
rapidly when there is a well-distributed large liquid
to solid interface; small heat loss or gain of the oxy-
gen cell system can be accommodated by melting
or freezing. Eowever, at small amounts of liquid to
solid interface the accommodation becomes less
and the thermometer begins to indicate more tem-
perature gradients and more of what is happening
to the oxygen cell system, because the sample, as
well as the cell, have relatively low thermal con-
ductivity. The degree of deviation from the true
equilibrium temperature depends upon the quality
of adiabatic condition and the location of the ther-
mometer where temperature gradients exist. How-
ever, the observed deviations shown are small in
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terms of the final mean value for the oxygen triple IPTS-68 scale are based on the latest calibration
point. (see table 1). The values of temperatures on the

Table 2 summarizes all of the sets of oxygen NPL-IPTS-68 for the international SPRT's are
triple point measurements with the six SPRT's. based on the calibrations obtained at the time of the
The values of W(T) tabulated are those at l/F= 1 international comparison of temperature scales
obtained by the method of least squares mentioned [24]. The values of temperatures on the NPL-
above. The values of temperatures on the NBS- IPTS-68 for SPRT's 1774092, 1774095, and

Table 2. Measurements at the triple point of oxygen.

Oxygen Cells: CO-7, commercial oxygen, sealed April 1980
PO-I, prepared oxygen, sealed February 1983
PO-3, prepared oxygen, sealed July 1983
IMGC-802 , commercial oxygen, sealed November 1978

SPRT Oxygen Triple Point Cell

CO-7 PO-I PO-3 IMGC-802

W, I/F= 1.00'
K, NBS-IPTS-68
Kj NPL-IPTS-68

W, I/F=1.00'
K, NBS-IPTS-68
KL NPL-IPTS-68

W, I/F=1.00'
K, NBS-IPTS-68
K, NPL-IPTS-68

W, I/F=1.00'
K, NBS-IPTS-68
K, NPL-IPTS-68

0.09173132'
54.361342
54.360880'

0.09192447
54.362366
54.361904V

0.09192695b
54.361465
54.3610031

0.09192064'
54.361386
54.360924'

0.09180512"
54.361304
54.360827'

1812282 0.09183956'b
54.361311
54.360839'

1812284

1842382

0.09183948d
54.361290
54.3608 18'

0.09182449'
54.361358
54.360921 '

0.09180740'
54.361887
54.361410'

0.09184211 i
54.361963
54.361491'

0.09182644d
54.361857
54. 361420

0.09171159'
54.361468
54.361006'

Mean (NBS-IPTS-68) 54.361388 K

Mean (NBS-IPTS-68)
(NPL-IPTS-68)

Range of observed values

54.361358 K

54.361373 K
54.360911 Kr

54.361902 K
54.361440 K'

0.000178 K 0.000106 K

P From linear least-squares fit of W versus I/F.
t The SPRT's 1774095 and 1812282 were at different times in PO-I oxygen triple point cell.
'The SPRT's 1774092, 1774095, and 1842382 were together in PO-3 oxygen triple point cell.
dThe SPRT's 1812279, 1812282, and 1812284 were together in P0-3 and in IMGC-802 oxygen triple point cells.
' Directly from NPL.IPTS-68 calibrations on these SPRT's at the time of the international comparisons [241.
'From the average differences in the NPL and NBS versions of the IPTS-68 found for SPRT's 1812279, 1812282, and 1812284. (The latest NBS

calibrations are used.)
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1842382 are based on the average difference (0.462
mK) between the latest calibration of the three in-
ternational SPRT's on the NBS-IPTS-68 and on
the NPL-IPTS-68 at the triple point of oxygen
(54.361 K). The mean NBS-IPTS-68 temperature
value given for the two oxygen cells PO-1 and PO-
3 using the six SPRT's was also converted to the
NIPL-IPTS-68 temperature value using the above
average difference. The ranges of observed values
given for cells PO-1 and PO-3 and for cell IMGC-
802 are based on the NBS-IPTS-68 values. [To con-
vert the NPL-IPTS-68 temperature values to those
on the NBS-IPTS-68 calibration at the time of the
NPL-IPTS-68 comparison, use +0.588 mK (see
footnote e, table 1).]

The values of the triple point of oxygen obtained
with cells PO-I and PO-3 are essentially the same.
Their means using different SPRT's differ by only
0.030 mK. This indicates that these two cells were
filled consistently at different times (February and
July of 1983, respectively) from the storage cylin-
der of prepared oxygen. The high degree of "flat-
ness" of the equilibrium temperatures over a broad
range of liquid to solid ratios (or the low impurity
content obtained from the "slope," which was
mentioned earlier) indicates that the prepared oxy-
gen is purer (see figures 5 and 6) than the commer-
cial oxygen samples.

The SPRT's 1774092 and 1774095 were cali-
brated together, as were the three international
SPRT's, but the SPRT 1842382 was not calibrated
together with any of the other five SPRT's (see
table 1). The SPRT's 1774092, 1774095, and
1842382 were measured together in the oxygen
triple point cell PO-3; also the three international
SPRT's were used together in cell PO-3. The mean
triple point value 54.361364 K (S.D.=0.031 mK)
for SPRT's 1774092 and 1774095 is only 0.047 mK
higher than the mean value 54.361317 K (S.D.
=0.036 mK) for the three international SPRT's.
On the other hand, the value 54.361468 K for
SPRT 1842382 is 0.151 mK higher than the mean
for the international SPRT's. The figure 0.151 mK
is probably the combined inconsistency (spread) of
the averages of calibrations and oxygen triple point
measurements with the six SPRT's. [This figure
turns out fortuitously to be the same as the maxi-
mum change in the calibration of the international
set of SPRT's (see table I).]

The following discussions, unless stated other-
wise, are in terms of the NBS-IPTS-68. The mean
of the observations (range: 0.079 mK) with cells
PO-I and PO-3 using SPRT 1774095 is 54.361426
K. The triple point of cell CO-7 using the same
SPRT is 0.940 mK higher than the above mean of

cells P0-I and PO-3. The amount of argon impu-
rity (5 ppm, quoted by the supplier) is not enough
to cause this increase in terms of the increase of
about 10 MiK per ppm of argon found by Ancsin [3]
or about 15 ttK per ppm found by Compton and
Ward [4] by introducing known amounts of argon
impurity. The nitrogen impurity (3 ppm) is ex-
pected to lower the triple point of oxygen. The
mean of the observations (S.D.=0.055 mK) with
the IMGC-802 cell using the three international
SPRT's is 54.361902 K and the mean of the four
observations (S.D.=0.030 mK) with PO-I and PO-
3 cells using the same SPRT's is 54.361321 K.
These results indicate that the triple point of the
IMGC-802 cell is 0.581 mK higher than the mean
triple point of cells PO-I and PO-3. This difference
is in close agreement with the comparisons of other
laboratories of this cell with other oxygen cells 15].
Again the argon impurity (3 ppm) known to be
present in the commercial oxygen that was used in
IMGC-802 cell cannot account for this higher triple
point. Further investigation is required to deter-
mine the source of this discrepancy.

Ward and Compton [24] reported as part of the
international comparison of the temperature scales
the values of W at the oxygen triple point for the
international SPRT's 1812279, 1812282, and
1812284. These values are compared in table 3 with
the values obtained at the NBS with the same
SPRT's for cells PO-I, PO-3, and IMGC-80 2 . The
average value for SPRT 1812282 obtained with
cells PO-1 and PO-3 is given. These observed val-
ues of W for the SPRT's suggest that the oxygen
triple point realized at NPL by Compton and Ward
[4] is on the average 0.1 42 mK hotter than the NBS
cells PO-I and PO-3.

Unfortunately, there are only a few SPRT's
which were used in both the international compari-
son of temperature scales [24] and the more recent
international comparison of sealed fixed-point cells
[5,24]. The results of the international comparison
of the temperature scales reported by Ward and
Compton [24] show that the NPL realization of the
oxygen triple point as represented by SPRT
1728839 is 0.1 mK hotter than that realized at the
National Measurement Laboratoy (NML, Aus-
tralia) as represented by SPRT's 1705628 and
1731676. The temperature value reported by NPL
using SPRT 1728839 is 0.14 mK smaller than the
value reported by NML using SPRT 1731676 on
the same oxygen cell in the international compari-
son of sealed fixed-point cells [5]. These observa-
tions are entirely consistent with the difference
+0.142 rnK for the realization of the oxygen triple
point between NPL and NBS given in table 3; i.e.,
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Table 3. Comparison of the values of the resistance ratio W at the triple point of oxygen.

Capsule Platinum Resistance Thermometer

1812279

NPL, W
NES, W
NBS-NPL, AW

NPL-NBS, AT

0.0918058
0.09180512'

-0.00000068

+0.174 mK

1812282

0.0918402
0.091839525

-0.00000068

+0.174 mK

0.0918248
0.09182449'

-0.00000031

+0.079 mK

Mean = +0.142 mK (S.D. = 0.055 miK)'

IMGC-80,, W
IMGC-80, 2 NPL, AW

NPL-IMGC-80,, AT

0.09180740
+0.00000160

-0-410 mK

0.09184211
+0.00000191

-0.489 mK

0.09182644
+0.00000164

-0.420 mK

Mean = -0.440 mK (S.D. = 0.043 MKY)'

'From measurements with NBS oxygen cell PO-3.
From the average of the measurements with NBS oxygen cells PO- I

-S.D.= tandard deviation of a single observation.

the NML realization of the oxygen triple point and
the NBS realization of the oxygen triple point with
cells PO-9 and PO-3 are very nearly the same,
while the NPL realization may be about 0.1 mK
hotter.

Ward and Compton [4] used a commercial oxy-
gen containing nitrogen, argon, and krypton impu-
rities. They carefully chemically analyzed their
oxygen samples with a sensitivity of I ppm for the
above impurities [31] and also experimentally de-
termined the effect of these gases on the triple
point of oxygen and corrected for their effects [4].
Their corrected oxygen triple point is apparently
only 0.142 mK hotter than that of the prepared
oxygen of the present investigations. Ancsin [32]
reported triple point measurements on "home-
made" pure oxygen and commercial oxygen with
the supplier analysis in vppm: 15 of argon, 13 of
nitrogen, and 10 of krypton. The triple point of the
commercial oxygen was shown to be about 0.76
mK lower than that of the homemade oxygen.
Ancsin [32] states that this lowering is much more
than could be accounted for by the measured effect
of the impurities. Considering the close agreement
of the oxygen triple point of cells PO-1 and PO-3
with that of the NPL cell [4] and, in contrast, the
deviations found by Ancsin [32] and found in the
present work on cells CO-7 and IMGC-802 using
commercial oxygen with only supplier analysis, it
seems that the analysis of commercial oxygen sam-

and PO-3, taking the two cells to be the "same."

ples must be improved or there are effects of impu-
rities that have not been accounted.

The results of some of the measurements on the
sealed oxygen cells given in the final report on the
International Intercomparison of Fixed Points by
Means of Sealed Cells [5,30] do not seem to be in
complete accord with the above conclusion on the
use of commercial oxygen. Table 4 lists, along with
the NBS cells, the oxygen triple point cells that
were used as part of the above international com-
parison program. The general statement on the
chemical analyses is that they are "nominal" as
given by the supplier of the oxygen gas. A few of
the analyses may have been obtained by the labora-
tory that prepared the cell. The report is not ex-
plicit on the source of individual analysis. For some
of the SPRT's that were used in the measurement,
calibrations both of individual laboratories and of
the NPL are given (see Appendix II of reference
[5]). The calibrations of the NPL had been ob-
tained as part of an earlier investigation on the in-
ternational comparison of temperature scales
represented by SPRT's 1241 or were obtained later,
either by calibration at the NPL or indirectly by
calibration through SPRT's that were so cali-
brated. In the report the final analysis of the mea-
surements is given in terms of the NPL-IPTS-68.
After normalizing to common measurements since
there would be variations in the calibrations on the
scale, the realized temperatures of the cells of table
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Table 4. Staled chemical analysis of oxygen samples used in sealed cells for international comparison of fixed points (from Reference
[5]).

Oxygen Cells' Impurities, Volume Parts per Million (VPPM)

H, N2 A Kr Xe NO H-Cb cO,

IMGC, I (99.998%)=
IMGC, 8 (99.998%)'
INM, 8 (99 998%)'
INM, BCM4'
NIM, PP07'
NIM, PPHI (99.999%):
NRC, 15 (99.99%)d
NRLM, 7801 (99.99%)'
PRM, KMnOt)'

<0.-

8

5
5
3.1
4.2

20

<10 Kr-Xe
3

12 3
12 Kr+Xe
0.15
0.8

20 15

NBS, CO-7 (99.999%)' <3 <5
NBS, PO-I (KMnO,)'
NBS, PO-3 (KMnO,)'

' IMGOC Istiluto di Metrologia "G. ColOnnetti." Torino, Italy.
INM, Institut National de Metrologie, Paris, France.
NIM, National Institute of Metrology, Beijing, China.
NRC, National Research Council, Ottawa. Canada.
NRLM, National Reaearch Laboratory of Metrology, Tsulcuba, Japan.
PRMI, Physico-ecmlnical and Radio-technical Metturements Institute, Moscow, U.S.S.R.
NBS, National Bureau of Standards, Gaithersburg. MD, U.S.A.
HYdro oarban as CR4.
Sttted analysis of oxygen sample from reference [5J.

d Stated in reference [51 as Mathieson Research Grade. Analysis was obtained from Matheson Catalog
' Sample from thermal decomposition of XMnO4.
'Not compared in reference [5].

4 (except for cells IMGC-80 2 and NRLM-7S01) are
found to be within about +0.1 or ±0.2 mK of the
IMGC-I and NRC oxygen cells (see table VI.3b of
reference [5]), which are given as 54.36072 K and
54.36088 K, respectively, on the NPL-IPTS-68.
(There are not enough measurements on the PRM1
cell to make any conclusion.) The range of mea-
surements on some of the cells by ASMW (SPRT
217997) is 0.17 mK, by INM (SPRT 1812283) is
0.04 InK, by NIM (SPRT 7709) is 0.14 mK, by
NML (SPRT 1731676) is 0.10 mK, by NPL (SPRT
1728839) is 0.16 mK, and by NRC (SPRT 1158062)
is 0.11 mK. Using the difference 0.142 mK given
earlier for the realization of the oxygen triple point
between NPL and NBS, the triple point of IMGC-
I cell becomes 0.14 mK colder than the mean of
NBS cells PO-I and PO-3; the NRC-15 cell comes
within 0.02 mK of the NBS cells. This suggests that
in spite of the relatively high impurity content of
some of the oxygen samples in the cells of table 4,
the realized triple points are fairly close to that of
the prepared oxygen. It is to be noted, however,
that in all of the cells, excluding those indicated
earlier as exceptions, the nitrogen impurity content

<I

81 for "typical sample."

is relatively high. Ancsin 132,3] found the effect on
the oxygen triple point by adding 100 vppm of im-
purities to be: N2, -2 mK; Ar, + I mK, Kr, -0.4
mK; and Xe, -0.4 inK. The effect of the impurities
may have closely balanced each other. In the cases
of the oxygen cells IMGC-8, NRLM-7801 (chemi-
cal analysis not given), and NBS-CO-7, the results
indicate that the effect of argon was greater than
those of other impurities.

7. Conclusions

The results show that oxygen samples purer than
the highest quality commercial grade can be pre-
pared by thermal decomposition of KMnO4 and
that oxygen triple points can be obtained repro-
ducibly within ±0.1 mK in sealed miniature pres-
sure cells. When carefully handled, capsule-type
platinum resistance thermometers can have stabil-
ity of ±0.1 mK or better. The NBS calibrations of
the six NBS SPRT's and the NPL SPRT 1728839
obtained at different times are consistent within
about +0.1 mK. When commercial oxygen is used
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in sealed cells, accurate chemical analysis should be
obtained on the sample. The triple points of oxygen
samples containing a combination of impurities
should be investigated since commercial oxygen is
expected to have a variety of air components.

The author is grateful to M. L. Reilly for help in
the computer analysis of the data.

Certain commercial equipment, instruments, or
materials are identified in this paper in order to ad-
equately specify the experimental procedure. Such
identification does not imply recommendation or
endorsement by the National Bureau of Standards,
nor does it imply that the materials or equipment
identified are necessarily the best available for the
purpose.
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A large capacity calorimeter was de-
signed and constructed in order to de-
termine the enthalpies of combustion of
kilogram-size samples of municipal solid
waste (MSW) in flowing oxygen near
atmospheric pressure. The combustion
of the organic fraction of the samples
was complete to greater than 99.9+%.
The percent coefficient of variation (100
X standard deviation/average), % CV,
of calibratior measurements using mi-
crocrystalline cellulose was 0.2%. The
% CV of the measurements of the en-

thalpy of combustion of a processed
MSW sample was 0.4%. The combined
systematic errors due to departure from
usual design standards and conventional
operating procedures is estimated to be
less than 0.4% of the calorific value.
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1. Introduction

Proof that small test samples are representative
of a large parent material is essential to the credibil-
itity of test methods used to characterize the mate-
rial. The importance and cost of this proof
increases as the heterogeneity of the parent mate-
rial becomes greater. The calorimeter described in
this paper was built to determine if the calorific
values of kilogram-size parent and gram-size test
samples are the same within 1% for an extremely
heterogeneous material-municipal solid waste
(MSW).

A description of the industrial problem concern-
ing the calorific value of MSW and the response to
solve this problem by the National Bureau of Stan-

dards (NBS), U.S. Department of Energy (DoE),
and the U.S. Environmental Protection Agency
(EPA) are summarized in section 2. The calorime-
ter and its auxiliary measurement systems for deter-
mining the calorific value of MSW are described in
section 3. The main features of a typical experi-
ment, the methods of data reduction, and typical
results are given in section 4. With this back-
ground, the design basis and the performance char-
acteristics of the calorimeter are discussed in
section 5.

The combustion flow calorimeter designed for
the measurements is novel in three respects: I) It
can accommodate a large solid sample. Thus, it

About the Authors: K. L. Churney, A. E. Ledford, and E. S. Domalski are with the Chemical Thermody-
namics Division in the Center for Chemical Physics at NBS while M. L. Reilly is with the Temperature and
Pressure Division in the Bureau's Center for Basic Standards. The work described was funded by the U.S.
Department of Energy (Biofuels and Municipal Waste Technology Division) from 1977 to the present, U.S.
Environmental Protection Agency (Solid and Hazardous Waste Research Division) from 1977 to 1979, and
the NBS (Office of Recycled Materials) from 1977 to 1982.
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provides a unique capability to determine the en-
thalpy of combustion of heterogeneous solid mate-
rials for which further sampling and processing to
obtain representative gram-size test samples may be
costly or difficult. 2) The combustion of the solid
sample is carried out in flowing oxygen near atmo-
spheric pressure. Thus, the successful operation of
this calorimeter revives a calorimetric technique
for the combustion of solids that was discarded be-
fore 1900. The technique can now be applied to
other problems which require a completeness of
combustion up to 99.9%. 3) The design and opera-
tion depart from certain standard design criteria
and conventional operating procedures employed
in smaller, more accurate, stirred-water calorime-
ters.

2. The Industrial Problem
and the NBS-DoE Response

Incinerator-boiler systems used to dispose of
MSW are bought and sold on the basis of thermal
specifications. To determine whether a system
meets its thermal specifications, the calorific value
of the input waste stream must be known.

At present, as well as in the past, the calorific
value of MSW is determined at commercial test
laboratories by bomb calorimetry using gram-size
test samples. The gram-size test samples are usually
prepared from kilogram-size increments. The in-
crements are dried, sorted to remove nonmillable
components (i.e., metals), and milled to 2 mm parti-
cle size (i.e., 95 mass percent passes through a
2 mm square mesh screen). In this work, the milled
material is called processed MSW. The processed
MSW is then subdivided, usually by coning and
quartering, to obtain gram-size test samples.

For many years, combustion engineers felt that
one could not sample a multi-ton quantity of MSW
and extract representative gram-size test samples
for bomb calorimetric measurements. The method
of preparation of test samples was also in dispute
because many combustion engineers believed that
the composition of the test samples differed from
that of the original increments. This might occur
because of changes caused by excessive localized
heating during milling or by nonrepresentative sub-
division of processed MSW, which segregates
easily. Segregation occurs because processed
MSW consists of a low density component, which
resembles chopped up cotton fibers, and a high den-
sity component which resembles sand. Part of the
high density material is entrained in the low density
material and this entrainment is nonuniform.

To address this dispute, NBS initiated a research
program in collaboration with DoE and EPA to
develop test procedures for accurately determining
the calorific values of MSW and fuels derived from
MSW. This research was also part of the NBS re-
sponse to the Resource Conservation and Recov-
ery Act of 1976. Subtitle E of this legislation
mandated NBS to provide guidelines for the devel-
opment of specifications for classification of mate-
rials destined for disposal.

To resolve the dispute, two questions were ad-
dressed. The first was the sampling question: How
does one obtain a representative gram-size sample
from a kilogram-size quantity of processed MSW?
The second was the processing question: Does
milling MSW down to 2 mm particle size alter its
calorific value significantly? The remaining prob-
lem of extraction of kilogram-size increments in
sufficient number and in such a manner as to char-
acterize a multi-ton pile of MSW was considered
beyond the scope of this study. However, in order
to address the two questions, increments were ex-
tracted from a multi-ton stream of MSW using a
selected sampling method.

An initial study of the day-to-day variability of
the calorific value of MSW was carried out at NBS
in 1980 [1]' using the selected sampling method.
We concluded from the results of that work that
the sampling and processing questions could be an-
swered with a calorimeter in which we could burn
a kilogram-size sample with a total uncertainty of
less than 1% in the enthalpy of combustion.

We chose to build a calorimeter for the combus-
tion of kilogram-size samples in flowing oxygen
near atmospheric pressure rather than scale-up the
conventional oxygen combustion bomb for reasons
of safety. Instrumentation of a small commercial
incinerator was rejected because it was felt the
time required to modify such a unit and validate
the calorimetry would be longer than that needed
to build a new calorimeter. A small combustion
calorimeter [2,3] was built to demonstrate that the
oxygen flow technique could be used to obtain
complete combustion of pellets of MSW. The pel-
let mass used in the calorimeter was 25 g. Combus-
tion of MSW which has been compressed into a
pellet rather than left in loose form was adopted
because this configuration reduces the dispersion of
the sample and, thus, simplifies the collection of
ash. To reduce the ambiguity in the scale-up of the
25 g capacity flow calorimeter, the burning charac-
teristics of kilogram-size pellets of unprocessed
MSW were studied in a prototype combustor [4].

' Numbers in brackets indicate literature references.

278



Journal of Research of the National Bureau of Standards

Unprocessed MSW in that work, and also in the
present study, was prepared by withdrawing incre-
ments from the output of the primary shredder of
the Baltimore County Resource Recovery Facility
at Cockeysville, MD. The increments were dried at
105 0C for 12 hours and then sorted to remove
metals. The particle size was 15 cm.

After designing, fabricating, and assembling the
multi-kilogram flow calorimeter, a study consisting
of 25 experiments was carried out to answer the
processing and sampling questions. After drying
the increments of unprocessed MSW, we at-
tempted to prepare identical increments by hand
sorting groups of four or more increments of MSW
into categories (i.e., paper, metals, wood, vegetable
matter, etc.) and reconstituting the categories (ex-
cept for metals) into 2.5 kg samples having the
same mass composition as the whole. Two of the
2.5 kg samples from each group were milled to
2 mm particle size and then, to obtain gram-size
test samples, each of these parent samples was sub-
divided using a rotary riffler rather than the usual
method of coning and quartering. The results,
which we believe resolve the processing and sam-
pling questions, are discussed in detail elsewhere
[5]. In brief, the results are as follows:

1) The average difference of the calorific values
of gram-size test samples of dry, processed MSW
minus that of their kilogram-size parent of dry, pro-
cessed MSW is -0.1% of the mean calorific value
of the parent sample. The imprecision2 of the aver-
age difference is 1.1% of the average calorific
value and can be accounted for by the percent co-
efficient of variation,' % CV, of the bomb
calorimetry measurements, 0.5%, and the flow
calorimetry measurements, 0.4%, on these MSW
samples. The subdivision process using the rotary
riffler is less sensitive to the effects of segregation
than the subdivision process carried out by the
usual method of coning and quartering.

2) The average difference in the calorific values
of MSW of kilogram-size samples of dry, unpro-
cessed MSW minus that of dry, processed MSW is
-0.5% of the average calorific value of the pro-
cessed MSW. The imprecision of the difference is
2.9% of the average calorific value. We avoided
excessive localized heating during milling by
adding powdered dry ice to the sample as it was

t For this and all other statements labeled "imprecision," we
use the product of the standard deviation of the mean and the
appropriate Student t factor at the 95% confidence level.

I For this and all other statements labeled % CV, we use
iOOxs average where s is the standard deviation of a single
experiment.

fed to a Wiley4 mill in the final step of size reduc-
tion. The larger imprecision of this second result,
2.9%, as compared to the first, 1.1%, is largely due
to the fact that identical kilogram-size samples of
unprocessed MSW (one of which is then milled)
could not be prepared by the procedure we used.

3) We concluded that the calorific values of the
gram-size test samples of processed MSW are the
same as the calorific values of their kilogram-size
parents of unprocessed MSW within 1%. Thus, it
is not necessary to combust the entire kilogram-size
increment. However, the gram-size test samples
must be prepared properly. In particular, the parti-
cle size of each increment should be reduced in
such a way as to avoid localized heating and the
resulting processed MSW should be sampled to ob-
tain gram-size test samples in such a way as to
avoid the effects of segregation. Such effects had
been observed when coning and quartering were
used to obtain gram-size test samples (see reference

[1]).

3. Experimental Apparatus

The flow calorimeter consists of two basic
parts: a constant temperature jacket and the
calorimeter proper. The latter contains the sample
combustor. Heat liberated in the combustion reac-
tion is transferred to the stirred water in the
calorimeter vessel, the outermost container of the
calorimeter proper. The rise in temperature of the
calorimeter water, after correction for heat ex-
change with the jacket, is proportional to the en-
thalpy of combustion of the sample. The
calorimeter is calibrated by determining the tem-
perature rise produced by combustion of a known
mass of homogeneous, microcrystalline cellulose
whose enthalpy of combustion has been measured
by bomb calorimetry. (See reference [5], pp. 22-
26.)

The main features of the flow calorimeter are
described in section 3.1. The analysis system used
to determine the completeness of combustion (i.e.,
the CO concentration in the product gas) and the
amount of water vaporized from the calorimeter is
described in section 3.2. The data acquisition sys-
tem used with the calorimeter is described in sec-
tion 3.3.

4Certain facilities, commercial equipment, instruments, or
materials are identified in this paper in order to adequately
specify the experimental procedure, Such identification does not
imply recommendation or endorsement by the National Bureau
of Standards, nor does it imply that the materials or equipment
are necessarily the best available for the purpose.
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3.1 Description of the Multi-kilogram Capacity
Flow Calorimeter

A cross-section of the entire flow calorimeter is
shown in figure 1. The important dimensions and
calorimeter properties are listed in table 1. All
metal components are fabricated from type 316
stainless steel.

Kc

I| 1 Metor -

Figure 1-Diagram of the multi-kilogram capacity flow
calorimeter. A denotes the sample pellet, B the combustor, C
the combustor enclosure, D the heat exchange coil, E the
collector, F the flow shield, 0 the calorimeter vessel, H the
stirrer, I the submarine vessel, J the jacket, Kc the inner
quartz oscillator thermometer for the calorimeter water, Kj
the outer quartz oscillator thermometer for the jacket water,
L the window, M the quick-cool heat exchange tube, N the
boroscope, and 0 the TV camera.

The cylindrical compressed sample pellet (nomi-
nally 23 cm diameter and 15 cm high), A, is located
inside and near the bottom of the combustor, B. A
detailed cross-section of the sample and neighbor-
ing parts of the combustor is given in figure 2. Re-
ferring to that figure, the pellet, A, is supported on
a parallel array of nine horizontal, alumina rods, r,
(6 mm diameter) resting in notches cut in the top
edge of a cup-shaped ash pan, p. The ash pan,
which retains the residual ash from the burned
MSW, sits on the base plate, b, that forms the bot-
tom of the combustor. An iron fuse wire, f, having
a four turn coil touching the top of the sample at
the center, is stretched horizontally between two
vertical electrodes of which one, e, is shown. The
electrodes pass through open-ended tubes of which
one, t, is shown. The tubes are welded into the
bottom of the ash pan. The sample is ignited by
passage of electrical current through the fuse wire.

Flowing oxygen is supplied to the sample by an
array of nozzles arranged in five horizontal tiers, o,
through 05 (05 is not shown in fig. 2). Each tier
contains six symmetrically spaced nozzles located
in the combustor wall. The bottom tier, o0, supplies

Table 1. Specifications for the multi-kilogram capacity flow
calorimeter.

Component Dimensions

Outside Wall Total
Height Diameter Thickness Mass
(cm) (cm) (mm) (kg)

Combustor 155 41 3.2 74

Combustor 163 61 4.8 196
Enclosure

Flow Shield 213 79 1.6 73

Calorimeter 236 91 4.8 390
Vessel

Submarine 243 97 4.8 454
Vessel

Additional Specifications

Calorimeter water 980 liters

Jacket water 2160 liters

Heat capacity of
calorimeter 0.4 MJ/K (assembly)

4.1 MJ/K (water)

4.5 MJ/K (total)
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GAS IN

Figure 2-Cross section of the sam-
ple and neighboring parts of the
combustor (to scale; pellet
height is 15 cm). A denotes the
pellet, b the combustor base
plate, c, through c, the oxygen
preheat coils, d, through d, the
oxygen distribution rings, e one
of the two electrodes, f the iron
fuse wire, M the helical tube of
the quick-cool heat exchange
system, o0 through o4 the oxy-
gen inlet nozzles, p the ash pan,
r the alumina support rods, t an
open tube in the ash pan, and w
the wall of the combustor. A
and M designate the same com-
ponents in figures 1 and 2.

oxygen through slots in the ash pan as a diffuse
stream that is directed at the bottom of the sample.
The other tiers supply narrow jets of oxygen that
are either directed at the sides of the sample or into
the space above the sample. The oxygen inlet line
for each tier feeds a distribution ring, d, through ds,
(d5 is not shown in fig. 2) which supplies the oxy-
gen to the nozzles of that tier. The oxygen entering
the distribution rings of the top four tiers is first
preheated by passing it through separate sets of
three coils, c, through c,, (c5 is not shown in fig. 2)
wound around and welded to the outside of the

combustor wall, w.
Referring back to figure 1, the combustor, B, is

surrounded by a concentric cylindrical vessel, the
combustor enclosure, C. The space between the

combustor and the combustor enclosure contains
the tubes that supply oxygen to the combustor,
leads for the thermocouples to monitor the tem-
perature of the oxygen as it enters each distribution
ring and the temperature at various locations on
the combustor wall, and the fuse ignition leads.
The space also contains the helical tube, M, of the
quick-cool heat-exchange system (the tube is
welded to the outside of the combustor with a
pitch as shown in fig. 2), and argon gas to reduce
oxidation of these components.

A submersible pump circulates the calorimeter
water through the quick-cool tube, M, before and
after the combustion reaction to ensure that the
combustor wall and calorimeter water are at the
same temperature during drift periods. Prior to ig-
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nition, the quick-cool tube is purged of water. The
relatively poor heat transfer between the combus-
tor enclosure and the combustor allows the tem-
perature of the walls of the combustor to rise
during the combustion and, thus, promotes the
combustion of any soot deposited on the cold com-
bustor walls during the initial stage of the sample
combustion.

The product gas leaves the top of the combustor
and then passes downward through a heat-ex-
change coil, D, having 10 turns. The product gas
then passes through the collector, E, through the
exit tube, and, finally, out of the calorimeter. The
heat exchange coil transfers heat from the product
gas to the calorimeter water contained in the space
bounded by C and G. Most of the water formed in
the combustion reaction condenses and is trapped
in the collector, E. An enlarged cross-section of
the collector, E, is shown in figure 3. Referring to
that figure, the product gas enters the larger, up-
per, toroidal tube, v,, from the 10-turn heat-ex-
change coil. Condensate drains from v, into a
second, smaller, lower, toroidal tube, v. The
product gas then leaves the collector and passes
through glass wool backed by a screen, s, in the
cylindrical stuffing box, w. The wool reduces the
entrainment of condensate droplets in the product
gas. Auxiliary dry dilution oxygen is added
through a port, i, in the stuffing box to reduce the
partial pressure of water vapor in the product gas
so that it will not condense after the product gas is
cooled to room temperature.

Referring back to figure 1, the calorimeter water
is directed past the heat exchange coil by means of
the flow shield, F. Water is drawn through the bot-
tom port (20 cm diameter) in the flow shield, past
the heat exchange coil, D, and is mixed by blades
of the stirrer, H, mounted in the top port of the

N

a

shield. Water returns to the bottom port via the
annular space between the calorimeter vessel, G,
and flow shield at a water flow rate of about 180
L/min. Thus, the calorimeter water makes a com-
plete circuit of the flow path about every 5.4 min.

The calorimeter vessel is surrounded by the con-
centric cylindrical submarine vessel, 1, which con-
stitutes the innermost portion (i.e., surface) of the
constant temperature jacket. The "interspace" be-
tween the vessels, which is 2.5 cm wide, is filled
with air which serves to reduce the rate of heat
exchange between the jacket and the calorimeter
proper. (The top interspace which is between the
lids of the calorimeter and the submarine is 5 cm.)
The submarine vessel is submerged in the stirred
water of the jacket, J. The jacket is a fiberglass
covered container whose walls consist of a steel
framework covered by polyurethane foam.

The calorimeter water temperature is monitored
by the inner quartz oscillator thermometer, Kc.
The outer quartz oscillator thermometer, Kr, moni-
tors the temperature of the jacket water. Tempera-
tures of the inlet oxygen supply and the product
gas are monitored with thermocouple probes
whose junctions are located in the gas tubes at the
level of the calorimeter vessel lid. The tempera-
tures of the calorimeter water at the top and bot-
tom of the flow shield are monitored to measure
the nonuniformity in the calorimeter water temper-
ature. The measurement junctions of the two sepa-
rate thermocouples are placed between the
calorimeter vessel and the top and bottom edges,
respectively, of the flow shield.

The combustion reaction is monitored visually
through the window, L, sealed to the inline port of
a tee in the product gas line at the top of the com-

w~~~~~~~IUT

Figure 3-Diagram of the collector. a denotes the
access plugs to drain the collector, i the auxil-
iary oxygen dilution port, s the backup screen
for the glass wool filter, v, the upper toroidal
tube, v! the lower toroidal tube, and W the

a cylindrical stuffing box.

282



Journal of Research of the National Bureau of Standards

bustor and through the adjacent second window
sealed to the end of the hollow stirrer shaft in the
water. The boroscope, N, which extends down-
ward through the hollow stirrer shaft, is used to
view the combustion. The boroscope is attached to
a TV camera, 0, which is connected to a video
monitor-recording system. Oxygen is supplied to
the underside of the viewing window to prevent
condensation of water on the window during the
combustion.

Oxygen is supplied to the calorimeter from six
independent sources, each consisting of one or
more standard 6200 liter (STP) oxygen tanks that is
equipped with reducing and shut-off valves. The
oxygen flow from each source is monitored with a
mass flow controller. Flowmeters are intercom-
pared by connecting them in parallel and series in
appropriate combinations. Two of the meters were
calibrated at NBS with an uncertainty of 0.5%.

To simplify the assembly and disassembly of the
calorimeter, all the components inside the
calorimeter vessel were designed to be suspended
from the calorimeter vessel lid and this lid was, in
turn, suspended from (beneath) the submarine lid.
Motors for the calorimeter stirrer and quick-cool
water pump, the boroscope, and the TV camera
are mounted in a lifting frame attached to the top
of the submarine vessel. The calorimeter plus the
submarine vessel at various stages of assembly are
raised and lowered with a gantry crane whose
hoist chain is connected to the top of the lifting
frame. The empty submarine vessel is restrained
against the buoyant force of the jacket water by
three chains connected between the vessel and eye-
bolts anchored to the bottom of the jacket. When
the calorimeter vessel is unbolted from its lid and
the internal calorimeter components are with-
drawn, the calorimeter vessel is nested inside the
submarine vessel on a removable, concentric collar
placed between the top flange of the calorimeter
vessel and the top flange of the submarine vessel.

Three features of the calorimeter hardware are
significant. First, holes where tubes (containing
thermocouple leads, electrical leads, supply oxy-
gen, or product gas) pass through the various lids
(e.g., submarine vessel, calorimeter vessel, or com-
bustor enclosure) are closed with stationary O-ring
seals. Motor drive shafts pass through chimneys in
the submarine vessel lid and rotary O-ring seals in
the calorimeter vessel lid. The rotary seals reduce
evaporative loss of the calorimeter water when it is
warmer than the submarine vessel.

Second, to reduce leakage of gas between the
inside of the combustor and the gas space between
the combustor and the combustor enclosure, the

combustor base plate is sealed to the rest of the
combustor by a gasket that is a composite of
graphite and 316 stainless steel. The combustor en-
closure itself is made gas-tight by use of Viton 0-
ring seals. Electrical leads to the inside of the
combustor enclosure are hermetically sealed with
epoxy cement in their feed-through tubes.

Third, the reference junctions of all thermocou-
ples on the combustor, in the calorimeter water,
and in the flow lines (exclusive of those in the
product gas analysis train) are mounted on an alu-
minum reference block which is inside a hermetic
chamber that connects by tubes to the combustor
enclosure. These tubes feed the thermocouple leads
from the combustor through the various lids and
support the block and chamber above the level of
the jacket water. The hermetic seal in the chamber
completes the gas-tight seal of the combustor en-
closure. The temperature of the block is allowed to
float (i.e., it is not controlled) but its temperature is
monitored by the calorimeter water thermocouple
whose junction is located at the top edge of the
flow shield and is close to the inner quartz oscilla-
tor thermometer, Kc. During an experiment, the
block temperature changes by less than 0.1 'C.

3.2 Analysis Systems

After leaving the submarine vessel, the product
gas passes through a mixing chamber. Just beyond
the chamber, a portion of the gas is continuously
withdrawn for analysis; the product gas at this
point is at or near room temperature. A block dia-
gram of the analysis system is shown in figure 4.
Part of the gas withdrawn for analysis is dried and
passed at a flow rate of about 2 L/min through
dedicated infrared detectors for CO and CO,. A
second part of the gas is passed at a flow rate of
about 2 L/min through a cooled-mirror type of au-
tomatic dew point detector to monitor water va-
por. The remaining part of the analysis gas is
passed at a flow rate of about 5 L/min through a
scanning infrared detector used to monitor various
trace components (such as hydrocarbons, SO2,
HCI, etc.). These detectors in combination with
three manometers and four thermocouples (to
monitor gas temperatures) are used to determine
the composition of the product gas.

3.3 Data Aquisition Equipment

The enormous amount of data generated during
each experiment was monitored and recorded us-
ing the system shown schematically in figure 5. Be-
cause of the delays associated with displaying and
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Figure 4-Block diagram of the
product gas analysis system.

printing the data in real time, we found it practical
to couple two minicomputers together in a master/
slave configuration via a RS-232 communication
link. All the software for both computers was writ-
ten in BASIC programming language.

The low-level signals generated by the 27 ther-
mocouples of the calorimeter were sequentially
sensed with a digital voltmeter via a scanner. The
frequency of each quartz oscillator thermometer
was monitored with a counter using the NBS 100
kHz Standard Frequency as the time base. These
instruments were connected via an IEEE-488 data
bus to the master minicomputer which controlled
the acquisition and logging of all the data. Each of
the above signals was measured at least once every
minute throughout the entire duration of the exper-
iment.

The signals generated by the meters monitoring
the inlet oxygen flow rates plus the various detec-
tors in the analysis system were sequentially sensed
with a second digital voltmeter connected to the
second minicomputer operated in a slave mode.
The one scanner controlled the input to both volt-
meters. These signals were recorded at least once
every minute during the time interval for which
they were significant. Because of the more rapid
variation of the concentrations of CO, C02 , and
water vapor in the product gas and the need to
accurately correct for the enthalpy of vaporization

PUMP

of water lost from the calorimeter, the signal from
each of these detectors was recorded at least three
times every minute.

For the experiments described in this paper, it
was convenient to record the ouput signal of the
scanning infrared detector on a strip chart. No sig-
nificant energy loss was associated with very small
concentrations of the trace components in the
product gas.

4. Description of an Experiment
and Typical Results

The time frame, operating parameters, and sig-
nificant outputs of a typical experiment are de-
scribed in section 4.1. An idea of the time frame of
preparation for an experiment and some of the de-
tails of the assembly of the calorimeter are given as
the large size of the calorimeter magnifies time and
manpower needs and produces problems in other-
wise trivial operations. A summary of data reduc-
tion procedures is given in section 4.2. Typical
calculated results for calibration and "unknown"
experiments are given in section 4.3.
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JACKfl (oUTER)

Figure 5-Block diagram of the data acquisition system.

4.1 Experimental Procedure

On the day prior to the experiment, the sample
pellet is prepared and the components inside of the
calorimeter vessel are assembled.

On the day of the experiment, the calorimeter
water is heated (or cooled) in a separate holding
tank to a temperature within ±0.3 'C of that of the
jacket water which is within ± I 'C of room tem-
perature (22 'C). A fixed volume of water from the
holding tank is added to partially fill the empty
calorimeter vessel; the volume is the maximum
amount that experience shows will not splash or
overflow as the internal components of the
calorimeter are lowered into the calorimeter ves-
sel. The volume is determined with a jig, shown in
figure 6, which has a filling cup, fc, having a coni-
cal bottom and an overflow hole, oh, located in its
side. The upper supports, sp, are bolted to the top
surface of the calorimeter vessel, G, so that the cup

is inside (1.3 cm radial clearance) and at a fixed
distance (about 75 cm) below the top flange of the
vessel. After leveling the top surface of the
calorimeter vessel to within ±20 seconds of arc
using the spirit level, I, water is added until it just
overflows into the inside of the filling cup. After
the jig is removed, the internal components of the
calorimeter are gently lowered into the vessel. The
calorimeter vessel and submarine vessel are bolted
to their respective lids. After lowering the entire
assembly into the jacket water, the final 20 liters
(fixed for all runs) of water needed to fill the
calorimeter vessel to within 0.3 cm of its lid are
added.

The stirrers for the calorimeter and jacket water
are turned on, and the calorimeter water tempera-
ture is monitored for one hour after the drift rate
becomes constant. During this time interval, the
calorimeter water is pumped through the quick-
cool heat exchange tube on the combustor wall.
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The last 30 minutes of the time interval is the initial
drift period.5

Twelve and one-half minutes prior to ignition,
the flow of water to the quick-cool heat exchange
tube is diverted to the calorimeter vessel and the

%-Sp water remaining in the quick-cool tube is flushed
out with compressed air. The combustor is then
flushed with oxygen for 10 minutes at a flow rate
of 30 L/min. (Flow volumes are expressed in liters
at 0 'C and 101.325 kPa.) Two and one half min-

- sr utes prior to ignition, the flow rates are increased

to the levels used during combustion when oxygen
is supplied at constant rates of 150 L/min to the
combustor, 10 L/min to the viewing window, and
110 L/min to the dilution port at the collector exit

for a total flow of 270 L/min.
oh Sample burning times were approximately 32

Sap A minutes for pellets of unprocessed MSW or micro-
crystalline cellulose, and about 42 minutes for pro-
cessed MSW. The C02 , .20, and CO
concentrations in the product gas during the com-
bustion of a processed MSW pellet are shown in
figure 7. The peak and average CO2 concentrations
over the first 10 minutes of the combustion are 52
and 38 mole percent, respectively. The latter con-

G centration corresponds to an inlet oxygen flow rate
of about 2.5 times stoichiometry.

The H20 concentration reaches a maximum of
2.4 mole percent (i.e., dew point of 16 'C) at 30
minutes; the abrupt fall in concentration at 42 min-
utes indicates that the combustor has been com-
pletely flushed of product gas. The inlet oxygen
flow rate is maintained at the same level as during
the combustion reaction for another 10 minutes to
assist in the "cool off" of the combustor. The total
inlet oxygen flow rate is then reduced to about 20
L/min to prevent excessive evaporation of water
from the collector. This flow, which is supplied
only to the combustor, maintains a positive pres-
sure in the combustor with respect to the collector
and thus prevents backflow of condensate into the
combustor. The inlet oxygen flow is stopped prior
to the beginning of the final drift period.

The occurrence of two peaks in the CO concen-
tration versus time is typical of all the MSW sam-
ples. In figure 7, the initial and final maximum CO
concentrations are 0.016 and 0.027 mole percent,
respectively. The initial peak always occurs near
the time of the maximum rate of production of
C0 2 ; the final peak occurs near the end of the vi-

Figure 6-Diagram of the calorimeter water loading jig. fc de- 'Strictly, the initial drift period ends 12.5 minutes prior to
notes the filling jig cup (cup-shaped pan), G the calorimeter ignition when the oxygen supply used to flush out the calorime-
vessel, I the spirit level, oh the overflow hole in filling jig ter is turned on. in practice, the error incurred in AT, of eq (3)
cup, sp the filling jig cup supports, and sr the filling cup spac- and AH, of eq (1) by assuming that the initial drift period ends at
ing rods. the time of ignition has a negligible effect on our results.
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Figure 7-A plot of the concentra-
tions of gaseous carbon dioxide,
water, and carbon monxide as a
function of time for a typical ex-
periment on MSW.
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sual burning when the ash tends to inhibit the com-
bustion. The average CO concentration in a cellu-
lose combustion is about a factor of 50 smaller than
that shown in figure 7.

The temperature of the product gas as it leaves
the top of the combustor rises to about 400 'C
within the first minute of the combustion, gradu-
ally increases to a maximum of about 450 'C be-
tween 12 and 15 minutes after ignition, and then
decays exponentially thereafter. The temperatures
of the combustor wall and of the oxygen gas as it
leaves the preheat coils increase more gradually to
their peak values at about the same time and decay
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similarly. The peak values of the temperatures of
the wall and adjacent preheat coils within 25 cm of
the ash pan are between 600 and 700 'C.

When the temperature of the combustor base
plate has decreased to 220 'C, the calorimeter wa-
ter is again circulated through the quick-cool heat
exchange tube. This safely removes the appreciable
excess heat stored in the combustor. A plot of the
calorimeter water temperature versus elapsed time
for the experiment that corresponds to figure 7 is
shown by the solid line of figure 8. When the
quick-cool system was activated, which occurred
at an elapsed time of 65 minutes, the temperature of
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Figure 8-A plot of the observed
temperature rise of the
calorimeter water plus the devi.
ation of the observed data
points from the smooth curve fit
to the data during the drift peri-
ods. The effect of activation of
the quick-cool system is seen at
about 65 minutes.

-i-30
240

/ HIN

287

C3

I-

ci
C) 0

10-4L
-10

LI
0

-C
De

LI

-C

'-I
"i

a:



Journal of Research of the National Bureau of Standards

the calorimeter water has increased 8 'C. During
the next 10 minutes, when most of the excess heat
was removed, the temperature of the calorimeter
water increased by another 1.2 'C. The latter in-
crease indicated that 13% of the total heat liberated
by the combustion reaction was stored in the walls
and base plate of the combustor.

After the drift rate of the calorimeter water at-
tains a steady value (which occurs about three
hours after ignition) the inlet oxygen flow is
stopped and temperature readings are made for an
additional hour. At this point, the combustor and
calorimeter water are at the same temperature to
within 0.1 'C. The last 30 minutes of this time inter-
val corresponds to the final drift period.

Before assembly and after disassembly of the
calorimeter, the ash pan with its contents was
weighed to determine the mass of ash formed in the
combustion experiment. Similarly, the collector
was weighed to determine the mass of water which
was formed in the combustion reaction and re-
mained in the calorimeter. The ash was milled, ho-
mogenized, and a sample was analyzed for
moisture, carbon, and hydrogen content. The con-
densate in the collector was analyzed for total H1,
Cl-, SO,- and NO, contents.

4.2. Data Reduction

Results are calculated using a format adopted
from the work of Prosen et al. [6]. The basic mea-
surement equation is:

EAT= -(M AH H,+A1 H± +AHl,
+AHj,+AH)+ W . (1)

In eq (1), E is the energy equivalent of the
calorimeter. The parameter AT, is the corrected
temperature rise of the calorimeter. The parameter
M is the mass of the sample. The parameter AR,, is
the enthalpy change per unit mass of sample for an
assumed standard reaction in which all reactants
and products are at some selected isothermal pro-
cess temperature, Th, and pressure of 101.325 MPa
(1 atm). The remaining five terms on the right of eq
(1) account for the conditions of a particular exper-
iment. They are as follows: AH, is the correction
for the vaporization of water formed in the com-
bustor that is lost from the calorimeter (i.e., in
product gases). The parameter AH, is the correc-
tion for the net heat transport of gas entering and
leaving the calorimeter at some temperature other
than Th. The parameter AH-, is the correction for
incomplete combustion of the combustible fraction
of the sample to the assumed products of the stan-

dard reaction. The parameter AHug is the correction
for the enthalpy of oxidation of the fuse. The
parameter AH, is the correction for deviations of
the conditions of the experiment from a constant
pressure process at I atm assuming all gases are
perfect and the kinetic energy of the flowing gases
is negligible. The parameter W is the electrical
work required to heat the fuse wire.

The corrected temperature rise, AT,, is evalu-
ated in the conventional manner (see reference [7],
p. 2-15). The drift period equation, eq (2) below, is
fitted to the observed calorimeter water tempera-
ture, T#(t), versus time, t, data of the initial and
final drift periods using a computer program given
in reference [8].

dTQ(t)/dt =k(T. -T(t)) (2)

In the application of eq (2), k, the cooling constant,
and T., the convergence temperature, are assumed
to be constant and identical for both drift periods.
The data points in figure 8 are the deviations of
TQ) from the integral form of eq (2). (The ordi-
nate scale is -30 to +30 mK.) The set of data
points on the right of the figure indicates that the
final drift period begins about 150 to 180 minutes
after ignition. The corrected temperature rise is
given by eq (3).

(3)

In eq (3), tj and if are times at the end of the initial
drift period (ignition of the sample, see footnote 5)
and at the beginning of the final drift period, re-
spectively. T(tj) and T,(ta) are called the initial and
final temperatures of the calorimeter, respectively.
The observed temperature rise is T,(tr)- TI(ti), and
the correction for the heat exchange with the sur-
roundings is the last term on the right of eq (3).
The sample size was chosen so that the observed
temperature rise was between 6.0 and 9.5 'C for all
experiments. The heat exchange correction
amounted to about 4% of the observed tempera-
ture rise. The cooling constant, k, is typically
about 3X10-'min-' and T., is about 22'C (near
room temperature).

Whether the energy equivalent, E, refers to the
calorimeter when the products or reactants are
present is, in principle, determined by the selection
of the isothermal process temperature, T, (see ref-
erence [7], p. 2-6 and reference [9]). For this
calorimeter, the difference in E for Th=T,(ti) or
Th=T,(tf) is negligible. In our work, it is conve-
nient to take T, equal to the initial calorimeter tem-
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perature T,(t;) so that E refers to the calorimeter
after the combustion reaction.

Since the value of E varies with the amount of
ash remaining in the combustor (e.g., none in a cal-
ibration reaction) and water remaining in the col-
lector, these variations are taken into account by
adding the appropriate heat capacity difference,
denoted by 8E, to the value of E calculated from
each calibration run to obtain E,. The parameter E,
is the energy equivalent under an arbitrary but
fixed set of so-called "standard calorimeter condi-
tions." A different but appropriate 8E is subtracted
from the average E, to obtain the energy equiva-
lent for each MSW combustion experiment.

For the calibration reaction with microcystalline
cellulose, the products of the standard reaction are
taken to be CO2 (g) and H20(1). For the combustible
fraction of MSW, that contains primarily C, H, 0,
N, S, and Cl, the products of the standard reaction
are taken as CO2 (g), H20(1), N2(g), SO2 (g) and
HCI(aq). (Gases are assumed to be perfect and so-
lutions are assumed to be ideal.) As a consequence,
AHic contains the corrections for the presence of
CO(g) in the product gases, carbon in the ash, and
a correction for the presence of any appreciable
SO,= and NO- in the collector condensate. Sepa-
rate experiments using a flame ionization detector
show that the concentration of gaseous hydrocar-
bons in the product gas is negligible.

The reactions that correspond to AH., AHv, and
AHl and the method used to calculate the correc-
tion terms in eq (1) are similar (see reference [10])
to those given in reference [3].

4.3 Typical Results

Calibration results are given in table 2. The sec-
ond column is the standard enthalpy of combustion
per unit mass of dry cellulose as determined by
bomb calorimetry after correction to the value of
Tb appropriate to each experiment (i.e., Th= T5(t)).
The third column is the dry sample mass, M. Quan-
tities in columns five through nine were defined in
the previous section. The ten are column entries in
the correction, 8E, added to the energy equivalent
calculated according to eq (1) to obtain the energy
equivalent, E,, for standard calorimeter conditions.
The standard calorimeter conditions are defined to
be: the calorimeter water is 21 'C immediately af-
ter it has been assembled and filled with water, no
ash remains in the ash pan, and the mass of conden-
sate remaining in the collector after the reaction is
1215 g. E, is given in the last column of table 2. The
average energy equivalent, E,, and the standard de-
viation of a single measurement are listed at the
bottom of the table.

The % CV of the determination of E,, 0.19%, is
comparable in magnitude to the % CV of the 11

Table 2. Calculation of the energy equivalent of the calorimeter.

Col. (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

Exp. -AH M -Mf AH,. AHv AH, AHi, -AH,,+W AT, 8Et^) Es)
No. (dry) (CO)

MI/kg kg MJ MJ MJ Mi MJ K MJ/K MJ/K

9 17.340 2.0474 35.502 (0.217)(0 0.022 (0 .0 0 0 )(d) 0.002 7,8652 -0.0019 4.4818
10 17.345 2.0429 35,434 (0.263)(') -0.012 (0.0 0 0 )(d) do 7.8447 -0.0022 4.4830
11 17.336 2.0659 35.814 0.285 0.048 0.000 do 7.9514 0.0000 4.4625

15 17.349 2.0859 36.188 0.203 -0.042 0.001
24 17.335 2.2856 39.621 0.304 0.043 0.001 do 8.7449 +0.0001 4.4913
29 17.335 2.2883 39.667 0.367 0.077 0.000 do 8.7728 +0.0003 4.4715

30 17.335 2.3836 41.320 0,321 0.064 do do 9.1495 0.0000 4.4742
35 17.337 2.3239 40.289 0.330 0.066 do do 8.9142 -0.0006 4.4748
36 17.336 2.4584 42.619 0.313 0.065 do do 9.4261 -0.0009 4.4806

Average 4.4767

Std. dev. (% CV)' 0.0086 (0.19%)

i-) Correction for density of water at filling temperature other than 21 C and for the difference of the mass of water in the collector from 1215 g; add to
E of eq (l) to obtain E,.

(b E, is E at filling temperature of 21 'C and 1215 g water in collector after the reaction.
Estimated assuming that the mass of water vaporized is the water formed (as calculated from the empirical formula) minus that remaining in the
collector.

(d} CO detector not functioning properly; CO assumed to be zero.
t includes variance of mean AR,, of cellulose. Without latter, the standard deviation is 0.0084 and % CV is 0.19%.
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bomb calorimetric determinations of -A.l of cel-
lulose, 0.15%. For the bomb calorimeter used in
the latter measurements, the % CV for the determi-
nation of its energy equivalent by combustion of
standard reference material (SRM) benzoic acid
was 0.05%. (A state-of-the-art bomb calorimeter
has a % CVof 0.01% or less for the determination
of its energy equivalent by SRM benzoic acid.)

The magnitudes of the average corrections to
the calibration data are listed in the third column of
table 3. The correction to the observed tempera-
ture rise to obtain AT,, 4% of ATc, is the largest
correction. The next largest correction is the va-
porization correction, AHI, which is 0.75% of
MAH,, followed by the gas heat transport correc-
tion, AHg which is about 0.1% of M AR,,. The
correction for CO is negligible and no ash or
residue remained from the combustion reaction.

As indicated in the third row of table 3, an aver-
age of 91.0% of the total water formed in the reac-

tion is retained in the collector. The measured total
water formed in the combustion reaction was
100.67±0.42% (imprecision of the mean of expen-
ments 11 through 36 of table 2) of the water pro-
duced by the combustion of cellulose as calculated
from its empirical formula of C6H,,O(s). The mea-
sured CO2 was 99+3% (imprecision of the mean of
experiments 11 through 36 of table 2) of the calcu-
lated value of CO2.

The results for the enthalpy of combustion of
four sets of paired samples of processed MSW are
given in table 4. The pairs of samples designated as
E and E' followed by the same number were pre-
pared in such a way that each sample is "identical"
(see reference [5], p. 19-22). The energy equiva-
lent, E in column 3 is the average value of E, taken
from table 3 plus a correction for the variation in
filling temperature from 21 'C and for the differ-
ence between the amount of water retained in the
collector and ash in the combustor in these experi-

Table 3. Magnitudes of average enthalpy corrections of the basic measurement equation, eq (1).

Type of Correction Symbol Form Cellulose Processed MSW

Correction for heat exchange I(AT,-AT/ATI t'1 t 4.00% 3.50%
Vaporization of water MAHIM . AMI, 0.75% 1.42%

(water in collector/total water) (91.0%) (81.4%)

Gas heat transport correction IAHr/MW . AH& 0.12% 0.13%

Correction for imcomplete combustion AHi5/M AHI

CO(g) 0.00% 0.13%
carbon in ash -- 0.03%(d)
SO (aq) rather than S02(g) 0.01%
NO, (aq) rather than NŽ(g)

AT, is (he observed temperature rise, T,(r,)- T,(ij).
I indicates absolute value.

no ash formed.
(d) carbon in ash is assumed to be elemena1l carbon.

Table 4. Calculation of -AlH, for processed MSW samples.

Column (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)
No.
Sample AT, E EAT, AH, AH, (CO) C(ash)<'1 SO4(aq) (AHl,-m) M(dry) -Alst
No. K MJI/K Mi MI Mi Mi Mi Mi MJ Kg MJi/Kg

E4 7. 1030
E'4 7,1537
E6 6.8905
E06 6.7822

4.4753
4.4758
4.4749
4.4758

31.788
32.019
30.834
30.356

0.547 0.059
0.464 0.046
0.498 0.046
0.506 0.032

0.048
0.050
0.065
0.101

0.007 -0.003
0.008 -0.004
0.015 -0.002
0.016 -_.o03

E7 8.2678
E'7 8.2695
E9 9.2526
E9 9.2217

4.4758
4.4752
4.4771
4.4766

37.005
37.007
41.425
41.282

0.492
0.602
0.486
0.399

0.054
0.048
0.052
0.042

0.042
0.033
0.011
0.006

0.016
0.014
0.005
0.008

-0.003
-0.002
-0.005
-0.006

do 2.2520
do 2.2564
do 2.2849
do 2.2899

'I Carorn an ash is assumed to be elemental carbon.
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-0.002
do

do
do

2.2032
2. 1984
2.1761
2.1381

14.726
14.820
14.454
14.502

16.698
16.708
18.369
18.223
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ments and the calibration experiments. To illustrate
typical magnitudes of the individual corrections to
E,, the heat capacity correction for the water fill-
ing temperature, water in the collector, and ash in
the combustor for experiment E6 are -0.5 kJ/K,
-1.9 kJ/K, and +0.6 kY/K, respectively. The
definitions of the enthaipy corrections in columns 5
through 7 and in column 10 are the same as those in
the corresponding columns in table 2. The correc-
tion for incomplete combustion given in column 8
is for the presence of carbon (assumed to be ele-
mental carbon) in the ash. The correction given in
column 9 is for the formation of SO4 =(aq) rather
than S02(g).

The enthalpy of combustion per unit dry mass,
-&jjt, is listed in the last column. Using pair dif-
ferences, a pooled estimate [11,12] of the standard
deviation of a single measurement of -A194 of
"identical" processed MSW samples was calcu-
lated. The resulting % CV, 0.4%, is the measure-
ment error of the calorimeter with an actual sample
of MSW. For comparison, the % CV for measure-
ments of -AHR, on the corresponding pairs of
"identical" gram-size samples of MSW obtained
with the same bomb calorimeter used in the cellu-
lose measurements was 0.5% [5].

Average corrections for the processed MSW
measurements are listed in the fourth column of
table 3. The water vaporization correction is about
twice as large as that for the calibration measure-
ment due to the longer reaction time (and conse-
quent flow of oxygen for a longer time interval).
The longer reaction time is due to the deceleration
of the rate of combustion during the last stages of
the reaction by the intimate contact of the noncom-
bustible and combustible components in the highly
processed MSW. This is also reflected in a much
larger CO correction and an appreciable correction
for carbon in the ash. The ash ranged from 18 to
35% of the initial sample mass.

As indicated in the third row of table 3, an aver-
age of 81.4% of the total water formed in the com-
bustion reaction of the processed MSW is retained
in the collector. No reliable value for the hydrogen
content of these samples (as in the case of cellulose)
was available to compare the total collected water
with that calculated from the empirical formula for
the sample. However, the consistency of the exper-
imental measurements can be checked by compar-
ing the measured hydrogen contents of samples
from the same day. The pooled estimate of the
standard deviation of the hydrogen content of the
pairs of samples was 0.045% of the dry pellet
weight. Since the average hydrogen content was
5.15% of the dry pellet weight, the % CV of the

measured hydrogen contents of all four sets of
paired samples was 0.9%.

5. Design Basis
and Performance Characteristics

As indicated in section 2, our initial assessment
of the industrial problem showed that a satisfactory
solution would be obtained with a kilogram capac-
ity calorimeter that could provide an enthalpy of
combustion having an overall uncertainty of less
than 1% for a single measurement. As flow
calorimetry requires more auxiliary measurements
than bomb calorimetry, the strategy adopted to
achieve this goal was to design and operate the
instrumentation so that contributions of individual
errors would be held to 0.1 % or less. This section
documents the extent to which this strategy was
achieved.

Measures are described in section 5.1 which en-
sure that the energy equivalent of the calorimeter
for standard calorimeter conditions is the same for
both calibration and "unknown" experiments. Er-
rors associated with the corrected temperature rise
are described in section 5.2, and an overall uncer-
tainty estimate is discussed in section 5.3.

5.1 Design Basis

The large sample flow calorimeter described is a
stirred-water, isoperibol6 calorimeter of the Coops-
Van Nes design (see reference [13D. Coops and
Van Nes [14] devised the "flow pattern control
shield" cited in [13] which we call the flow shield,
for short. The design basis for closed isoperibol
calorimeters (i.e., those for which no reactants or
products flow across the calorimeter boundary)
has been reviewed elsewhere [13]. From a review
of some previous work on calorimeter theory [15]
and on the design practice and data analysis of flow
calorimetry [161, we concluded that the design ba-
sis of open calorimeters (i.e., those for which reac-
tants or products do flow across the calorimeter
boundary) are essentially the same as those for
closed calorimeters. In particular, to account for
the enthalpy of the gases entering or leaving the
calorimeter proper, the gas flow tubes should be in
good thermal contact with the calorimeter water
and jacket water, and the measurement junctions
of the thermocouples used to monitor the tempera-
tures of the fluids entering and leaving the

6 Isoperibol indicates the presence of a constant temperature
environment, i.e., a calorimeter with a constant temperature
jacket.
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calorimeter should be located at the interspace.
Since the oxygen entering our calorimeter is passed
through coils immersed in the jacket water, the
temperature of the entering gas is equal to the
jacket water temperature. By virtue of the product
gas heat exchange coil and the collector, the tem-
perature of the exit gas is equal to that of the
calorimeter water. From measurements with ther-
mocouples, it was found to be within 0.1 'C of the
temperature of the calorimeter water at the loca-
tion of the inner quartz oscillator thermometer.

The primary calorimeter design problem is to
meet the requirement that the energy equivalent
for standard calorimeter conditions be the same for
both the calibration and "unknown" experiments.
This design problem is referred to as the problem
of equivalent sources and the associated error is
referred to as the nonequivalent source error. In
the following four sections (5.1.1 through 5.1.4) we
review the measures taken to ensure that the
nonequivalent source error is less than 0.1%.

5.1.1 Flow Shield. The flow shield, F of figure 1,
was introduced because it provides efficient circu-
lation of water within the cylindrical calorimeter
vessel. Its purpose [13] is to make the temperature
gradients in the water of the annular space between
the flow shield and the calorimeter vessel, which
we shall call the liquid shell, independent of the
difference in temperature gradients on the heat
sources (i.e., the combustor, combustor enclosure,
heat-exchange coil, and collector) between the cal-
ibration and "unknown" reactions. This re-
quires: 1) that the calorimeter water enters the
liquid shell from the stirrer port in the flow shield
(the temperature of the stirred water is uniform)
and, that 2) the heat that is transferred from the
liquid inside the flow shield to the liquid shell by
heat transfer across the flow shield be negligible in
comparison with that by forced convection due to
stirring. For ease of assembly and substantial re-
duction in cost and fabrication time, we elected to
depart from the second requirement, which would
require the flow shield to be, in effect, a Dewar
vessel. We made the flow shield from a sheet of
1.6 mm thick 316 stainless steel.

To compensate for this decision, we chose to
minimize the nonequivalent source error by reduc-
ing the difference in termperature gradients inside
the flow shield between the calibration and "un-
known" experiments as discussed in sections 5.1.2
through 5.1.4.

5.1.2 Combustor Enclosure. The calorimeter is
calibrated with a pellet of solid micro-crystalline
cellulose that is burned in the same location as the
"unknown" sample of MSW. As a steady-state ap-

proach is sufficient to analyze the equivalent
source problem (see reference [13], p. 3-7), we note
that, for the same rate of heat evolution by the cal-
ibration and "unknown" samples, the differences
between the temperature gradients on the combus-
tor enclosure in a calibration and "unknown" ex-
periment are substantially less than on the
combustor wall. This is due to the relatively poor
heat transfer by gaseous conduction and convec-
tion between the combustor and the combustor en-
closure during the main period.

5.1.3 Cellulose as a Calibrant. The only differ-
ence in the temperature gradients on the product
gas heat-exchange coil is that caused by the differ-
ent concentrations of water in the product gas
stream from the combustion of calibration and "un-
known" samples. (The differences are compared at
the same rate of heat evolution.) This difference is
nearly completely eliminated by using cellulose as
a calibrant because paper is the major component,
about 80 mass percent, of the combustible compo-
nents in MSW. (The ratio of the number of moles
of water to the number of moles of CO2 produced
in a combustion of the MSW samples given in table
4 is 0.78. The corresponding value for the micro-
crystalline cellulose samples is 0.83.)

5.1.4 Calorimeter Water Heat Transfer. To guar-
antee a small equivalent source error, the flow pat-
tern of the calorimeter water must be the same (i.e.,
the same heat transfer characteristics) for both the
calibration and "unknown" reactions (see reference
[13] p. 3-4). This requirement is met by: a) adjust-
ing the stirring rate of stirrer, H of figure 1, to be
the same in every experiment with a tachometer
and b) by filling the calorimeter vessel with the
same volume of water at nearly the same tempera-
ture in every experiment. The point of procedure
b) is that the coefficient of heat transfer between
the calorimeter vessel lid and the liquid shell shall
be the same in every experiment and preferably
large to reduce possible errors due to differences in
the coefficients of heat transfer.

The coefficient of heat transfer between the
calorimeter water and the vessel lid was made
large through the following three measures.

1) The "topping off' procedure described in sec-
tion 4.1 was used to fill the calorimeter vessel as
completely as possible, while allowing for the ther-
mal expansion of the water during the run. Mea-
surement of the level of the water inside the
assembled calorimeter vessel established that the
height of liquid in the various fillings varied by less
than 1.6 mm.

2) A 3 mm thick sheet of copper was bonded
with epoxy cement and bolted to the underside of
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the 316 stainless steel calorimeter vessel lid to im-
prove the radial heat transfer in the lid. The stir-
ring action lifts calorimeter water up against the
central portion of the underside of the vessel lid.

3) The stirring rate was made as large as was
consistent with keeping the fluctuations in
calorimeter water temperature less than 0.0001 'C.

5.1.5 Nonequivalent Source Error. The non-
equivalent source error was estimated from an
analysis of a simple model that takes into account
the temperature gradients in the calorimeter water
and temperature gradients on the combustor enclo-
sure, flow shield and calorimeter vessel. The calcu-
lated result was of the order of ±0.01% of AHl.
To allow for the possibility that the simplicity of
the model results in an underestimate of the non-
equivalent source error, we increased the estimate
of the uncertainty due to this source of error to
±+0.05% of AHJ,.

5.2 Heat Exchange Correction

Small deviations of the measured rate of change
of the calorimeter water temperature from the drift
period equation, eq (2), were expected for three
reasons. First, the jacket water temperature, T2(t),
changed with time. This, in effect, causes T. to
vary with time because the calorimeter is designed
so that its effective environment temperature is
equal to T2 (t) to a good first approximation. Thus,
TX is given by eq (4)

T. = T2 +po/k (4)

In eq (4), pc is the time rate of change of the
calorimeter water due to stirring. The change in
jacket temperature was allowed because the total
increase of T.(t) from t4 to t, is generally less than
0.2 'C and the expected correction for this effect is
of the order of 0.03% of the corrected temperature
rise and should be very nearly the same for both
the calibration and "unknown" experiments.

The second reason for expecting the deviations
from the drift period equation is that the cooling
constant, k, should vary with temperature because
the maximum difference between the calorimeter
and jacket water temperatures for our experiments
is from 6 to 9 'C. Nonlinear heat transfer by free
convection in the interspace between the calorime-
ter vessel and the submarine vessel cannot be as-
sumed to be negligible (i.e., not greater than 5% of
conductive heat transfer) unless the width of the
interspace is less than 1.1 cm (see reference [17], p.
104). The selected interspace separations, 5 cm on
the top and 2.5 cm on the side of the calorimeter,

were dictated by manufacturing and assembly con-
siderations.

The third reason for expecting deviations from
eq (2) is that the temperature of the calorimeter
water was greater than the temperature of the
jacket water throughout the last 80% of the experi-
ment-shortly after ignition to the end of the final
drift period. A slight water leak in the static O-ring
seals of the various flow and thermocouple lead
tubes or in the rotary O-ring seal of the drive shafts
of the calorimeter stirrer or quick-cool pump
would allow mass transfer by evaporation of the
calorimeter water to occur which results in nonlin-
ear heat transfer. The calorimeter was operated so
that its initial temperature was within 0.3 'C of the
jacket in order to reduce the time required to reach
a steady initial drift rate and, thus, keep the time
duration of an experiment within tolerable limits.

A study of the deviations from eq (2), which is
often called a Newton's cooling law test, was made
in the usual manner [18]. The calorimeter was
forced to pass through a sequence of drift periods
having average calorimeter water temperatures
spanning the range of operation. This was accom-
plished by assembling the calorimeter vessel in the
usual manner except that a cooling coil was placed
inside the bottom port of the flow shield and the
calorimeter water was preheated to 10 'C warmer
than the jacket water. The supply and exit lines of
the cooling coil leave and enter the calorimeter
through auxiliary chimneys (normally capped) in
the calorimeter vessel lid. The lines end in quick-
disconnect couplers located just outside the chim-
neys. After the first equilibration period of slightly
more than two hours (only the last 30 minutes is
the actual drift period), the supply and exit cou-
plers of the cooling coil were connected to a
chilled water supply, the calorimeter water was
cooled about 2 'C, the supply and exit couplers
were disconnected, and another equilibrium period
was started. The quick-cool pump was run
throughout the entire test. No oxygen was supplied
to the calorimeter in the test.

Analysis of the results of the above Newton's
cooling law test shows that the data can be repre-
sented by eqs (5a) through (5d).

dT-(t)/dt =po-ko(o +f (B)) / (5a)

where

,3 = TI(t)- T2(t) (5b)

f(,3)=a 013+a 113 2 ; 10 'C >/, > 1.5 'C (5c)
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f(e3) = 0 ; 1.5 LC >,/ >3-3 0 C (5d)

In eqs (5), po, ka, an and a, are positive constants.
The parameter T2 (t) is the jacket water tempera-
ture. The eqs (5) are identical with eq (2) if T. is
given by eq (4) and the cooling constant, k, is re-
placed with the temperature dependent expression:

k =ko (I +f()). (6)

Equation (5a) indicates that heat transfer between
the calorimeter and the jacket is nonlinear and eqs
(5c) and (5d) indicate that the larger portion of this
nonlinearity is probably due to heat transfer by
evaporation of the calorimeter water and conden-
sation on the inner surface of the submarine vessel
(i.e., when /3>0) rather than heat transfer by free
convection. If free convection predominated, the
observed value off(/3) would tend to be symmetric
around /3=0. The estimated contribution of heat
transfer by free convection tof(13) is less than 25%
of the f(/3) used to estimate the maximum correc-
tion to AT, (see below). The estimated contribution
of radiative heat transfer to the samef(,3) is about
2%. The nonlinear heat transfer is taken into ac-
count by a temperature dependent cooling constant
as shown by eq (6). The variation of the jacket
water temperature with time is taken into account
by the second /3 on the right hand side of eq (5a)
independent of whetherf(/3) is or is not zero.

The correction, SATC, to be added to the cor-
rected temperature rise calculated according to eq
(3) to yield the corrected temperature rise when
eqs (4) and (6) are inserted into eq (3) was carried
out by calculating p, and ko of eqs (5) from. k and
T. derived from a fit of the drift data using eq (2).
he parameter f(/3) was approximated by setting

a, =0 and increasing a, equal to 0.067 because this
provides an upper bound to f(/3) for all the data
obtained in the Newton's cooling law test and sim-
plifies the calculation of the correction. Refitting
the drift period data with eqs (5) is not necessary
because the value of k, about 3>X 10-4 min-', is suf-
ficiently small that the fit of the integral form of eq
(2) to the experimental drift data amounts to a
straight line fit of the temperature as a function of
time in each drift period. The expression for SAT,
can be derived by a straightforward extension of
the arguments used to derive eqs e7-el 1 of refer-
ence [13].

A summary of the results of the corrections to
the corrected temperature rise for six experiments
is given in table 5 for two calibration experiments
and for four "unknown" experiments (two for each
type of MSW sample, unprocessed and processed).
The second through fourth columns of table 5 list
the corrected temperature rise of the calorimeter,
the observed temperture rise of the calorimeter,
and the corresponding observed change in temper-
ature of the jacket water between t4 and t, respec-
tively. The fifth and sixth columns list the
contribution to 8AT, due to the change in jacket
water temperature, and to the variation of the cool-
ing constant with temperature. The next to last col-
umn is the total 8AT, and the last column is 8AT,
expressed as a percent of AT,. It can be seen that
the total correction to AT, is +0.04% or less and
the net correction for "unknown" experiments is ex-
pected on the average to be less than 0.02%. Thus,
the net correction is small in comparison to 0. 1%.

Apart from the change in jacket water tempera-
ture with time and the change in cooling constant
with /3, the drift period data of the experiments are
remarkably normal. For example, during the drift
periods, the thermocouples indicate that compo-

Table 5. Correction for change in jacket temperature and cooling constant.

Experiment ATC(a) AT1Ibs ATa(c SATgd) (SAT,/AT,)
Jacket Water(*) Cooling Constant'0 Total

Sample
No. 'C 'C 'C 'C 'C C %

Cellulose (35) 8.9142 8.5746 0.1872 0.0050 +0.0081 +0.0031 +0.035
Cellulose (36) 9.4261 9.0560 0.1832 -0.0049 +0.0086 +0.0037 +0.039
Processed MSW (E'9) 9.2217 8.8160 0.2379 -0.0065 +0.0064 -0.0001 -0.001
Processed MSW (E6) 6.8905 6.6412 0.1556 -0.0039 +0.0058 +0.0019 +0.028
Unprocessed MSW (A4) 9.6576 9.2598 0.1994 -0.0059 +0.0084 +0.0025 +0.026
Unprocessed MSW (B2) 7.1685 6.9262 0.1235 -0.0032 +0.0060 +0.0028 +0.040

{) Corrected temperature rise according to eq (3).
" observed temperature rise, calorimeter water.
'c' Observed change in temperature of the jacket water.
Mdl Correction to be added to AT, for change in jacket water temperature ad temperature dependence of the cooling constant.
W Contribution to SAT, due to change in jacket water temperature.
Y) Contribution to SAT, due to temperature dependence of cooling constant.
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nents of the combustor and the various parts of the
calorimeter and liquid shell are isothermal to be-
tween 0.1 and 0.03 'C. This is true even when /3 is
about 9.5 'C and in spite of the enormous size of
the calorimeter. (Even during the main period, the
maximum temperature difference in the liquid shell
near the top and bottom of the water flow shield is
only 0.25 'C.) The exponential decay of the
calorimeter temperature in the approach to the fi-
nal drift period is normal in the sense that the de-
cay time constant, 15 minutes, is a small multiple of
the water circulation time of 5.4 minutes.

5.3 Uncertainty Estimates

Estimates of the systematic errors in the experi-
ments are given in table 6. The first column con-
tains the symbol in eq (1) associated with the
source of the error. The second column lists the
type of uncertainty. The values given in the third
column are the net effect of the estimated system-
atic error on -AL for dry MSW samples. Unless
stated otherwise, the errors are the same for pro-
cessed and unprocessed MSW samples.

The error estimate given in the first row is the
overall error cited in section 5.1.5. The error given
in the second row is the average calculated from
table 5 for processed MSW. The corresponding
value for unprocessed MSW is 0.00%.

The value of the error given in the third row is
the uncertainty associated with the assumption that
the residual moisture in the kilogram-size flow
calorimeter samples of processed MSW and cellu-
lose is the same as in the gram-size test samples.
Moisture content determinations were only made
on the gram-size test samples which were taken
from each parent and stored in moisture proof con-
tainers. The moisture was determined by ASTM
method E790-81, which involves weighing the test
samples and then drying the samples in loose form
at 105 'C for an hour in a mechanical convection
oven. Samples were weighed after they cooled in a
desiccator. The moisture content of each parent
sample was corrected for any weight change be-
tween the time of its riffling and the time the parent
was pelleted and combusted.

For unprocessed MSW samples, the error in the
third row is the uncertainty associated with the as-
sumption that the moisture is equivalent to that
which would have been obtained had the sample
been processed and its moisture content deter-
mined with a gram-size test sample. The moisture
content of each increment of unprocessed MSW
was determined by drying the entire increment in
loose form in a large open pan for 12 hours at

Table 6. Estimates of systematic error.

Source of Error

Quantity

1. E

2. AT.

Type of Uncertainty

Nonequivalent sources

Change in jacket water temperature
and

Temperature dependence of the
cooling constant (see SAT,).

3. M Moisture same in processed MSW
parent and gram-size test samples

or

Percent Effect
on

-k, of MSW

+ 0.05

-0.02('

+0.20

Moisture same in unprocessed MSW
and gram-size test samples.

4. AH,

5. iAH

6. AHB,

Oxygen flow rate.

Oxygen flow rate.

Oxygen flow rate, effect on mea-
surement of CO (g).

7. AH, Input and output gas tooler flow
rates equal.

8. AHi. Input and output gas molar flow
rates equal, effect on measurements
of CO(g)

9. Ali, Carbon in ash is cellulose rather
than free carbon.

10. M Dispersion of sample in combustion
zone.

11. ARl Kinetic energy loss and
Joule-Thompson cooling.

12. Heat of wetting:
Effect on gram minus kilogram

samples of processed MSW
Effect on unprocessed minus

processed kilogram samples

+0.03

+0.00

:o.0l

0.002

-0.001

0.01)

+0.05

-0.000

Total Systematic Error =0.37

applies to processed MSW, value For unprocessed is 0.00%.
ul applies to processed MSW. value for unprocessed is 0.02%.

error in appropriate average difference in calorific value, expressed as
St of average processed cainrific value

105 'C in a large, mechanical convection oven. The
sample was weighed after it had cooled (about one
hour later). Then, a known mass of water was
added to the sample to return the moisture content
to about 3 to 4%, the sample was pelleted,
weighed, and burned. The water added after dry-
ing improves the cohesion of the pellet. The error
estimate is believed to take into account moisture
pick-up during the cooling of the increment (stud-
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ied in an auxiliary experiment) as well as other pos-
sible errors due to differences between this proce-
dure and that employed for the gram-size test
samples.

It should be noted that the "moisture" error in
the third row does not involve questions about ab-
solute moisture content. Only errors associated
with differences in moisture content are pertinent
to the results (see end of section 2). Further, vapor-
ization of different amounts of moisture initially
present in a sample during different combustion
runs contributes no error since the dew point of the
gases leaving the calorimeter is continuously moni-
tored.

The error values given in the fourth through
sixth rows are due to the estimated uncertainty in
the total oxygen flow rate which is estimated to be,
at most, 5%. This estimate is believed to take into
account that the total flow rate is the sum of the
measured flow rates through six flow meters as
well as assumptions about the nonlinearity of some
of the uncalibrated flow meters.

The error values given in the seventh and eighth
rows are associated with the error in the assump-
tion that the total input oxygen and output product
gas flow rates are equal. The correct product gas
flow rate was calculated from the sum of the input
oxygen flow rate, the flow rate of water vapor in
the product gas (based on the measured water con-
centration), and the correction for the moles of
oxygen consumed in the production of water. The
latter correction was estimated from the measured
CO, concentration in the product gas and the stoi-
chiometric coefficients of the standard combustion
reaction using an empirical formula for MSW. The
error is very small because the combustible fraction
of the MSW is such that the amount of oxygen
consumed to oxidize hydrogen to water is small
and most of the water produced in the reaction
remains trapped in the collector.

The error value given in the ninth row is the
effect of treating the carbon component of the ash
as cellulose rather than elemental carbon. In the
10th row, we list the error associated with the
amount of sample (about I g) that may be dispersed
by the flowing gas prior to ignition and does not
get burned after the reaction starts.

The error in the 1 1th row is that associated with
the assumption that ARl of eq (1) is zero. The mag-
nitude of the contribution to AH, by the expansion
cooling (i.e., Joule-Thompson cooling) of the inlet
oxygen was estimated from the calculated mean
pressure drop of the inlet oxygen (0.34 atm) to be
34 J/min X At where At is the time during which
the inlet oxygen flow rate is 270 L/min. The kinetic

energy loss contribution to AH, is estimated to be
-31 J/min X At. The net effect on - AH,, is
0.000%.

The error in the 12th row is that associated with
the heat of wetting of the samples. The mean dif-
ference in the moisture content of the gram-size
test samples and the same parent processed MSW
samples is 0.00%. The mean difference in the mois-
ture contents of the unprocessed MSW minus that
of the corresponding "identical" processed incre-
ments is -0.07%. Using the data analysis given in
reference [19] and assuming the combustible com-
ponents are given cellulose the -0.07% moisture
difference, for example, corresponds to an esti-
mated systematic error of -0.002% to be added to
the average difference of -0.5% (see section 2).

The overall systematic error given at the bottom
of the table is calculated by adding the individual
errors algebraically. No error is given for degrada-
tion association with preparation (milling) of the
processed MSW samples from the unprocessed
MSW samples since the purpose of one of the sets
of the experiments was to determine this change.
The results as cited in section 2 indicate the error is
of the order -0.5% of-Al

The standard deviation of a single calibration ex-
periment is 0.2% of the average energy equivalent.
It is worth noting that this % CV is not primarily
due to the variation in the amount of water added
to the calorimeter. Separate tests of the filling tech-
nique were carried out using a load cell to inter-
compare the mass of the calorimeter vessel filled
with water with a 6000 kg tare mass. The % CV of
the ratio of the mass of the tare divided by the mass
of the full (water) calorimeter vessel was 0.01%.

The standard deviation of a single measurement
of AHf, for MSW samples is 0.4% of AHR,. Thus,
the overall uncertainty in a single measurement of
AH,, is ±0.8%, which is the sum of the standard
deviation of ±0.4% and the systematic error of
+0.37%.

6. Conclusions

1) A calorimeter capable of determining the en-
thalpy of combustion of kilogram-size samples of
MSW has been successfully constructed and oper-
ated. The number of experiments carried out to
date (April 1986) is approximately 60.

2) Samples have been successfully burned in
flowing oxygen near atmospheric pressure. Com-
bustion of the organic portion of the MSW to CO2

and HO is complete, in terms of the enthalpy of
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combustion, to 99.9 + % even when the initial mass
contains 35 mass % of noncombustible components
in intimate contact with the combustible compo-
nents. In the absence of these noncombustible com-
ponents, oxidation is complete to 99.99%.

3) The above degree of completeness of oxida-
tion is accomplished in spite of the fact that the
sample is burned as a single, multi-kilogram pellet
rather than in loose form. Combustion of the mate-
rial in pellet form has the major advantage of sim-
plifying the quantitative collection of ash and also
restricts the reaction zone to a smaller volume.

4) The % CV for calibration experiments is
0.2% and for measurements of -All,, of "un-
known" MSW samples is 0.4%.

5) Because of cost and time considerations, we
departed from a number of design and operation
dictums for stirred-water calorimeters with a con-
stant-temperature jacket. Because of manufacturing
considerations, the calorimeter design did not ex-
clude heat transfer by free convection with the sur-
rounding jacket. The calorimeter was operated at a
temperature above its jacket temperature to reduce
the duration of an experiment. The jacket water
temperature was allowed to drift about 0.2 'C. An
error analysis shows that the effect of all these de-
partures is each less the 0. 1%.

6) The overall uncertainty of a single calorimet-
ric result is judged to have an absolute value of less
than 1% by virtue of the calorimeter having been
designed and operated so that the cumulative con-
tribution of the individual possible sources of sys-
tematic error is of the order of ±0.4%.
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The Consultative Committee on Elec-
tricity of the International Committee
on Weights and Measures is considering
adopting sometime in the future 1) a
new value for the Josephson frequency-
voltage ratio 2e/h (e is the elementary
charge and h is the Planck constant) and
2) a value for the quantized Hall resis-
tance Rhele'. Both values are to be
chosen as consistent with their Interna-
tional System of Units (SI) values as
possible and would be used by every na-
tional standards laboratory which em-
ploys the Josephson and quantum Hall
effects to define and maintain their na-
tional or legal units of voltage and resis-
tance. Based on current knowledge, this
would lead to an increase in the U.S.
Legal Volt of about nine parts-per-mil-

lion (ppm) and an increase in the U.S.
Legal Ohm of about 1.5 ppm. Compara-
ble changes would be required in the
voltage and resistance units of most
other national, governmental, and indus-
trial standards laboratories throughout
the world. Many high-precision instru-
ments would also have to be readjusted
to make them consistent with the new
units. It is the purpose of this paper to
review in some detail the basis for these
proposed and potentially significant
changes.

Key words: electrical units; Josephson
effect; ohm; quantum Hall effect; volt.
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1. Introduction

The dominant system of units used throughout
the world to express the results of physical mea-
surements is Le Systeme international d'Uniths or
International System of Units, abbreviated SI. The
seven base units of the SI from which all other
units are derived are the meter (m), kilogram (kg),
second (s), ampere (A), kelvin (K), mole (mol), and
candela (cd) [1]i. These are, respectively, the unit
of length, mass, time, current, temperature, amount
of substance, and luminous intensity.

About the Author: B. N. Taylor is a physicist and
Chief of the Electricity Division. The division is
within the NBS National Measurement Labora-
tory.

' Numbers in brackets indicate literature references.

The SI electrical units most commonly used in
practice are those of potential difference (or elec-
tromotive force) and resistance; the volt (V) and
ohm ((2). These two units are derived from the
three SI base mechanical units (m, kg, s) and the SI
base electrical unit (A), the specific relationships
being

1 V=1 rn kg s 3. A`

1 Q = 1 m2 . kg .5-. A- 2

(1)

(2)

Because the SI definitions of the volt and ohm
embodied in eqs (1) and (2) are extremely difficult
to realize with high accuracy, national standards
laboratories such as NBS have historically used
practical representations of them to serve as the
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national or legal electrical units. For example, the
mean emf of a particular group of electrochemical
standard cells of the Weston type (each with an
emf of order 1.018 V) has traditionally been used to
define a laboratory or as-maintained national unit
of voltage VLAE, and the mean resistance of a par-
ticular group of precision wire-wound resistors of
the Thomas or similar type (each with a resistance
of order 1 (2) has similarly been used to define a
laboratory or as-maintained national unit of resis-
tance 0 LAO- The national unit of current ALAB is
then defined in terms of VLAB and the flB by
means of Ohm's law, ALAB=VLAB/..LAB, and does
not require its own separate representation.

A laboratory or as-maintained national system of
practical electrical units immediately raises two
questions: 1. How does one ensure that VLAB
and fLAD are constant in time when they are based
on artifacts? 2. How does one ensure that VLAB
and r are consistent with their SI definitions?
Problem I leads to the idea of monitoring or main-
taining laboratory units while Problem 2 to the idea
of carrying out absolute realizations of the SI elec-
trical units. Ideally one would like to solve both
problems simultaneously, that is, to maintain a lab-
oratory unit constant in time and consistent with its
SI definition by the same means and at the same
time, and at a level of accuracy which is in keeping
with the inherent stability of the artifacts used to
define it. However, because this stability is at the
level of parts in IO' per year (or for some very well
aged cells and resistors at the level of parts in 107
per year), it has not yet proved feasible to do so in
most laboratories.

It is important to recognize that Problems I and
2 both require solution. If the various national units
of voltage and resistance (and hence current) vary
with time, it will be difficult to make reproducible
and consistent electrical measurements within a
particular country as well as between different con-
tries. If the units are inconsistent with their 51 defini-
tions, electrical and mechanical measurements of
force, energy, and power will not yield the same
results. While there are no practical situations at
present where measurement accuracy is high
enough to make visible the known inconsistencies
between the SI mechanical and as-maintained elec-
trical units, it is inevitable that such situations will
arise as science and technology advance. More-
over, if all national units are consistent with the SI
they will be consistent with each other. This will
help ensure that electrical measurements made
throughout the world are compatible.

2. Maintaining Laboratory Units
2.1 Josephson Effect

The national standards laboratories of most ma-
jor industrialized countries now use the Josephson
effect [2] to define their unit of voltage and main-
tain it constant in time. A low-temperature, solid-
state physics phenomenon, the Josephson effect
occurs when two superconductors separated by 1-
2 nm (achievable with an oxide layer) are cooled
below their transition temperatures. If such a
Josephson junction is exposed to microwave radia-
tion of frequencyf, current steps appear in its cur-
rent-voltage curve at discrete or quantized values
of voltage. The voltage V, of the nth step and the
frequencyfare related by 2eVn =nhfwhere e is the
elementary charge and h is the Planck constant. A
Josephson junction can thus be viewed as a perfect
frequency-to-voltage converter with the constant
of proportionality being the invariant fundamental
constant ratio 2e/h. Numerically, 2e/h z4 8 4

MHz/jlV. Hence, the spacing between steps for
applied radiation of 10 GHz, a commonly used fre-
quency, is z2 0 gV. The amplitude of the current
steps decreases with increasing n and there are
practical limitations on the minimum useable size
of a current step due to electrical noise. The maxi-
mum step number n is thus usually restricted to
z2 5 0 for a single Josephson junction, correspond-
ing to a maximum junction voltage of z5 mV. Be-
cause frequencies can be readily measured to very
high accuracy, the Josephson effect can be used to
define and maintain VLAE to an accuracy limited
only by the uncertainty with which the voltage
across the Josephson device can be compared with
the 1.018-V emf of a standard cell. Typically this is
in the range 0.01 to 0.1 parts-per-million or ppm.
(Throughout this paper all uncertainties are meant
to correspond to one standard deviation estimates.)
The standard cell now serves only as a "flywheel,"
that is, as a means of preserving or storing VL",
between Josephson effect measurements.

The defining equation for VLAB based on the
Josephson effect is

(2 e/h)I)LA1-483 59? GHz/V, LAB, (3)

where (2e/h)LAB is the specific value of 2e/h
adopted by the laboratory to define VLAB. The
question mark is meant to indicate that several dif-
ferent values are in use at the various national labo-
ratories. For example, since I July 1972 NBS has
defined VNBs and maintained it constant in time
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with an uncertainty of 0.031 ppm using the value
[3]

(2 e/h)Ns-483593.420 GHz/VDs (4)

This particular number was chosen in order not to
introduce a discontinuity in the U.S. Legal Volt
when on this date NBS officially converted from
standard cells to the Josephson effect as the basis
for VNES. In contrast, a large number of national
laboratories, including the National Research
Council (NRC), Canada, the National Physical
Laboratory (NPL), U.K., the Physikalisch-Tech-
nische Bundesanstalt (PTB), Federal Republic of
Germany, and the Electrotechnical Laboratory
(ETL), Japan, as well as the International Bureau
of Weights and Measures (BIPM), use

(2e/h) A-u483594.000 GHz/1VAB , (5)

a value recommended in October 1972 by the Con-
sultatative Committee on Electricity (CCE) of the
International Committee on Weights and Measures
(CIPM) [4]. This means that the unit of voltage of
these countries and of the BIPM is 1.20 ppm larger
than that of the U.S.

The CCE value of 2e/h was chosen to be consis-
tent with the unit of voltage of the BIPM as it ex-
isted on I January 1969 based on a group of
standard cells. Acting upon a 1968 CCE recom-
mendation, on this same date BIPM decreased its
unit of voltage by 11.0 ppm to bring it into agree-
ment with the SI unit [5]. Thus the CCE value of
2e/h was intended to be consistent with the SI.
The 11 ppm decrease recommended by the CCE
was initially obtained from the results of NBS and
NPL current-balance absolute realizations of the SI
ampere with the help of a number of calculable
inductor and capacitor absolute realizations of the
SI ohm [6]. (It was later supported by results from
certain fundamental constant determinations [7,8].)
Most national laboratories also lowered their
voltage unit on I January 1969 [81, the size of the
decrease being determined by the difference be-
tween VLAB and VBIpM obtained in the 1967 tri-
ennial international comparison of national units of
voltage carried out under CCE auspices at the
BIPM by transporting standard cells [7]. For exam-
ple, on 1 January 1969 the NBS unit was reduced
by 8.4 ppm since in 1967 VNBS-VBIPM was found to
be -2.6 ppm.

Two other values of 2e/h are also in use: the
Central Laboratory of the Electrical Industries
(LCIE), France, employs [9]

(2e/h)LcIa 2483 5 9 4 .64 GHz/VLC1 E (6)

while the All-Union Scientific Research Institute
of Metrology (or Mendeleyev Institute of Metrol-
ogy, IMM), U.S.S.R., uses [10]

(2e/h),INN2 4 83 59 6 .l7 6 GHz/VIM . (7)

The French and U.S.S.R. units are thus 2.52 and
5.70 ppm larger than the U.S. unit, respectively.
The French value of 2e/h was chosen for the same
reason as was the U.S. value, that is, to prevent a
discontinuity in the French volt when converting
from standard cells to the Josephson effect as the
basis for VLCIE. The U.S.S.R value was selected in
the late 1970's to make VIM,, more consistent with
the SI unit and stems from an IMM analysis of cer-
tain fundamental constant determinations (to be
touched upon later).

2.2 Quantum Hall Effect

The quantum Hall effect (QHE) promises to do
for resistance-unit definition and maintenance what
the Josephson effect has done for voltage-unit defi-
nition and maintenance [1 1]. Like the Josephson ef-
fect the QHE is a low-temperature, solid-state
physics phenomenon. However, the materials in-
volved are semiconductors rather than supercon-
ductors. The QHE is characteristic of a
two-dimensional electron gas (2DEG) realized, for
example, in classic Hall-bar geometry, high-mobil-
ity semiconductor devices such as silicon MOS-
FETs and GaAs-AlGa,-,As heterostructures
when in an applied perpendicular magnetic field of
order 10 T and cooled to a few kelvin. Under these
conditions the 2DEG is completely quantized and
there are regions in the curve of Hall voltage vs.
gate voltage for a MOSFET, or Hall voltage vs.
magnetic field for a heterostructure, where the
Hall voltage remains constant as the gate voltage
or magnetic field is varied. On these so-called Hall
plateaus the Hall resistance RH(i), defined as the
ratio of the Hall voltage of the ith plateau VH(i) to
the current 1through the device, RH(i)= VH(i)/I, is
quantized and given by RH(i)=h/(e i) with the
quantum integer i equal to the plateau number. Nu-
merically, h/e 2z25812.8 ( and hence the resis-
tance of the readily obtainable i=4 plateau is
* 6 4 53 .2 Q. A QHE device can thus be viewed as a
resistor whose resistance depends only on the fun-
damental-constant ratio h/e 2 . As such it can be
used to define and maintain flB to an accuracy
limited only by the uncertainty with which the re-
sistance of the device (when on a plateau) can be
compared with the 1-fQ resistance of a standard
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resistor. Eventually this is expected to be in the
range 0.01 to 0.1 ppm for all laboratories; 0.022
ppm is the smallest uncertainty reported to date
[12]. In analogy with the standard cell and the
Josephson effect, the standard resistor would serve
only to store nLAU between QHE measurements.

The defining equation for CLAn based on the
quantum Hall effect may be written as

(h/e')LBB258l2.8? IQ LAB , (8)

where in analogy with eq (3) (h/e' 2
)LAH is the

specific value of t e2 adopted by the laboratory to
define QLAU. (In this case the question mark means
that a specific value has yet to be adopted by any
laboratory.) The combination of constants h/e 2 has
been termed the quantized Hall resistance RH. It is
related to the inverse of the fine-structure constant
a, the dimensionless coupling constant or funda-
mental expansion parameter of quantum electrody-
namic theory (QED), by

h/e2 sRn=gtca</2 . (9)

Here 1to is the magnetic permeability of vacuum
and exactly equal to 4 7rX 10-7 N/A 2. (Note that I
N= 1 m - kg * S-2 and that in the SI the ampere is
related to the meter, kilogram, and second in such
a way that tto is an exact constant). The quantity c
is the speed of light in vacuum and as a result of the
recent redefinition of the meter [13] is an exact con-
stant given by c 2299792458 m - s-'. Since both ,
and c are defined constants, if a` is known from
some other experiment with a given uncertainty,
R,, will be known with the same uncertainty.

All of the major national standards laboratories
as well as the BIPM are currently putting into
place the apparatus necessary to define and main-
tain their unit of resistance using the QHE. How-
ever, as of this writing no laboratory has officially
converted to the QHE; most national units of resis-
tance are still based on the generally time-depen-
dent, mean resistance of a particular group of
wire-wound resistors. For example, in the U.S.
flNHS is still defined in terms of the mean resistance
of five specific Thomas one-ohm resistors and, as
will be noted later, is decreasing relative to the SI
unit by about 0.06 ppm per year [14,15]. Since the
drift of the unit of resistance of a number of other
countries and of the BIPM is comparable [15], in
analogy with the present state of the various na-
tional units of voltage brought about by the
Josephson effect, implementation of the QHE will
at the very least lead to the various national units

of resistance remaining constant relative to the SI
unit and one another, and to their differences al-
ways being well known.

3. Absolute Realizations

While the Josephson and quantum Hall effects
allow VLAB and QLAO to be maintained constant in
time with an uncertainty between 0.01 and 0.1
ppm, thereby solving Problem I above, unless 2e/h
and RH are known in SI units to the same level of
accuracy, the as-maintained and SI systems of elec-
trical units will not be consistent and Problem 2
above will remain unsolved. In practice there are
two general approaches to determining 2e/h and
RH in SI units. The first is to carry out experiments
to realize directly the SI definitions of V, £2, and A
or equivalently, experiments which use electro-
magnetic theory in combination with the SI defini-
tions; the second is to carry out experiments to
determine various fundamental constants from
which V, £2, and A may be indirectly derived. As it
will shortly be shown, the latter approach can yield
uncertainties comparable with or smaller than
those of the former.

3.1 Direct Determinations

The following is a brief summary of some of the
ways the SI volt, ohm, and ampere are being di-
rectly realized at present [16].

Volt. By measuring the force between elec-
trodes to which a voltage known in terms of VLAB
has been applied, and the capacitance between the
electrodes (determined in SI units via a calculable
cross capacitor as discussed below), the ratio
VLAB/V can be obtained. In practice, determining
this ratio is what is meant by the terms "absolute
realization of the volt" or "realization of the SI
volt." Defining (Kv)LAB=VLA./V and recognizing
that ( 2 e/h)LAB is used to define VLAn, we may write

(KV)LABeVLAn/V=(2e/h)LAB/(2e/h) . (10)

A realization of the SI volt is thus equivalent to
determining 2e/h in SI units [recall that ( 2 e/h)LAB

is an adopted number with no uncertainty]. The
smallest uncertainty reported to date for the direct
realization of the SI volt is about 0.3 ppm [17], at
least an order of magnitude larger than the uncer-
tainty with which VLAB may be maintained via the
Josephson effect.
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Ohm. The SI ohm may be realized using a so-
called Thompson-Lampard calculable cross capac-
itor [16] which allows the capacitance of a special
configuration of electrodes to be calculated (in SI
units) to very high accuracy from a single length
measurement and the permittivity of vacuum e,.
(Since 60= -- I/jc 2 and Va and c are exactly known
constants, co is also exactly known.) The
impedance of the calculable capacitor is compared
with the resistance of the one-ohm standards which
represent £2LAn using a complex series of bridges.
Defining (Kn)LAnf2 4v/£2 and assuming (RI)LAB
is used to define 2LAE, we may write

(KQ)LAB n2LABu/f=RFA(RH)LA- (11)

A realization of the SI ohm is thus equivalent to
determining RH in SI units, which in turn is equiva-
lent to determining the inverse fine-structure con-
stant [see eq (9)]. The uncertainty of such an
experiment is on the order of 0.03 to 0. 1 ppm, com-
parable to the yearly stability of good resistance
standards and the accuracy with which t1LAB may
be currently maintained via RH However, because
of the complexity of the experiment only one labo-
ratory in the world has yet been able to maintain its
unit of resistance consistently via the calculable ca-
pacitor. It would thus appear that the QHE will
become the method of choice in most laboratories.

A4mpere. By measuring the force between coils
of known dimensions carrying a current known in
terms of ALAB, the ratio AAB/A can be deter-
mined. Defining (KA)LABl ALA/A, we may write

(KA)LABn2ALAB/A = (Kv)LAB/(Kn)LAB . (12)

A realization of the SI ampere measures neither
2e/h or R. but the product (2 e/h)RH [see eqs (10
and 11)], which is equivalent to measuring the ele-
mentary charge e in SI units. The smallest uncer-
tainty claimed to date for such an experiment is 4
ppm [18], about two orders of magnitude larger
than the uncertainty with which ALAB can be main-
tained via the Josephson and quantum Hall effects.

It should be noted from eq (12) that the determi-
nation of any pair of the three quantities (KA)LAB,
(KV)LAn, and (Kn)LAB is sufficient to yield a value
for the third. Hence, accurate measurements of all
three can provide a useful check of their consis-
tency.

3.2 Indirect Determinations

As indicated above, (Kv)LAB, (Kn)LAB, and
(KA)LA. may also be obtained from appropriate

combinations of various fundamental physical con-
stants. In addition to go, c, (2e/h)LAB, and (RH)LAB

discussed above, these include (with the smallest
uncertainty currently achieved shown in parenthe-
sis [15,19,20]), the Rydberg constant for infinite
mass R, (0.00055 ppm), the magnetic moment of
the proton in H, in units of the Bohr magneton
e ¾/,u. (0.011 ppm), the molar mass of the proton
M, (0.012 ppm), the ratio of the proton mass to
electron mass mp/m, (0.020 ppm), the inverse fine-
structure constant a-' (0.038 ppm), the Faraday
constant measured in laboratory electrical units
FLAB (1.3 ppm), the gyromagnetic ratio of the pro-
ton in H2O measured by the low and high field
methods in laboratory electrical units 7Y(loW)LAB
and y,(high)AR (0.21 ppm and 1.0 ppm, respec-
tively), and the Avogadro constant NA (1.3 ppm).

It should be recognized that the electric-umit-de-
pendent constants in the above group have not all
been measured in the same national standards labo-
ratory and thus in terms of the same set of national
electrical units. It is possible, however, to re-ex-
press all such quantities in terms of a single set of
laboratory units, for example, those of BIPM, with
little loss in accuracy by using the known values of
(2 e/h)LAB and the results of direct resistance-unit
comparisons carried out by means of transportable
resistance standards. [If the national laboratories
carrying out the measurements had been using the
quantum Hall effect to define and maintain their
unit of resistance, the required resistance-unit dif-
ferences could have been readily obtained from the
known values of (RH)LAB adopted by the different
national laboratories.]

As might be imagined, there are a number of dif-
ferent combinations of these constants which yield
values of the three quantities (Kv)LAB, (Kn)G,,n and
(KA)LAD [14,19,20]. For example, for the volt one
has

(Kv)jiph-= jioC'A4.'2e/h) )IPM
16R . (mP/m a NA (13)

where we have assumed all electric-unit-dependent
quantities have been expressed in terms of the labo-
ratory units of BIPM. Based on the uncertainties
given above for the relevant constants entering eq
(13), it yields an indirect value of (KV)BIpjt with an
uncertainty of about 0.65 ppm, only about twice
that of the most accurate direct SI volt realization
reported to date [17]. [Equation (13) was used by
the U.S.S.R. to derive the value of (2 e/h),MM given
in eq (7).]

For the ohm one may write
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I ~fl.Ly~~~2C/h)BI~M per year. The U.S. unit of resistance is smaller than
() o'(R)ftzd(2elh)BJPM (14) the SI unit by approximately the same amount and
B'~'-16R<=,(R,,)slrMipm"(IOW)sPM is decreasing at about the same rate as the BIPM

unit. Most other national units of resistance also
which yields an indirect value of (K,)LAB with an differ from the SI unit by less than 2 ppm and are
uncertainty of about 0.07 ppm. This is comparable drifting relative to the SI unit by less than 0.1 ppm
with the uncertainty of direct calculable capacitor per year.
determinations. Because of the relatively large differences be-

For the ampere one has tween national voltage and resistance units and the
SI, and the rapid development of the quantum Hall

,2 '(IOW)BIPM effect as a resistance standard, the CCE is consider-
(KA)EIPM= MrYP(IOWIPMPM , (15) ing adopting in the future 1) a new value, consis-

(m/m,)(4'/trn) FBIPM tent with the SI, for the Josephson

frequency-voltage ratio 2e/h to be used by every
gives an indirect value of (KA),IpM with an uncer- national standards laboratory which employs the
tainty of about 0.7 ppm. This is significantly less Josephson effect to define and maintain its labora-
than the uncertainty of present-day direct current tory unit of voltage; and 2) a value for the quan-
balance determinations which is in the range 4 to tized Hall resistance RH, consistent with the SI, to
10 ppm [7,8,16,18,19], and only about twice as be used by evey national standards laboratory
large as that obtained from the relatively new ap- which employs the quantum Hall effect to define
proach of equating electrical and mechanical work and maintain its laboratory unit of resistance.
[21].

5. Conclusion
4. Prognosis

Based on all of the data currently available, in-
cluding both direct and indirect realizations of the
SI electrical units as outlined above, there is strong
evidence (first pointed out nearly a decade ago
[22]) that the value of the Josephson frequency-
voltage ratio adopted by the CCE in 1972 is
smaller than the SI value by about 8 ppm with an
uncertainty of about 0.3 ppm [14,15,17,19,21]. This
means that the laboratory unit of voltage main-
tained by the BIPM and all of the other national
standards laboratories which use the 1972 CCE
recommended value of 2e/h is smaller than the SI
unit by this same amount. For France and the
U.S.S.R. the corresponding figure is about 6.7 and
3.5 ppm, respectively. Since (2e/h)CCE exceeds
(2e/h)NDs by 1.2 ppm, the SI volt exceeds the U.S.
Legal Volt by about 9.2 ppm. Thus, to bring the
U.S. unit into agreement with the SI unit would
require that the U.S. unit be increased by this
amount. The observant reader will notice that this
would bring the U.S. unit essentially back to where
it was (within I ppm) prior to its 8.4 ppm decrease
on I January 1969.

In a similar manner, based on all of the data cur-
rently available [14,15,19], there is strong evidence
that the BIPM unit of resistance is about 1.6 ppm
smaller than the SI unit with an uncertainty of
about 0. I ppm and that the BIPM unit is decreasing
relative to the SI unit at a rate of about 0.06 ppm

If the results of new, more accurate experiments
currently underway are consistent among them-
selves and reaffirm the results of the earlier experi-
ments upon which the differences given above are
based, then an increase in the U.S. Legal Volt of
approximately 9 ppm and in the U.S. Legal Ohm of
approximately 1.5 ppm could be expected some-
time within the next five years, along with the im-
plementation at NBS of the quantum Hall effect to
define and maintain the U.S. unit of resistance.
Similar changes would be made by other national
standards laboratories as well as the BIPM. The
end result would be that most major national stan-
dards laboratories would have in place two quan-
tum phenomena, the Josephson and quantum Hall
effects, to define and maintain their national electri-
cal units in terms of invariant fundamental con-
stants of nature to within an uncertainty of 0.01 to
0.1 ppm. Since all laboratories would use the same
values for these constants and these values would
be consistent with their SI values to within an un-
certainty of 0. I to 0.3 ppm, the practical electrical
units for voltage, resistance, and current of most
major industrialized countries would be equivalent
to within an uncertainty of 0.01 to 0.1 ppm and
consistent with their SI definitions to within an un-
certainty of 0. I to 0.3 ppm. This would clearly rep-
resent a major advance in ensuring the compatibil-
ity of electrical measurements made throughout
the world and their consistency with the SI.
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Technical News Briefs

New Technical Developments

NEW WAY TO MEASURE CORROSION
IN HIGHWAY BRIDGES
NBS has developed a new system for highway en-
gineers to measure the corrosion rate of steel rein-
forcing bars in concrete. The system will provide
engineers with a way to evaluate the effectiveness
of various surface coatings and sealers applied to
bridge decks to reduce internal corrosion. The
technique, developed for the Federal Highway
Administration, uses a portable, computerized sys-
tem for making nondestructive spot measurements
within a matter of minutes. It eliminates the need to
bore holes in concrete to inspect steel reinforcing
bars. The system consists primarily of a small com-
puter, a data logger and two probes for sending
and receiving electrical impulses. Measurements
are made by placing the probes on a bridge deck to
make contact with internal steel reinforcing bars.
One of the probes is used to polarize the steel bars
and the other is used to measure the change in
voltage. The new system has wide potential for in-
specting buildings, parking garages, and other rein-
forced concrete structures subject to corrosion.

For further information contact Edward
Escalante, National Bureau of Standards, Gaithers-
burg, MD 20899.

ARSON DETECTION IS GOAL OF ANALYTI-
CAL METHOD BEING DEVELOPED
Experiments in analytical chemistry have uncov-
ered a technique that shows promise as a method of
detecting arson. NBS scientists have found that the
fire "accelerants" many arsonists use, such as gaso-
line and kerosene, produce specific by-products
that become part of soot. Known as polycyclic aro-
matic hydrocarbons (PAHs), these products can be

removed by solvent extraction from sooty deposits
sampled at the scene of a fire. Gas chromatography
is used to detect PAH presence. The technique has
been successful in identifying PAHs both in soot
from controlled laboratory fire tests and in samples
taken from on-location fires started with acceler-
ants. The Treasury Department's Bureau of Alco-
hol, Tobacco and Firearms has provided soot
samples from training fires in abandoned residential
buildings. While NBS researchers describe the
PAH test as "a simple one that could be easily used
as a forensic device," they emphasize that the
method is only experimental at this point and that it
cannot be applied to all arson situations. NBS plans
to test the technique further and to produce a re-
port aimed at forensic chemists.

For further information contact Stephen
Chesler, National Bureau of Standards, Gaithers-
burg, MD 20899.

NBS IMPROVED PHASE ANGLE DEVICE
DESCRIBED IN REPORT
The invention of a 50-kHz phase angle calibration
standard by an NBS physicist received consider-
able attention when it was announced in 1985.
Three commercial versions of the device are
presently on the market. Now the inventor has au-
thored a technical report [1] that gives a detailed
description of the device and suggestions for its ef-
ficient operation. Calibrated phase angle equipment
is needed for such applications as testing aircraft
instruments, tracking satellites, and checking the
functioning of electrical power lies. The NBS-de-
veloped device improves the speed of existing
phase angle calibrators by 10 times or more. It
works by creating two sinusoidal signals with an
accurately known phase angle between them. Sig-
nals are generated using digital waveform synthesis
and are programmable in amplitude (0 to 100 V)
and in frequency (2 Hz to 50 kHz).
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For more information contact Raymond Turgel,
National Bureau of Standards, Gaithersburg, MD
20899.

Reference
[1] NBS 50 kHz Phase Angle Calibration Standard (TN 1220),

Stock Number 003-003-02726-0, the Superintendent of Doc-
uments, U.S. Government Printing Office, Washington, DC
20402 (price $4, prepaid).

EXPLOSION INVESTIGATION UNCOVERS
WIDE POTENTIAL HAZARD
NBS researchers' findings into a steel pressure ves-
sel accident should concern the operators of hun-
dreds of similar pieces of equipment all over the
United States and the world [1]. The tank, at the
Union Oil Company's Chicago refinery, apparently
had been built properly, operated properly, and in-
spected at regular intervals. Nonetheless, it devel-
oped severe cracks and failed, with fatal results.

At the request of the U.S. Occupational Safety
and Health Administration, and after an on-site in-
spection by NBS researchers, pieces of the de-
stroyed tank were shipped to the Bureau's
laboratories in Boulder, CO, for examination.
There, exhaustive tests determined the composition
and strength of the materials used, the condition of
the tank before it failed, and the probable sequence
of events leading to failure.

Chemical and mechanical testing showed that
the materials used to build the tank met or ex-
ceeded specifications, and that the welds were
stronger than the base metal.

Corrosion and hydrogen cracking tests per-
formed on samples from the tank showed that the
materials were susceptible to hydrogen pressure
cracking in the sort of environment that existed in
the tank.

Magnetic particle, ultrasonic, and metallurgical
studies of the fracture surfaces and adjacent areas
revealed that extensive cracking had occurred, par-
ticularly in the heat-affected zone near repair
welds. These areas near welds were hardened by
the repair welding and especially susceptible to hy-
drogen cracking. One of the cracks extended more
than nine-tenths of the way through the inch-thick
tank wall, leaving insufficient steel to contain the
internal pressure. Once a leak penetrated at this
crack, the crack continued to grow right around
the tank, like unzipping a zipper. The final, near-in-
stantaneous fracture was triggered by this crack
because the toughness of the steel had been re-
duced by hydrogen embrittlement.

Reference
(1] Examination of a Pressure Vessel that Ruptured at the

Chicago Refinery of the Union Oil Company on July 23,

1984 (NBSIR 86-3049), Stock Number PB 226594/AS, Na-
tional Technical Information Service, Springfield, VA
22161 (price $22.95, prepaid).

COMPANIES, AGENCIES STUDY IMPROVED
FLOW MEASUREMENTS
In an effort to reduce financial losses from inaccu-
rate measurements, several industrial makers and
users of meters that measure the multibillion-dollar
flow of materials through pipes-commodities
such as oil, natural gas, and chemicals-are work-
ing with NBS to examine ways of improving flow
metering.

Because research programs needed to under-
stand the complexities of fluid-flow phenomena are
costly, several corporations have entered into co-
operative agreements with NBS as cost-effective
approaches to improving flow measurements. One
such agreement, a consortium on meter "installa-
don effects," is investigating the persistent problem
of how to get satisfactory results from meters in-
stalled in "non-ideal" locations: too close to a pipe
"elbow" or valve for instance.

Another consortium is focusing on the perfor-
mance of vortex-shedding flowmeters, which de-
termine flow rate by detecting the whirl-shaped
vortexes produced by flow through the meter. The
goal is to combine the measurement expertise and
fluid research facilities at NBS with the industrial
needs of the consortium members.

For further information contact George
Mattingly, National Bureau of Standards, Gai-
thersburg, MD 20899.

NBS EXAMINES LITERATURE ON GASES
FROM BURNING PLASTICS
Smoke and toxic gases, not burns, kill 80 percent of
the people who die in fires. In a project partially
sponsored by the Consumer Product Safety Com-
mission, the NBS Center for Fire Research con-
ducted an extensive literature review on the
toxicity and chemistry of the gases produced when
seven synthetic materials were exposed to high
temperatures. More than 400 different gases were
identified.

Except in a few cases involving additives, the
literature shows that these seven plastics did not
produce extremely or unusually toxic products
when compared to those of other synthetic or natu-
ral materials. But NBS researchers note that these
exceptions cause concern that other untested mate-
rials or future formulations may produce such toxic
products. They also caution that toxicity is only
one factor in determining the total harmful effects
from a fire. Other factors to be considered include
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the quantity of material, its proximity to other com-
bustibles, ventilation conditions, and fire protection
systems. Separate reviews on each of the seven
materials are cited in an NBS summary report of
the literature reviews [1].
Reference
[13 A Summary of the NBS Literature Reviews on the Chemi-

cal Nature and Toxicity of the Pyrolysis and Combustion
Products from Seven Plasticsr Acrylonitrile-Butadiene-
Styrenes (ABS), Nylon, Polyesters, Polystyrenes, Poly
(Vinyl Chlorides) and Rigid Polyurethane Foams (NBSIR
85-3267), Stock Number PB 86-230679, National Technical
Information Service, Springfield, VA 22161 (price $9.95,
prepaid).

THREE DEVELOPMENTS IN SUPPORT
OF COMPUTER COMPATIBILITY
Efforts toward realizing computer compatibility
through Open Systems Interconnection (OSI) ap-
pear to be gathering momentum, if the following
three developments are accurate indicators:
* As the world's largest user of computers, the
Federal government is organizing itself to work
with industry to meet the special computer com-
patibility needs of Federal agencies.

NBS hosted the new "Government OSI Users
Committee," involving 15 Federal agencies, in its
first meeting on September 9. The group addressed
the Federal government's interest in emerging net-
work standards for computer compatibility. The
Office of Management and Budget is developing a
policy which would require the Federal govern-
ment to use products for computer-to-computer
communication which implement Open Systems
Interconnection (OSI) standards. OSI standards
provide a set of rules, known as protocols, which
enable information processing devices to communi-
cate with one another in a network. These stan-
dards will make it possible to connect off-the-shelf
computer products from different manufacturers
through a variety of communications technologies.
OSI development has extensive government and
private sector support. Over the next several years,
the committee will work with industry to acceler-
ate the development of OSI-compatible products
that meet the special needs of the Federal govern-
ment.

For further information contact Robert Blanc,
National Bureau of Standards, Gaithersburg, MD
20899.
* Twenty-five industry and government organiza-

tions have agreed to jointly develop OSINET, an
experimental computer network for Open Systems
Interconnection standards. To be coordinated by
NBS, this network will help speed up the develop-
ment and use of OSI in industry and government

It will enable cooperating organizations to build and
verify test systems, conduct company- to-company
testing, and carry out OSI-related research. Partici-
pants include: Amdahl, AT&T, Boeing Computer
Services, Charles River Data Systems Defense
Communications Agency, Digital Equipment Cor-
poration, General Motors, Hewlett-Packard,
Honeywell, IBM, ICL, Industrial Networking Inc.,
NBS, NCR Comten, Olivetti, OMNICOM, Proto-
com Devices, Retix, Sperry, System Development
Corporation, Tandem Computers Inc., The Ana-
lytic Sciences Corporation, Department of Agri-
culture, Department of the Navy, and Wang
Laboratories. These organizations plan to cooper-
ate with other groups, such as the Corporation for
Open Systems and the MAP/TOP Users Group,
that are advancing the development and use of OSI
standards.

For further information contact John Heafner,
National Bureau of Standards, Gaithersburg, MD
20899.
* In another development related to Open Sys-
tems Interconnection, NBS is working with the
Defense Communications Agency to build gate-
ways between Department of Defense protocols
and OSI protocols. The gateways will be used to
maintain the agency's operations during conversion
to OSI networks. A guest scientist from IBM is
working with an NBS research team to develop
automated techniques to test the gateways' com-
puter network being developed cooperatively by
25 industry and government organizations, includ-
ing NBS, IBM, and DCA.

For further information contact Stephen
Nightingale, National Bureau of Standards,
Gaithersburg, MD 20899.

REVISED FEDERAL STANDARD
FOR COBOL ISSUED
A revised Federal Information Processing Stan-
dard (FIPS) for the programming language
COBOL 11] went into effect October 1, 1986. A
one-year transition period will give industry time
to produce COBOL processors conforming to the
standard. (FIPS are developed by NBS for use by
the Federal Government.) The revised standard,
which was approved by the Secretary of Com-
merce earlier this year, adopts an American Na-
tional Standard (ANSI X3.23-1985) which reflects
major changes and improvements in the COBOL
specifications. The specifications are for use by in-
dustry as the reference authority in developing
processors and by users who need to know the pre-
cise syntactic and semantic rules of the standard
language. The FIPS also contains changes which
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recognize advances in programming technology
and make the standard consistent with other Fed-
eral standards for languages.
Reference
[1] FIPS PUB 21-2, COBOL, National Technical Infornition

Service (NTIS), Springfield, VA 22161; $42.

New Services From NBS

TELECOMMUNICATIONS LABS GET U.S,
INTERNATIONAL RECOGNITION FOR
TESTING SERVICES
Fourteen private sector laboratories that perform
electromagnetic compatibility (EMq and telecom-
munications equipment testing have been accred-
ited under the National Voluntary Laboratory
Accreditation Program (NVLAP) managed by
NBS.

'The laboratories were accredited for selected
test methods under a new electromagnetics labora-
tory accreditation program (Journal of Research,
Vol. 91, No. 2, p. 106). This LAP was established
by NBS at the request of five commercial testing
laboratories seeking international recognition for
EMC accreditation. International recognition of
'U.S. laboratories and test methods has been a high
priority of industry groups and manufacturers to
aid them in exporting their products to foreign
countries.

With NVLAP accreditation, the laboratories au-
tomatically receive international recognition for
their testing services through NBS' agreements
with the United Kingdom's National Measurement
Accreditation Service, Australia's National Associ-
ation of Testing Authorities, and New Zealand's
Testing Laboratory Registration Council. Under
these agreements, test data reports issued by an ac-
credited laboratory in one system are recognized
by the other national accreditation systems.

The laboratories accredited under the electro-
magnetic LAP are: Amador Corporation, AT&T
Information Systems, Communication Certfification
Laboratory, Continental Testing Laboratories,
D.L.S. Electronic Systems, Inc., Dash, Straus, and
Goodhue, Inc., Elite Electronic Engineering Com-
pany, Emaco, Inc., GTE Evaluation and Support
Department, MET Electrical Testing Company,
Inc., Norand EMC Test Lab, Retlif, Inc. Testing
Laboratories, R & B Enterprises, Underwriters
Laboratories Inc. Under NVLAP procedures, lab-
oratories can apply for accreditation in one or
more of the recognized test methods that make up
the electromagnetics LAP. The LAP provides

recognition to accredited laboratories that are ca-
pable of performing specific test methods for con-
ducted emissions, radiated emissions, and terminal
equipment compatibility in accordance with Fed-
eral Communications Commission (FCC) stan-
dards.

Established in 1976, NVLAP is a voluntary sys-
tem whereby organizations and individuals request
NBS to establish a laboratory accreditation pro-
gram. On an individual basis, laboratories seek ac-
creditation for having the competence to use
specific test methods.

"Competence" is determined by evaluating ap-
plicant laboratories to assure that they have the
equipment, staff, and procedures necessary to per-
form recognized tests in accordance with nation-
ally or internationally accepted standards or test
methods.

NVLAP-accredited laboratories pay annual fees,
go through on-site reassessment every 2 years, and
participate in scheduled proficiency testing to
maintain accredited status. The laboratories are
listed in the NVLAP directory that is distributed
worldwide.

Currently, approximately 200 laboratories are
accredited in programs administered by NBS for
thermal insulation, carpet, concrete, solid-fuel
room heaters, acoustical testing services, personnel
radiation dosimeters, commercial products (paint,
paper, and mattresses), building seals and sealants,
and electromagnetic compatibility and telecommu-
nications equipment testing. Other LAPs have
beenproposed for asbestos abatement, construction
testing services, electrical and safety testing, and
metals testing.

For further information, contact: Manager, Lab-
oratory Accreditation, A531 Administration Build-
ing, National Bureau of Standards, Gaithersburg,
MD 20899; telephone: 301-921-3431.

New Standard Reference Materials*

NEW STANDARD REFERENCE MATERIALS
WILL AID PCB ANALYSIS
Laboratories that use chromatographic instruments
to analyze environmental samples such as air and
water for the presence of polycblorinated
biphenyls (PCBs) should find Standard Reference
Material (SRM) 1585 useful. Developed for cali-
brating analytical equipment such as gas chromato-
graphs, SRM 1585 contains certified concentra-

'SRŽs cm be ordered from the Office of Standard Reference Materild,
NrS, Galthcrsbtrg, M O 20899, Telephone 301-921-2045.
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trations of eight related chlorinated biphenyls.
These were chosen because of their environmental
interest. For example, three are indicative of Aro-
clors 1254 and 1260, which are PCB mixtures
found in some transformer oils. SRM 1585, Chlori-
nated Biphenyls in 2,2,4-Trimethyl-pentane
(Isooctane), contains five sealed vials, each with
about 1.2 milliliters of solution. It is available for
$161.

New Standard Reference Data

BASIC TABLES FOR CHEMICAL ANALYSIS
NBS has published a new set of handy reference
tables of important data for use in analytical chem-
istry laboratories [1]. The tables include, in a single
source, information not easily obtainable elsewhere
about gas, liquid, and thin-layer chromatography,
infrared and ultraviolet spectrophotometry, nu-
clear magnetic resonance and mass spectrometry,
and "wet" chemical tests. Sections on hazardous
materials and unit conversions also are included.
Some typical tables are carrier gas properties, sol-
vents for liquid chromatography, infrared optics
materials and characteristics absorptions, natural
abundance of important isotopes, mass fragmenta-
tion patterns, and flammability hazards of common
solvents.
Reference
[1] Basic Tables for Chemical Analysis (TN 1096), Stock No.

003-003-02724-3, U.S. Government Printing Office,
Washington, DC 20402 (price $11, prepaid).
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