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Consensus Values and Weighting Factors

Robert C. Paule* and John Mandel*

National Bureau of Standards, Washington, DC 20234

May 12, 1982

A method is presented for the statistical analysis of sets of data which are assembled from multiple ex-
periments. The analysis recognizes the existence of both within group and between group variabilities, and
calculates appropriate weighting factors based on the observed variability for each group. The weighting
factors are used to calculate a "best" consensus value from the overall experiment. The technique for
obtaining the consensus value is applicable to either the determination of the weighted average value, or to
the parameters associated with a weighted least squares regression problem. The calculations are made by
using an iterative technique with a truncated Taylor series expansion. The calculations are straight-
forward, and are easily programmed on a desktop computer.

An examination of the observed variabilities, both within groups and between groups, leads to con-
siderable insight into the overall experiment and greatly aids in the design of future experiments.

Key words: ANOVA (within-between), components of variance, consensus values, design of experiments,
pooling of variance, weighted average, weighted least squares regression.

1. Introduction

e purpose of this article is to discuss the problem of
calculating "best" estimates from a series of experimen-
tal results. It will be convenient to refer to these
estimates as consensus values. Since experimental data
frequently come from many different sources, with each
having its own characteristic variability, the statistician's
problem centers on the appropriate weighting of the data
to obtain the consensus value(s). In order to achieve this
aim, the statistical analysis should recognize the ex-
istence of both within group and between group
variability. Both types of variability are considered here
to be random effects and are described by their
associated components of variance: the within set com-
ponent of variance for group i, o%., and the between set
component of variance, 0b.

Early attempts to solve the consensus value problem
have not explicitly recognized the existence of the be-
tween set component of variance. Attempts, such as the
Birge ratio method 111,1 are adversely affected by this
omission.

In this article we will deal with two types of problems.
The first is essentially the calculation of a weighted
average value and its statistical uncertainty. The second
problem arises in the fitting of a straight line or curve to
a set of data. The estimates both for the average and the
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'Figures in brackets indicate literature references located at the end of this
paper.

parameters of the fitted curve can be thought of as con-
sensus values, i.e., they should be the consensus of the
observed data. Both problems can involve several
sources of error. It will turn out that, because of the
similarity of the weighting problems in both types of
situations, a theoretical solution common to both pro-
blems can be derived. A solution for a more restricted
form of the first problem has been previously reported
12,3]. The mathematical aspects of the general problem
are outlined in the current paper.

An understanding of the nature of random error pro-
cesses associated with measurement systems is required
to develop appropriate weighting factors. The weighting
factors that are derived are not arbitrary, but are con-
trolled by the nature of the variability of the data.

2. Illustrative Examples

For purposes of exposition, artificial examples of data
sets will be used as illustrative material. Later in this
paper it will be shown that the procedures developed are
useful for the analysis of actual laboratory data.

To develop some feeling for "what is appropriate
weighting", let us examine two specific examples. For
the first example, consider that three measurements are
each made by method A and by method B, and that the
method A results are more precise. Assume, both here
and throughout this manuscript, that the relative ac-
curacies of the methods are not known. Let the following
be the measured values, and the corresponding coded
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values which are obtained by subtracting 200 from the
measured values.

Method A B

Measured Values 201.1 201.9 201.5 216 225 203
Coded Values 1.1 1.9 1.5 16 25 3

For ease of presentation, our evaluations will be made
using the coded values. Giving the same weight to all six
coded values result in a straight average of 8.1. Note that
the addition or loss of a single method B measurement
would likely result in a relatively large change of this
average. This is not desirable. Intuitively, we know that
we should give greater weight to the more precise (and
stable) method A results.

For the second example, consider that the
measurements by method A and B are equally precise,
but that many more measurements were made by
method A than by method B.

Method A B

Coded Values 2.0 1.0 1.5 1.8 1.2 1.7 16.3 16.8
(Measured Values-200.)

In this example, the values by the two methods differ
widely. Here again, we should not take a straight
average (Y = 5.3). To do so would strongly favor
method A, and we have no basis for preferring this
method. For these data, it is better to take separate
averages for each method, and to then average the two
averages (Y = 9.0). Note that this is a form of
weighting, and that it does not let the larger number of A
measurements overpower the B measurements.

3. Basic Statistics of Weighted Averages

It is well known that the weighted average of n values
of Y is calculated by the formula:

n

~ci yi
=alYl + a2Y2 +...

n

chi

i=1

where coi is the weight associated with the value Y, and
the a's are the corresponding coefficients. Statistical
theory shows that the variance of this weighted average
is minimized when the individual weights are taken as

the inverse of the variance of the individual Yi, that is,
c~i = I/Var(Yi). Low weights are given to values with
high variance.

Next consider the weighted average of m average
values, Ye:

m

EIcoiy
y=i=1 (1)

m i hi
M

i~i

where now'coi = 1 /Var(Yi). If both the Yi and the
Var(Yi) are known, then the weighted average of (1) is
easily calculated, and this is the consensus value. Thy
estimation of the proper value for the variance of Yij
however, is not always a simple process. To better
understand the problem let us return to the second exam-
ple, given above. It is easy to obtain YA = 1.533 and the
variance estimate

6

S2 (YA)

S2(yA) = ___=

nA

I (YE-YA

i=1 =0.0238 = (0.154)2
(6-1) *6

and YB = 16.55 and s2AyB) = 0.0625 = (0.250)2, but
one questions the reasonableness of the estimated
variances. How can the variances be so small, and the
two averages be so far apart? The answer is that the
above variance calculations only describe the internal
variability of the A or the B measurements, and do not
recognize the variability between the sets of
measurements. It is quite common, even among very
good measurements, to find large differences between
different sets of measurements 14]. To obtain a realistic
estimate of Var (Y)i, or correspondingly of coi, one must
evaluate a between set component of variance and in-
clude it in Var (Y.).

The use of a between set component of variance, in ef-
fect, treats the collection of systematic errors from the
various measurement sets as a source of random
variability. The existence of systematic errors in a
measurement process may require a word of explana-
tion. The systematic errors that are being described are
errors that remain after the extensive scientific develop-
ment of a measurement process. All major sources of er-
ror should have been eliminated, and calibrations with
multiple standards should have been made. What fre-
quently happens in this process is that many within set
errors are eliminated along with the larger between set
errors, such that the sensitivity of the analytical method
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increases to the point that a lower level of systematic er-
ror can now be detected. There are practical limitations
to the pursuit of this process, and frequently one must
live with a certain detectable level of between set
systematic error. Effects such as interferences due to
minor sample components will vary in different
laboratory environments and these effects are extremely
difficult to eliminate.

An essential point in our analysis is the assumption
that no information on systematic errors is available that
would allow us to place more confidence in any one set of
measurements as compared to the others. Thus, in this
analysis all sets have equal standing with regard to their
possible systematic errors. Our technique can, however,
be extended to cover situations involving different
assumptions.

The calculation of the between set component of
variance is readily accomplished by an iterative pro-
cedure, described in section 4. The sample estimate of
Var(Yd for method i, is obtained by combining the
within set component of variance, s 2., and the between
set component of variance, sg. For the second example:

S2
2- wA 2

=2y) -_ + 8 b

S.2

82ty) _= B + 2b
2 S

6 2

IY~ (YAY) 2 + I({YBGYB)2

Q _ _ 112 l=1
(6-1) + (2-1) = 0.1398

(2)

so that

52() -} 0.1398 2

6 +2b

and

-2y) 0.1398
2 +S

To summarize: The weighting constants used to
calculate the consensus value are obtained by taking the
inverse of the variances of the various set Yi. The proper
variances are a combination of the within and the be-
tween set components of variance. Under certain cir-
cumstances, a more stable pooled within set component
of variance may be used.

4. Calculation of the Between Set
Component of Variance

The proper weight for Yi is coi = 1 Var(Yj) and the
estimate of this quantity is:

The within set component of variance for method A is:

6

7 ( Yi-ch) 2

s i=- = 0.1427
(6-1)

Similarly,

S2 = 0.1250

and 4 A/6 and A2 /2 are equal to 0.0238 and 0.0625,
the quantities that we had previously (and incorrectly)
called S2 (yA) and s2 YB). For the proper s2(Y,) one needs
to add in sb. With an available S2 one calculates
estimates for S2(YA) and s2(YB) and tte corresponding
weights, wA and wB' and then proceeds by eq (1) to ob-
tain a valid estimate of the consensus value, Y.

If the sA, are quite similar, as they are in the above ex-
ample, one can make an improvement by using a more
stable pooled s2. There should, of course, be a
reasonable scientific and statistical basis for pooling the
within set variability. For the current example,

Ii =[_'+ i]
- 1

(3)

Depending on the nature of the data, the within set
variance may or may not be pooled. For either case,
however, s2 must be evaluated. This is accomplished in
the following way.

From the definition of coi we obtain the relation:

co1Var(Yi) = 1

or equivalently (4)

Var(#3i1) = I

For any given set of coi, this variance can be estimated
from the sample by the formula

m

I w),(Y-})2
z iYi"P

s2(co1 g) = i
a(r-lI
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Equating this estimate to its expected value (unity, see eq
(4)), we obtain

m

i;; l c,(y, - j)2
{m-1)

I

where Y is the estimate of the consensus value as given
by eq (1). The estimate of Y depends on knowing the wi.
These can be calculated from eq (3), once s2 is known.
Thus, the only problem is to estimate sb. Equation (5)
provides the means for calculating sb through an iter-
ative process.

Define the function:

m

F(s2) = .(Y.1)2 - (m-1) (6)
i=1

In view of eq (5), s2 must be such that F(s2) = 0. For
ease of notation let sE = V. Start with an arbitrarily
selected initial value, v.. It is desired to find an adjust-
ment, dv, such that F(v0 + dv) = 0. Using a truncated
Taylor series expansion, one obtains:

F(v0 + dv) F +(aF dvO = 00 k~~~\av J)

this last iteration.
The small data set of our second example will now be

used to illustrate the iterative procedure. Let the first
estimate for s2 be 100. In calculating the coi from eq (3),
it is seen that the first term of the right-hand side is a
fixed quantity and that the values for the A and B sets
have been previously calculated to be .0238 and .0625,
respectively. Thus, coA = 1/(.0238 + 100.) = .0099976
and COB = .0099938. The YA and YB are 1.533 and
16.550, respectively.

From eq (1), Y
From eq (6), F0
From eq (7), dv

= 9.0400
= .1270
= 11.28

The next iteration would start with a value of 111.28 for
S2, and would repeat the above set of calculations with
this new value. After two additional iterations, v is equal
to 112.7120 and dv is less than .0001. The final P is,
9.0402. (The uncoded Y is, of course, 209.0402.)

In this illustration the initial v value was reasonably
close to its final estimate. More discrepant initial values
will require only a few additional iterations. It can be
shown that the iteration process always converges.

The pooled estimate of the s2 (= 0.1398) could have
been used for the above iterative calculations. The final
results would be very similar (s2 = 112.7085 and Y =
9.0399). For either case, the iterative calculations are
easily programmed on a desktop computer.

5. Discussion

/FO\dv = -
\ay

Evaluating the
obtains:

dv =

partial derivative in this equation, one

Fo
m 1
iC O(2 -Y-Y)2°
i=1 I I( Jo-

The adjusted (new) value for v is:

New vo = Old vo + dv

This new value is now introduced in eq (1), (3), (6),
and (7) and the procedure is iterated until dv is satisfac-
torily close to zero. If at any point in the iteration process
a negative value is obtained for v, this value should be
replaced by zero and the iteration continued. The last v
is the s2 we seek. The coi and Y are also obtained from

The above iterative calculations for the weights and
the weighted average are recommended. The calcula-
tions are based on the recognition of both within and be-
tween group variability. The calculated consensus value
is, in general, neither the grand average of all
measurements, nor the average of measurement set
averages. These overall averages merely describe two op-
posite weighting situations from our more general
weighting eq (3). To illustrate this point consider the case
where a pooled SA is used in eq (3). When the 2 term of
this equation is zero, the weights for the Yi are all pro-
portional to ni. All individual measurements are
therefore weighted equally. When, however, s2 is
relatively large, the s2 /ni term of eq (3) is essentially
without effect, and all the measurement set averages are
weighted equally. Equation (3) also gives proper
weighting for all intermediate cases. In addition, it
describes the situation where the within set components
of variance are different for different sets of
measurements, and takes account of any differences in
the number of replicates (ni) in the various groups.
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The ready availability of programmable desktop com-
puters strongly encourages the use the iterative ap-
proach. Since one can easily do the calculations, there is
little reason to not use proper weighting.

The examples to this point have been chosen to be
easily worked by hand. They describe situations where
the intuitive answers are obvious. The examples use of
only two measurement sets, however, is not recommend-
ed in practice since there is a very limited sampling of
measured differences between sets. Such a limited
sampling results in a s2 estimate that is quite uncertain.
The use of many sets of measurements is recommended
since this results in greater stability of the estimates.

6. Calculation of the Standard Error of
the Weighted Average

All practical applications of the weighted average will
require some estimate of its uncertainty. Accordingly,
the standard error (standard deviation) of the weighted
average should be calculated. The derivation of the stan-
dard error of Y is straightforward if one considers the
final coi estimates as constants.

hi
and

Var(Y) =

I coVar(Yd)
( 1 I =

(7 ~)
i

E CDI1(O/@)
I

(I (OA)d

i

TCi

This value is seen to be quite reasonable when one
remembers that the uncoded group averages for methods
A and B were 201.53 and 216.55. Notice in this exam-
ple that the between set component of variance is the
predominant factor in the standard error.

7. Example of an Interlaboratory Experiment
Using the Weighted Average

Five laboratories have made a number of determina-
tions for the heat of vaporization of cadmium [5]. In this
experiment, each laboratory had a noticeably different
replication precision, and each performed a different
number of determinations to obtain its average value.
We now wish to determine the consensus value (weighted
average) from this interlaboratory experiment. The in-
formation from the experiment is listed below, along
with the s2 calculated by the iterative procedure.

Lab i Avg. Value nIns 2 . 2n

1 27,044 6 3
2 26,022 4 76
3 26,340 2 464 x103 105x10 3

4 26,787 2 3
5 26,796 4 14

In the process of examining
three averages were calculated.

the data, the following

Average of averages
Average of individual measurements
Iterative weighted average

26,598
26,655
26,713

The sample estimate of the standard error of Y is easily
obtained from the final iteration of Y. It is simply the in-
verse of the square root of the sum of the weights. Note
that the latter quantity has already been calculated as
the denominator of Y.

Standard Error = I

17Wi

The standard error is reduced by the use of a larger
number of sets of measurements, i.e., by more coi.

The standard error associated with the Y = 209.04
from our previously worked example is calculated as
follows:

Standard Error = 7.51

One notes that the iterative weighted average does not
fall between the other two averages. How can this hap-
pen? Basically, it is caused by the recognition of the in-
dividual within group variances in the weights for the
iterative weighted average. To better understand the
three averaging processes, let us order the laboratory
heat values and include the three sets of "weights" that
were used for the averages.

Weights For
Avg. of

Ordered Avg. of Measure- Iterative
Avg. Values Averages ments Procedure s2 In. 82

ti I b

26,022 1 4 5.5 76
26,340 1 2 1.8 464
26,787 1 2 9.3 x10-6 3 x103 105x103
26,796 1 4 8.5 f 14
27,044 1 6 9.31 3
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Note that the second and third columns contain relative
weights while the fourth column contains absolute
weights. The relative weights cause no problem for the
calculation of the weighted average since inspection of eq
(1) shows that any constant multiplier for the relative
weights will cancel out. An inspection of the three col-
umns of weights, as well as the ordered laboratory heat
values, shows that the weights for the iterative procedure
most strongly favor the higher laboratory heat values.
Column five of the table, in turn, shows why the iterative
weights most strongly favor the higher laboratory heat
values; the observed within group variability is smaller
for the laboratories that have the higher heat values.
This causes the Var(Yi) for these laboratories to be
relatively small and the weights to be relatively large.

This example with actual laboratory data shows that
one cannot automatically assume that the average of
averages and the average of measurements will bracket
the consensus value (weighted average). The weighted
average should be calculated. It is more sensitive to the
overall experiment and it responds to both the within-
and the between group variability.

It will next be shown that the iterative treatment of
weighting factors can be easily extended to the problem
of fitting lines by weighted least squares (regression).

8. Fitting Lines by Weighted Least Squares

According to statistical theory, the above defined
estimate of the weighted average is the value that
minimizes the sum of the weighted squared deviations of
the observed data (from the weighted average value). It
is a least squares estimate. A similar treatment is used in
weighted linear regression. Here, a pair of parameters,
namely the intercept and the slope of the line, are
estimated, rather than a single average. The procedure,
however, is again the minimization of the weighted sum
of squares of deviations. Here, too, both within set and
between set components of variance should be evaluated.

Consider the situation where a laboratory calibrates
an instrument using a series of standards. The
laboratory may not always make the same number of
replicate measurements with the different standards.
Thus there are different sets of replicate instrument
measurements (1) corresponding to a series of accurately
determined standard values (X). An example of a linear
calibration process is given in figure 1. Let us assume
that the linearity of the calibration curve has previously
been established. An examination of the figure shows
that the variability in the Y direction among replicates
obtained at the same X value is relatively small when
compared with the scatter of the clusters of points about
the straight line. Thus, two sources of variability are sug-

X

Figure 1

gested by the data. The Y replication variability
associated with a given X value is analogous to the
previously described within set component of variance,
sd2., and the variation shown by the scatter of the clusters
of points about the fitted line is analogous to the between
set components of variance, s .

The observed variance for the j-th replicate Y.
measurement made at a given Xi value will consist of the
sum of the within- and the between set components of
variance.

S2(y,,) = S2 + S2

For convenience of calculation, it is desirable to deal
with the averages of the replicate measurements. The
average of ni replicate measurements is denoted as Yi.
The observed variances for the averages are given by:

- wi
s2(y) = + S2

ni b

The within set variances of the above equation can be
evaluated for each distinct Xi value. It is possible, if
there is a consistent measurement process over the full
range of values, to obtain a pooled estimate of the within
set component of variance. This pooled estimate is ob-
tained in the same manner as described by eq (2), above.
In the current application, the different Xi values corres-
pond to the previously described different measurement
sets and there are now as many summations in the
numerator and denominator of eq (2) as there are
distinct Xi values.

Let us now assume that an appropriate between set
component of variance is available. The weights, coi =
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I/Var(Yd) can be evaluated, and a standard weighted
linear regression of Yi on Xi can be carried out (see either
the Appendix, or Ref. 16]). Thus, the regression problem
using weighted least squares centers on the determi-
nation of s2.

The sb value, for the regression case with an intercept
and slope, can be determined by the general iterative ap-
proach given above. Equation (3) now refers to the
within- and between set random errors in the Y
measurements. It is now used along with the following
modified iteration equations:

m

F (S2) = C(} -.i J) 2 - (m-2)
i=1

figure 2. The true line has both unit intercept and slope.
For this example, let us assume that "interferences" for
the X = 1 and the X = 5 standard samples are such
that the measured values will be about 0.2 units high.
Similarly, the X = 2 and X = 4 standards yield
results that are about 0.2 units low. Duplicate
measurements are made, and for simplicity assume that
these measurements have a fixed s2 value of 0.0008 (as
shown in fig. 2). With equal numbers of replicate
measurements, both the unweighted and the iterative
weighted regression calculations give the correct values
for the intercept and the slope.

(8)

71
Fo (9)

b 6

(Yi-Yi)

where A

Y.i = weighted least squares fitted value, i.e.,
Yi = a + bXi

The major modification is that instead ofkusing Y, we use
a weighted least squares fitted value Yi. Equation (8)
uses (m-2) rather than (m-1) degrees of freedom since we
are now estimating two parameters, i.e., the intercept
and the slope.

The procedure for iteration is little changed. An ar-
bitrary initial estimate for sbis taken and used with (3) to
obtain the weights. Next, a weighted linear reg ession is
made of Yi on Xi to obtain estimates a, b, and i. This is
followed by the use of eq (8) and (9) to calculate a correc-
tion for s2 The whole procedure is then repeated until
tie correction for s2 is negligible. The final S2, a, b, and
Y. are then saved for further interpretation and use.

The above procedure for performing a weighted linear
least squares fit can be easily extended to a weighted
quadratic, or higher order, regression of Y1 on Xi. For
example, to fit the equation Yi = a + bXi + cX9
change, in equation (8), the (m-2) to (m-3) to account f r
the addition of coefficient c, and use a quadratic fitted Yi
in eq (8) and (9).

9. An Example of a Weighted Least
Squares Fit

Let us examine the effect of different weighting factors
on the determination of the intercept and slope of a
calibration line. A greatly simplified example is shown in

5

4

y
3

2

A

0 1 2 3 4 5 6
X

Figure 2

Let us now, however, say that the experimenter is par-
ticularly interested in determining the intercept and that
he/she therefore makes six rather than two replicate
measurements using the X = 1 standard. For the sake
of simplicity, assume that the six Y measurements again
center at 2.2 and that s2 = .0008. Even though
everything looks nominally the same, the unweighted
regression calculation gives an intercept of 1.145 and a
slope of 0.9636. Obviously, the six points at X = 1
have pulled the left side of the line upward. If we carried
out the regression calculation using only the average Y
value for each X value we would obtain the correct in-
tercept and slope values. The average Y values are not
affected by the number of measurements used in each
average.

In this example, in which appreciably more
measurements. were made for one standard. than for the
others, and the replication error was relatively small, the
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1.0 2.18
/ 1.0 2.22

2.0 2.78
* 2.0 2.82

3.0 3.98
3.0 4.02
4.0 4.78
4.0 4.82
5.0 6.18
5.0 6.22
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unweighted regression leads to erroneous results. A pro-
per weighting procedure must prevent the measurements
at one standard from unduly influencing the fit. Equa-
tion (3) of our iterative weighted regression calculations
will properly control the weighting. In this example, the
so term in eq (3) dominates the weighting. Use of the
iterative weighted linear regression gives a = 1.0008
and b = 0.9998. If the data from this example were real
laboratory data, then our calculated a and b would be
the appropriate sample estimates.

10. Design of Experiments

The interferences associated with the live standards of
the above illustrative example have been ideally and ar-
tificially balanced. In real life situations the order in
which the interferences will occur will tend to be more
random. When the replication error is small, i.e., s, is
small relative to s2, the positions of the (Xi, Yj) points
will be mainly affected by these random sample in-
terferences. In that case, the use of a larger number of
standards over the range of measurement interest is
recommended since this favors a more even distribution
of these interferences, and a more accurate determina-
tion of the line. Furthermore when s2 is small relative to
S2 the use of large numbers of replicate measurements is
not recommended since these measurements are very in-
efficient in determining the position of the (Xi, YIJ
points.

Consider next the situation shown in figure 3, where
4 is large relative to 2 Here all of the average points
(Xi, Yi) are very uncertain. The interferences of each
standard sample is now completely overshadowed by the
variability in the replicate measurements. For this situa-

' I I - I I I

0

y~~~~~

X
Figure 3

tion one should make many replicate measurements with
all of the standard samples so as to minimize the replica-
tion uncertainty.

11. Summary and Conclusions

Calculation of consensus values, both in the form of
the weighted average or the weighted least squares
regression, requires a knowledge of the within- and the
between set components of variance. The individual or
the pooled within set components of variance can be
directly calculated from the experimental data. The be-
tween set component of variance can conveniently be
calculated from the experimental data using an iterative
technique which is based on a truncated Taylor series ex-
pansion. Consensus value(s) are also obtained by this
iterative technique.

A simple intuitive understanding of the within- and
between set components of variance allows one to more
efficiently design experiments for obtaining consensus
values.

The logical arguments for use of the within- and be-
tween set components of variance can be extended to
other areas of statistical analysis. Work is in progress for
extending the current techniques to nested analyses of
variance.
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Appendix

The formulas for estimating the slope and intercept by
weighted least squares are straightforward. The slope is
calculated from the observed m sets of (Xi, Yd) points.
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The interested reader may also wish to calculate the
standard errors of the above estimates of the slope and
the intercept, the formulas are:
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The intercept is obtained by the following formula.

[ m 1Fm
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A more detailed explanation of weighted least squares
fitting processes is contained in Ref. [6].
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1. Introduction

The Sixth International Symposiun on Temperature
was held in Washington, DC, March 15-18, 1982. The
live preceding symposia on Temperature were in 1971,
1961, 1954, 1939, and 1919. The symposium in 1919
was held in Chicago and called the Symposium on
Pyrometry. The symposia in 1939 and in 1954 were
held in New York City and in Washington, DC, respec-
tively; the fourth symposium was held in Columbus,
Ohio in 1961; the filth symposium was held in
Washington, DC in 1971. Except for the Symposium on
Pyrometry, the proceedings of these symposia have been
published under the title Temperature: Its Measurement
and Control in Science and Industry.

The sixth symposium was co-sponsored by the
American Institute of Physics, the Instrument Society of
America, and the National Bureau of Standards %NBS).

This symposium was held at a propitious time, coming
just prior to the meeting of the Comite Consultatif de
Thernom6trie (CCT) on 30 March to 1 April 1982, dur-
ing which that body deliberated on possible im-
provements in and extension of the International Prac-
tical Temperature Scale of 1968 (IPTS-68), delibera-
tions which may lead to a new Scale in 1987. The sym-
posium provided a forum for discussion of new
developments in thermometry, as well as for reviews of
the current situation. It brought to a focus the current
research and results of many efforts in thermometry and
revealed the areas where more work is needed, as well as
areas which are now well in hand. Concomitantly,
various problems with the IPTS-68 (non-agreement with
thermodynamic temperatures, extension of the
temperature range, adequacy of defining fixed points,

*Center for Absolute Physical Quantities, National Measurement Laboratory.

standard interpolating instruments, etc.) were addressed
which should assist the members of the CCT in devising
a new and more comprehensive scale. Considering the
enormous amount of work in thermometry, it is not sur-
prising that there were some duplications at the sym-
posium. Certain duplications are desirable, of course.

There were approximately 1200 registrants from 20
countries at the symposium and the exhibits, with about
480 symposium attendees. This was the first
temperature symposium at which there were commercial
exhibits of temperature equipment. Three hundred per-
sons attended just to see the exhibits, approximately 90
in number.

The principal areas of thermometry covered at the
symposium were: thermodynamic temperature measure-
ments and temperature scales, temperature fixed points,
spectroscopic (rotational, vibrational, NMR) and radia-
tion thermometry, electronic thermometry, vapor
pressure thermometry, resistance thermometry, thermo-
couple thermometry, medical thermometry, instrumen-
tation, automation, and calibration.

L. The Proceedings

The papers presented at the symposium are scheduled
for publication in September 1982 in Temperature: Its
Measurement and Control in &cience and Industry
(American Institute of Physics, New York, 1982), Vol.
5. The editor of that publication is James F. Schooley of
NBS, who was also the program chairman.

Ill. The Plenary and Technical Sessions

A. Plenary Session

At the Plenary session, the conference was opened by
the conference's General Chairman, Lawrence G.
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Rubin, of the National- Magnet Laboratory, MIT, USA,
who, in his brief introductory remarks, welcomed the at-
tendees and wished them a fruitful meeting. He then in-
troduced H. Preston-Thomas, of the National Research
Council (NRC), Ottawa, Canada, who, in turn, intro-
duced the keynote speaker, Ralph P. Hudson, of the In-
ternational Bureau of Weights and Measures (BIPM),
Sevres, France. Hudson's address was entitled,
"Temperature Scales, the IPTS, and its Future Develop-
ment."

In his remarks, Hudson gave a brief review of the
basic concepts of internationally-agree-upon
temperature scales, of events leading to the International
Practical Temperature Scales (IPTS), and of the prac-
tical considerations which influence their construction
and use. He mentioned some semi-official scales which
are widely used in certain temperature ranges and
discussed in detail the IPTS-68, the latest version of the
IPTS, and its presently-perceived deficiencies. He in-
dicated some of the ways in which the IPTS-68 could
possibly be improved and extended in the near future, in
the form of a new scale going to temperatures substan-
tially lower than that of the IPTS-68. Some new primary
thermometry data and instrumentation which will pro-
bably form the basis for constructing that revised scale
were reviewed. The advantages and disadvantages of the
prescribed standard instruments of the IPTS-68, in-
cluding their temperature regions of use, were also
discussed; some likely candidates for interpolation in-
struments for the revised scale and their possible ranges
of utility were described in some detail. The desirability
of removing the standard thermocouple from any future
scale definition was documented. In his concluding
remarks, the speaker briefly addressed the relationship
between state-of-the-art metrology and the requirements
of science and industry and some of the possible conse-
quences of revising the scale.

Throughout his talk, Hudson pointed out some
specific papers to be presented at the symposium which
concerned thermodynamic temperature measurements
and/or temperature scale work which he considered to
be particularly timely and relevant to discussions of a
new scale. The subject of the keynote address was itself
very timely in that it put the various aspects of
temperature scales in their proper perspective. This talk
thus set the stage for the entire symposium.

B. Technical Sessions

Immediately following the keynote address, the
technical sessions convened. There were 181 technical
papers presented at the symposium, distributed among
33 technical sessions, three or four parallel sessions at a

time. In addition, two afternoon sessions were devoted
entirely to approximately 15 Manufacturer's Applica-
tion Papers, and manufacturers' exhibits were open
three afternoons for the benefit of the participants. In
order to get comments from the symposium participants
concerning temperature scales, the CCT held an open
meeting on the last afternoon of the symposium.

A brief summary of the work reported at the technical
sessions follows.

1. Fundamental Thermometry and Temperature Scales

Although direct and simple methods for accurate
realization of thermodynamic temperatures remain
about as elusive as ever, the review of the measurement
of thermodynamic temperature by L.A. Guildner (NBS,
USA) et el. showed that remarkable improvements in
every technique have occurred in the eleven-year period
since the fifth symposium. While gas thermometry re-
tained superiority in accuracy except at the extremes of
temperature, measurements by noise thermometry,
acoustic thermometry, total- and spectral-radiation ther-
mometry, and dielectric constant gas thermometry have
reached a sufficiently high level of reliability to either
stand by themselves or to improve our confidence in gas
thermometer results.

H. Marshak (NBS, USA) presented details of work on
thermodynamic thermometry using gamma-ray
anisotropy. This method permits thermodynamic
temperature measurement by the only technique cur-
rently feasible in the very lowest range, potentially from
a few microkelvins to about 1 K, with an uncertainty of
no more than a few percent. Marshak reported that
results of noise-thermometer measurements agreed with
his 60 Co gamma-ray anisotropy results to within 0.5% in
the temperature range from 0.01 to 0.05 K.

The gas thermometry which sets the standard for ther-
modynamic temperatures from 2.6 to 27.1 K was per-
formed at the National Physical Laboratory (NPL), UK,
by K. H. Berry. He summarized that work and com-
pared the resulting practical scale, NPL-75, with the
IPTS-68, T 5 8 (4 He vapor pressure scale), and TXISU (the
Iowa State Magnetic scale). Berry's work has been con-
finned by other measurements, some of which were
presented at the symposium.

D. Gugan, et al. (Bristol Univ., UK) discussed dielec-
tric constant gas thermometry (DCGT) which, while
nominally gas thermometry, depends on the change of
the dielectric constant with gas density and, thus, is in-
tensive in nature, in contrast to the extensive quality of
regular gas thermometry. This method appears unusu-
ally attractive for its simplicity and high accuracy. With
this very different approach, Gugan reported values
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within 0.3 mK of Berry's results over the range from 4.2
to 27 K.

Gugan also discussed a re-analysis of his DCGT
isotherm data and of Berry's constant volume gas ther-
mometry (CVGT) isotherm results using a procedure
known as surface-fitting. This is a procedure in which all
the data from the isotherms are combined and then the
isotherm temperatures and the functional forms of the
virial coefficients are determined simultaneously from a
single, weighted, least-squares fit. He substantiated the
accuracy and smoothness of NPL-75 but the re-analysis
suggests that the values assigned to Berry's isotherm
temperatures need corrections of a few tenths of a
millikelvin. The re-analysis also showed that DCGT is a
good technique, that it is rather insensitive to details of
analysis, and that its internal consistency is easy to ex-
amine. This fitting technique also showed the necessity
of using the third virial coefficient for proper analysis of
CVGT data.

Measurements by acoustic thermometry have been
made at the NPL, UK, in the low-temperature range by
A. R. Colclough. He summarized the theory and practice
of acoustic thermometry, which as executed by him
yielded results agreeing with Berry's values to within
1 mK over the range from 4.2 to 20.27 K. The one ex-
ception was a difference of 2.2 mK at 17 K.

The CVGT effort at the CSIRO National Measure-
ment Laboratory (NML), Australia, was reported by W.
R. G. Kemp et al., and that at the Kamerlingh Onnes
Laboratory (KOL), the Netherlands, by P. P. M. Steur
et al. Both of these groups of researchers used reference
temperatures from NPL-75 and their results showed ex-
cellent consistency with the NPL results, from 13.8 to
27.1 K at the NML and from 4 to 27 K at the KOL.

Work is in progress to determine thermodynamic
values by CVGT at higher temperatures. The KOL ap-
paratus was designed for measurements up to 100 K,
and initial values up to 40 K were reported at the sym-
posium. A constant volume gas thermometer has been
built also at the National Research Laboratory of
Metrology (NRLM), Japan. Using this CVGT,
H. Sakurai reported preliminary measurements of the
temperature of the triple point of oxygen.

H. H. Plumb (NBS, USA) presented results of
analyses of acoustical isotherms at temperatures from 9
to 34 K. He has obtained values for the 4 He second and
third virial coefficients and they are B=16.8925 -
383.095/T - 150.665/T 2 (cm3/mol) and C=5788/T
cm6 moln2 , respectively. Plumb compared his measured
isotherm slopes (i.e., the term linear in pressure) with
those calculated from the second virial coefficients deter-
mined in other, non-acoustical experiments. He conclud-
ed that the close agreement of those slopes indicates the

inadequacy of the generally-accepted Helmholtz-
Kirchhoff correction, and that it is not applicable, in its
predicted entirety, to the acoustical isotherm data that
have been measured in the NBS acoustical thermometer.

A. R. Colclough described the refractive index ther-
mometer that has been built and tested at the NPL, UK.
He showed that the accuracy to be expected from this
method should be comparable to that obtained from
other methods.

M. R. Moldover (NBS, USA) et al. discussed the ap-
plication of spherical resonators to the determination of
the speed of sound of a gas such as argon at the zero
pressure limit with estimated internal inconsistencies of
±3 x 10.6. He discussed the application of this technique
for the determination of thermodynamic temperatures.

Preparations to extend the CVGT measurements at
the NBS, USA, beyond the currently-reported range
from 0 to 457 OC were described by L. A. Guildner-etaL
Current activities are focused on measuring temperature
values between 500 and 800 OC, with an ultimate objec-
tive of measuring the thermodynamic temperature of the
gold point.

R. A. Kamper (NBS Boulder, USA), in a paper
entitled "Survey of Noise Thermometry" presented at
the fifth temperature symposium in 1971 concluded,
"Noise thermometry is and will remain a difficult and
frustrating art." At that symposium there was only one
other paper on noise thermometry, "Methods of Noise
Thermometry above 400 OC," which was presented by
A. Actis et al. (IMGC, Italy). At the sixth temperature
symposium, ten papers on Johnson-noise thermometry
were presented in two sessions by authors from six coun-
tries: Australia, Belgium, Italy, Japan, United States,
and West Germany. Those papers covered the
temperature range from 0.01 to beyond 1900 K. In a
session on thermodynamic noise thermometry, R. J.
Soulen et al. (NBS, USA) reported measurements of
Johnson noise with Josephson junctions to determine
temperatures in the range from 0.01 to 0.52 K with inac-
curacies of ±0.5 to +0.2%. G. Klempt (Univ. of
Mbinster, FRGJ measured liquid helium temperatures at
2.145 K with a total uncertainty of 0.3 mK. C. P.
Pickup (CSIRO, Australia) measured a temperature of
135 OC with a standard deviation of 2.4 mK for a total
integration time of 5.4 x 106 s and showed the IPTS-68
to be 12 mK too high. L. Crovini et al. (IMGC, Italy)
measured temperatures in the range from 630 to 962 OC
with a total uncertainty of 0.18 to 0.34 K with an in-
tegration time of up to 9600 s and showed differences
from IPTS-68 of as much as 0.67 K at 850 0 C.

Values of thermodynamic temperature at 327, 344,
and 365 K were measured at the NPL, UK, by a total
radiation thermometer. The results, reported by T. J.
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Quinn et al., are in good agreement with the NBS gas
thermometer measurements.

The accuracy of thermodynamic temperatures
measured with spectral photoelectric pyrometers has im-
proved rapidly and can be expected to be superior to the
best gas thermometry at temperatures above the gold
point. Results of new measurements at the CSIRO,
Australia were reported by T. P. Jones et al. for the ther-
modynamic values of the freezing points of silver and
copper, on the basis of the IPTS-68 value for the gold
point. Similarly, M. Ohtsuka et al. reported results of
measurements of the copper to silver interval by a
monochromatic optical pyrometer at the NRC, Canada.

R. E. Bedford et al. (NRC, Canada) presented a paper
on the measurement of the melting temperature of
copper-71.9% silver eutectic, using a monochromatic
optical pyrometer. The mean value for the melting
temperature of the eutectic as determined from two
eutectic ingots and from the freezing points of three
silver ingots, was 1053.12 ± 0.10 K, relative to the silver
point value of 1235.20 K.

P. B. Coates et al. (NPL, UK) reviewed the progress
made at the NPL on the measurement of ther-
modynamic temperatures above the zinc point by
photon-counting radiation pyrometry. The estimated
total uncertainty of the method from the zinc point to the
gold point was given as 50 mK. Measurements were
recently obtained on Al, Ag, Cu, and Pd points. The
preliminary value reported for the Pd point was 1555.3
+ 0.2 OC, based on the IPTS-68 value for the Au point.
Preliminary results were given for the comparison of t 68
and thermodynamic temperatures between 440 and
630 0 C. Preliminary values for the Au and Ag points
relative to the 630 OC reference temperature were also
reported.

In view of the elaborate experimental techniques re-
quired to make accurate thermodynamic measurements,-
the need for a practical scale above 0.5 K, say, remains
as great as ever. As mentioned earlier, a revision of the
International Practical Scale is in the offing and, this be-
ing the case, the work at the KOL to improve the helium
vapor pressure equations, reported by M. Durieux et al.,
is particularly timely. Also, the work at the CSIRO,
reported by R. C. Kemp, refines the interpolating tech-
niques first put forward by C. G. M. Kirby (NRC), and
establishes a combination of choice of fixed points, form
of equation and derivation of constants that reduces the
non-uniqueness (variation of corresponding values given
by different standard platinum resistance thermometers
(SPRTs)) to a nearly uniform 0.2 mK over the range
from 13.8 K to 273 K. These should be very helpful in
the deliberations of the CCT.

2. Fixed Points

About 30 papers dealt with the realization of fixed or
reference points, distributed throughout the temperature
range from the superconductive transition point of W at
about 0.015 K to the melting point of Ta at 3258 K.

For several years, the Office of Standard Reference
Materials of the NBS (USA) has issued two super-
conductive fixed point devices, SRM 767, containing
Pb, In, Al, Zn, and Cd, and SRM 768, containing
AuIn 2 , AuA 12, Ir, Be, and W. To date, about 100 SRM
767 and 50 SRM 768 devices have been issued. J. F.
Schooley et al. (NBS, USA) reviewed the progress made
with superconductive transition points and discussed the
reproducibilities of prototypes of SRM 767 and SRM
768 devices that were issued. For 22 SRM 767 devices
tested, Pb, In, Al, Zn, and Cd with transition
temperatures (Tc) at about 7.20, 3.41, 1.18, 0.85, and
0.52 K, respectively, showed standard deviations of 0.2,
0.2, 0.4, 0.4, and 0.3 mK, respectively. For the five
SRM 768 devices tested, with Tc of the specimens rang-
ing between 0.015 and 0.2 K, the Tc among samples
showed measurable differences which were attributed
principally to ferromagnetic impurities. Consequently,
each device was calibrated against the NBS-CTS-1 and
given individual TC values which were reproducible at
the level of from 0.1 mK to 0.2 mK.

Temperature values of the superconductive transition
points of Pb, In, Al, Zn, and Cd of SRM 767 have been
assigned on the 1976 Provisional 0.5 K to 30 K
Temperature Scale (EPT-76) and, hence, the device pro-
vides 5 of the 11 reference points of that scale. A. E. El-
Samahy (KOL, the Netherlands) et al. discussed how the
transitions compared in eight different devices, three
each at KOL and NPL and two at NML. The results at
the KOL and NPL were correlated through common
temperature scales, the NPL.75 and the TX-; the results
at NML, obtained on the TXISU Scale, made the com-
parison slightly less certain, however. The spreads in the
transitions for the six devices at KOL and NPL were 1.1,
0.4, 0.6, 1.5, and 0.7 mK for Pb, In, Al, Zn, and Cd,
respectively. If the two devices at the NML were in-
cluded, the spreads increased to 1.7, 0.5, and 0.9 mK
for Pb, In, and Al, respectively. Since single crystals of
superconductive materials have been found to have
sharper transitions than those of the polycrystalline
materials, a suggestion was made to circulate an SRM
767 device with single crystals for comparison.

In 1978 the CCT initiated a program for international
intercomparison of fixed points by means of sealed cells.
F. Pavese (IMGC, Italy) summarized the results of the
intercomparison of the triple points of Ar, 02, e-H2 ,
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CH4 , N2, Ne, and e-D2. Eleven laboratories were in-
volved, with varying degrees of participation, and eight
or nine different cell designs were compared. The
number of cells of each gas that was tested varied. The
results obtained with Ar were the best, with an rms dif-
ference of ±0.1 mK. Oxygen cells showed some
systematic differences that require further analysis and
measurements; the cells with best agreement are within
±0.2 mK. Methane measurements agreed to within
±0.3 mK; measurements repeated later, however,
showed shifts larger than this value. Neon cells showed a
small systematic difference that ranged from about ±0.2
to ±0.4 mK. The question was raised as to whether the
difference could be attributed to variations in the
isotopic composition of the samples. More
measurements or further analyses are required on the
e-H 2, e-D2 , and N2 cells.

A number of reports concerned investigations of triple
points of cryogenic substances (sealed in miniature
pressure cells) using adiabatic cryostat techniques. Also,
some triple-point measurements, obtained by using a
condensation-type cryostat, were reported. Both tech-
niques involve the measurements of equilibrium melting
points at known increasing amounts of sample melted.
The range of the melting points becomes narrower as the
purity of the samples increases. The triple point may be
taken as the average over a selected range of sample
melted (F), as the extrapolated value at F =1, or as the
extrapolated value at 1/F=0. The latter value assumes
that the system follows the ideal solution law, that the
observations are at equilibrium, and that the impurities
remain in the liquid or that the distribution coefficient of
the impurities in the liquid and solid solutions can be ob-
tained.

G. Bonnier et al. (INM, France) discussed the results
of investigations of the thermal behavior of sealed cells of
different shapes. A cell with compartments for five dif-
ferent gases, which has been used successfully in triple-
point measurements, was described.

F. Pavese et al. (IMGC, Italy) reviewed the
developments made at IMGC in 10 years of research on
the triple points of sealed cells, having filled about 50
cells with a dozen different substances during that time.
The cells that have been built were chiefly narrow
cylinders which could be readily inserted into a top-
loading, adiabatic cryostat. Gases that were investigated
include Ar, 02' CH4 , Ne, C2 H6 , and others.

G. T. Furukawa (NBS, USA) discussed the results of a
comparison of the triple points of six sealed cells of
argon, of which three were NBS cells (each of a different
design? and one each was from IMGC, NRC, and
NRLM. Six SPRTs were used in the study. The results

of these six cells agreed to within +0.1 ImK. The average
triple-point value for the three NBS cells, obtained with
five SPRTs, was reported to be 83.8003 K (S.D.=
0.017 mK) on the NBS-IPTS-68 or 83.7970 K on the
NPL-IPTS-68. The results obtained with all six SPRTs
showed that their calibrations were consistent to well
within the reproducibility of the argon triple point.

W. R. G. Kemp (CSIRO, Australial reported the
triple-point temperature of e-D2 to be 18.6909 K and
that of n-D2 to be 18.709 ± 0.001 K. These values were
obtained from melting-point measurements using a
condensation-type adiabatic cryostat. For the e-D2
measurements, hydrous ferric oxide was placed in the
sample vessel to aid conversion of the D2 ; the melting
range was 0.2 mK and the reproducibility was ±0.1 ImK.
Nominal purity of the sample was 99.5 percent. Further
measurements obtained after purification of the sample
gave results which were the same as the original results.
For the n-D2 measurements, the sample chamber con-
tained no catalyst. The melting range in this case was not
as small as that obtained with the e-D2 , possibly due to
some conversion from the para to the ortho state. From
another experiment using the same adiabatic cryostat
and method, W. R. G. Kemp et al. (CSIRO, Australia)
reported the triple-point temperature of Xe to be
161.388 ± 0.001 K. The relatively broader range of
melting points found for Xe was attributed to its being a
mixture of isotopes.

There were three papers on the triple point of water.
G. T. Furukawa et al. (NBS, USA) reported standard
deviations of 8 pK for measurements conducted over 4
or 5 days, testing before each measurement that the ice
mantle was free to move on a slight tilting of the cell.
(The well-known rotational impulse test may not assure
the mantle to be free from slight sticking to the ther-
mometer well.) High quality cells should be essentially
free of air; a residual air pressure of 130 Pa causes about
0.01 mK lowering of the triple point. Of the 21 cells that
were compared, 3 cells which increased the spread of the
triple points from 0.05 to nearly 0.2 mK were considered
substandard. J. Ancsin (NRC, Canada) presented results
on the melting curves of water at the triple point and at
one-atmosphere pressure of air, 02, He, Ar, CH 4 , Kr,
Xe, and CO2 in sealed cells. A linear relation was obtain-
ed between the liquidus points of the ice and the solubili-
ty of the above substances. The results showed that a
pressure of one atmosphere lowers the melting point by
7.3 mK. J. V. McAllan (CSIRO, Australia) reported
that a pressure of one atmosphere of air lowers the
melting point by 7.474 ±0.01 mK and that the dif-
ference between the air-saturated ice point and the triple
point is 9.85 + 0.1 mK.
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Three papers concerned with the triple point of
gallium were presented. B. W. Mangum (NBS, USA)
discussed triple-point measurements of 10 Ga cells
prepared using samples from three sources. Three of the
cells were all plastic, while the other seven cells were
stainless steel coated with Teflon wherever Ga was in
contact. The triple points of the three all-plastic cells
were found to be within a band of 0.04 mK; when the
seven stainless steel cells were included, the band wid-
ened to 0.23 mK. The lower values obtained for the steel
cells were attributed to contamination by the steel
through pin holes in the Teflon. The average Ga triple-
point temperature obtained with five SPRTs on the sam-
ple of highest purity in an all-plastic cell was given as
29.77398 ± 0.00014 GC.

M. V. Chattle (NPL, UK) et al. presented results of
the comparison measurements obtained at three
laboratories (NPL, INM, and IMGC) on the triple
points and melting points of three Ga cells, one furnished
by each of the laboratories. The Ga samples in the NPL
and INM cells were 99.9999 percent pure, while the
sample in the IMGC was 99.99999 percent pure. Two
SPRTs were used at each of the laboratories, one SPRT
calibrated at the NPL and the other locally calibrated.
The overall average temperature of each cell, as deter-
mined by the three laboratories, agreed to. within
0.19 mK. The IMGC cell, with the purer sample, tended
to give higher values. The average triple-point tem-
perature of the three cells was found to be 29.77373 0 C;
the freezing point was on the average 1.98 mK lower.
lower.

B. N. Oleinik et al. (Mendeleyev Res. Inst. Metrol.,
USSR) submitted a paper on the realization of the
melting point of approximately 99.997 percent pure
gallium. The melting-point temperature obtained using
three SPRTs, was 29.7704 + 0.0004 OC (or 29.7724 OC
for the triple point).

Several papers were presented on fixed points suitable
for biomedical applications. J. D. Cox et al. (NPL, UK)
described different techniques for realizing the triple
points of water, phenoxybenzene, 1,3-dioxolan-2-one,
and n-icosane in which they obtained standard devia-
tions of the means of 0.2, 0.2, 0.5, and 0.5 mK, respec-
tively. The "outer solid-sheath method" with sample
solidified on the outer cell walls was preferred for realiz-
ing the triple point, instead of solidifying the sample
around the thermometer well and then obtaining an "in-
ner melt".

M. E. Glicksman (Rensselaer Polytechnic Institute,
USA) et al. described a technique for zone-refining
succinonitrile to a purity estimated to be at lease
99.9996 percent. The measurements of its triple-point
temperature were shown to be reproducible to ±0.1 ImK.
The triple-point value reported was 58.0805
± 0.004 OC.

J. M. Figueroa et al. (NBS, USA) presented a paper
on measurements of the triple point of Rb. A calibrated
bead-type thermistor was used for freezing and melting
experiments of six cells containing nominally 99.9 per-
cent pure Rb. The value 39.265 ± 0.014 OC was
reported for the Rb triple point. Freezing points of any
given cell were found to be reproducible to ± 0.003 0 C.

S. Sawada (NRLM, Japan) reported results of
measurements of the triple-point temperature of In
sealed in glass. Three samples of In ranging in purity
from 99.999 to 99.9999% were investigated. From the
measurements with three SPRTs, the triple-point value
of 156.6296 ± 0.0003 °C was obtained. In another
paper, M. Hanafy (NIS, Egypt) et al. discussed melting-
point measurements obtained with minature In cells con-
taining about 70 g of In. The melting-point temperature
obtained by using calibrated thermistors was reported to
be 156.65 ± 0.02 OC.

There were two Cd point papers. G. T. Furukawa et
al. (NBS, USA) reported results of freezing-point
measurements of five Cd cells prepared from two sample
sources. They reported the cells to agree to within
± 0.1 mK and they found the average freezing-point
temperature, obtained with eight newly-calibrated
SPRTs, to be 321.1082 °C (S.D.= 0.1 m0C). The
relatively broad range (0.9 m0 C) of the results was at-
tributed to the possible presence of excess moisture in
some of the mica-insulated SPRTs. The Cd point was
stated to be useful in checking the calibration of SPRTs
on the IPTS-68 to within ± 0.5 mK and for detecting
SPRTs of poor insulation resistance. J. V. McAllan et
al. fCSIRO, Australia) presented results of monitoring
the IPTS-68 calibrations of 43 thermometers of eight
different designs at the Cd point, obtaining a value of
321.10814 °C (S.D.= 0.71 mK) for the Cd freezing
point. The authors found good-quality industrial
platinum resistance thermometers (PRTs) with a
temperature coefficient of resistance of 0.00385 OC-C to
give temperature values at the Cd point to within
± 1 mK of that determined with the IPTS standards.

J. V. McAllan (CSIRO, Australia) investigated the
melting and freezing behavior of copper-71.9% silver
eutectic and of sodium chloride, using a PRT. The stan-
dard deviation of the mean melting point (779.898 0C)
of the eutectic was 0.009 OC; that of the freezing point
(802.31 0C) was 0.02 °C.

Zhu Ci-Zhun (NIM, PRC) discussed the use of sealed
freezing-point cells at high temperatures, sealed in ordex
to avoid chemical contamination. Graphite crucibles
containing the samples were sealed in fused-silica cells
with an appropriate amount of Ar gas to give a pressure
of 1 atm at the freezing point. Results showed the
reproducibility of the plateau temperatures for Sb and
Cu to be within 5 and 10 mK to 20 miK, respectively.
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For optical pyrometry, blackbody cavities operate
reliably near the gold point; above about 1800 K,
however, the operation of blackbodies becomes more dif-
ficult. A. Cezairliyan (NBS, USA) reviewed the use of
the radiance temperature of metals at their melting
points (1800 to 3300 K) as possible high temperature
reference points. For the measured radiance
temperatures of Fe, Pd, Ti, Zr, V, Nb, Mo, and Ta,
which range from about 1670 to 2846 K, the average
deviation ranged from 0.3 K for Zr to 1.2 K for V. The
need for additional work on the wavelength dependence
of the radiance temperature was indicated.

The wire-bridge method for calibration of a ther-
mocouple at the melting point of a metal, in which a
short section of the pure metal joins the two legs of the
thermocouple, is susceptible to errors from contamina-
tion of the metal by the thermocouple wires and permits
only one measurement per "temperature sweep".
M. Tischler et al. (INTI, Argentina) described a
miniature graphite capsule sample holder of about 6 mm
diameter and 12 mm length constructed with two exter-
nal holes for insertion of thermocouple wires, suitable for
repeated freezing- or melting-point calibrations of ther-
mocouples. The graphite served to make the electrical
contact between the wires. The inaccuracy of calibration
obtained when using In, Sn, Cd, Pb, Zn, Sb, Al, Ag, Au,
and Cu was estimated to be 0.2 or 0.3 K.

D. Rappaport (Galai Laboratories, Ltd., Israeli
discussed a novel method for realizing secondary
temperature reference points. These reference points
utilize the first-order phase transitions in ferroelectric or
ferromagnetic solids which, as a result of the non-linear
and abrupt changes in loss mechanisms, self-stabilize at
the reference temperature under applied voltage or
magnetic field. He has constructed reference points over
the range from 300 to 500 K, using the semicon-
ductor/insulator phase transition in Nd-doped BaTiO3 .
The devices are stable to 0.01 to 0.5 K, depending upon
construction details, and are useful for thermocouple
and infrared pyrometer calibration.

F. Sakuma et al. (NRLM, Japan) described the design
of a set of blackbody fixed points of Cu, Ag, Al, Sb, and
Zn for calibration of narrow-band radiation ther-
mometers using silicon-photodiode detectors. Metal
samples of about 26 cm3 were contained in graphite
crucibles. The estimated emissivity of the blackbody
source was given as 0.999 + 0.0005. The inaccuracy of
realization of the blackbody fixed points was estimated
to be ±0.3 K.

3. Precision Platinum Resistance Thermometry

Five papers were presented on the subject of precision
platinum resistance thermometry, with three of them

devoted to the design of high temperature thermometers
and the behavior of those thermometers when heated for
long periods of time at 1000 OC and above.

R. J. Berry (NRC, Canada) presented results of
studies of a reversible oxidation effect in PRTs operating
in the temperature range from 0 to 630 "C. This effect is
due to the formation and dissociation of a platinum ox-
ide film on the surface of the Pt sensing element, which,
he found, can cause changes in resistance ratios
equivalent to as much as 24 mK. He outlined procedures
for reducing temperature errors due to this effect in ex-
isting thermometers. Berry also discussed studies of the
oxidation, stability, and insulation characteristics of
Rosemount SPRTs.

H. J. Jung et al. (PTB, Berlin, FRG) reported results
of a study of the stability of commercially-available high-
temperature PRTs having a resistance of 5 Q at 0 "C.
The authors found that during a 500-hour exposure of
four thermometers to 1000 OC, two of the thermometers
indicated temperature values at the silver point that
stayed within a range of 30 mK.

J. P. Evans (NBS, USA) discussed results obtained
with some high temperature PRTs employing resistors
of various designs, including the single layer bifilar helix
design. Each thermometer had a resistance of 2.5 2 at
0 OC. The thermometers proved to be satisfactory in
some respects but deficient in others when they were ex-
posed to 1100 "C for long periods. He also described a
guarded-lead design that reduced the effects of electrical
leakage when the thermometers were used at high
temperatures.

Long Guang (Beijing Glass Res. Inst., PRCO et al.
described precision high-temperature PRTs developed
in China. The thermometer coil comprised a bifilar helix
of 0.4 mm diameter Pt wire supported on a notched strip
of quartz. The resistance of the thermometer at 0 "C is
0.25 2. Four such thermometers exposed to 1070 "C ex-
hibited drift rates in R(O) which ranged from the
equivalent of 0.5 to -4.2 mK per 100 hours at 1070 "C.
Values of W(1001 ranged from 1.392536 to 1.392776.
The thermometers were reported to be mechanically
durable and the silica sheath to be resistant to
devitrification.

4. Cryogenic Thermometry

Five papers which were concerned with resistance
thermometry at cryogenic temperatures were presented.
P. R. Swinehart (Lake Shore Cryotronics, Inc., USA)
discussed the properties of planar Ge thermometers and
reported major advances in controlling As diffusion into
Ga-doped Ge substrates. These planar Ge thermometers
have a higher resistance than those of the bulk devices
for a given sensitivity, but they are usable over a much
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greater temperature range. Also, electrical contacts are
better on these planar thermometers than they are on the
bulk devices. Both short-term and long-term stabilities
were reported to be +0.5 mK at 4.2 K. Since these ther-
mometers contain a p-n junction diode, they may be used
as diode thermometers in the range from 100 K to
300 K.

T. Shiratori (NRLM, Japan) et al. reported results of
tests of some Pt-0.5 mol % Co resistance thermometers,
which were constructed as small and robust devices for
industrial use over the temperature range from -4 to
-500 K. They had an inaccuracy, including sensor inter-

changability and without calibration, of ±0.5 K over the
range given above when referenced to a common
resistance-temperature relationship. For a three-point
calibration (0 "C, 77.3 K and 4.2 K), individual ther-
mometers were reported to have a 0.1 K inaccuracy
above 16 K.

Two papers were concerned with carbon-glass ther-
mometry. B. W. Ricketson (Cryogenic Calibrations,
Ltd., UK) et al. presented results of cycling carbon-glass
thermometers between room temperature and 77 K.
Some thermometers were reported to be stable to ±5 mK
at 77 K over 30 cycles. Accuracies of fitting calibration
data were determined and reported for different fitting
procedures. With a fourth- or fifth-order polynomial,
rms deviations of 0.5 mK were obtained in the range of
1.5 to 16 K. A tenth-order polynomial fitted the data
from 1.5 to 300 K to about ±5 mK in the range from 16
to 300 K and to about +0.5 mK in the range from 1.5 to
16K.

Yao Quanfa (Shanghai Institute of Process Automa-
tion Instrumentation, PRC) et al. described their con-
struction of carbon-glass thermometers and reported
results of reproducibility tests of some of them. They ob-
tained reproducibilities ranging from ±0.3 to ±2.1 mK
at 4.2 K, when the thermometers were thermally cycled
between 4.2 and 90 K. The low values of
magnetoresistance obtained were reported to be in agree-
ment with results reported by other workers.

R. L. Rusby (NPL, UK) reviewed the performance of
Rh-Fe thermometers over a period of several years and
reported the abilities of different equations and fitting
procedures of accurately representing the calibration
date of the thermometers. He reported that over 8.5
years the largest apparent shift among the thermometers
at 20 K was 0.35 mK. He presented results of fitting
data from calibrations at 13 points (6 points between the
lambda point and the normal boiling point of 4 He, the
Pb point, and another 6 points between 13.8 and
20.3 K; or the latter 6 points being replaced by points at
13.8, 17.0, 20.3 K, plus another 3 points between
24.56 and 26 K) with a 7th-order power series for 25

thermometers, showing that the fits were within 1.2 mK
of the calibration obtained over the entire range using
many more points. Based on these results, he proposed
that the Rh-Fe thermometer be considered for the next
IPTS as the interpolating instrument to be used between
the Pt thermometer range and the helium vapor pressure
range.

In the general field of cryogenic thermometry, L. G.
Rubin (MIT, USA) et al. presented a comprehensive
review covering the period from 1969 through 1981.
The review concentrated on work done in the
temperature range from 1 to - 100 K. The areas covered
by the review were temperature scales; fixed points and
vapor pressure thermometry; gas thermometry;
resistance and diode thermometry; thermoelectric,
capacitance and noise thermometry; nuclear quadrupole
resonance, quartz crystal frequency, ferrite permeability,
magneto-resistance and superconducting thermometers;
environmental effects; and instrumentation, methods
and materials. The paper has a bibliography of 406
references.

E. R. Pfeiffer et al. (NBS, USA) reported results of a
comparison of three realizations of the EPT-76, as de-
rived from the NBS 2-20 K Scale, the NBS version of
the IPTS-68 and the NPL version of the EPT-76 (trans-
ferred by means of calibrated Rh-Fe thermometers). The
authors concluded that the EPT-76 is non-unique by
about 1 mK at several points over its 0.5 K to 30 K
range.

H. Armbruster et al. (Texas A&M Univ., USA)
presented designs of and procedures for constructing and
using a gold/superconductor (e.g., Nb) thermocouple to
measure temperatures between 20 mK and 9 K. The
authors found that the sensitivity of the thermocouple is
much better than that of carbon resistance thermometers
and that its resolution is about 2 pAK at 20 mK.

5. Industrial Platinum Resistance Thermometers

One session of the symposium, consisting of six
papers, was devoted to a discussion of results obtained
from studies of industrial PRTs. Papers on this subject
were long overdue since, although such thermometers
are widely used, there is a paucity of published informa-
tion about them. Work on the behavior of industrial
PRTs which was reported included studies of their ther-
mal hysteresis and stress effects as a function of their
design, the reproducibilities of general and specially.
designed thermometers, the calibration characteristics
and the equations required to fit their resistance-
temperature behavior, and their possible use in high
temperature resistance thermometry.

J. Severson presented a paper for D. J. Curtis, de-
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ceased, (Rosemount, Inc., USA) which described his in-
vestigation of thermal hysteresis of industrial PRTs due
to thermal stresses introduced in different designs. Cur-
tis found that the measured hysteresis, proportional to
the temperature span, was consistent with a theory in
which thermal stresses played the dominant role. Ele-
ment designs which minimize hysteresis errors were
developed and presented.

B. W. Mangum et al. {NBS, USA) reported the results
of an investigation of the stability of 60 small industrial
PRTs from 5 manufacturers upon thermal cycling from
0 to -250 "C. Most of the thermometers underwent
calibration drifts and showed effects due to the presence
of moisture. Fifty percent of the thermometers had
changes in Ro greater than the equivalent of 0.015 'C
and 25% had changes greater than the equivalent of
0.05 "C. Generally, no improvement was found in the
stability of the resistance ratio, RW/Ro, over that of the
resistance itself.

The paper by N. M. Bass (CSIRO, Australia) des-
cribed techniques for assembling industrial PRTs which
can operate in the temperature range from 0 to 500 "C
with an uncertainty of ±0.02 "C, using both ceramic en-
capsulated Pt wire sensors and Pt film on ceramic
substrate sensors which are commercially available. He
gave a detailed prescription for the cleaning and
assembly of such a thermometer. Two critical aspects of
the construction are (1) the heating of the sensors and the
assemblies in an open-ended fused-silica tube at 500 "C
for 24 hours under a stream of dry 02 provided by the
boil-off from a Dewar of liquid oxygen, and (2) a 0.5 mm
diameter hole in the four-pin plastic socket inserted in
the top of the fused-silica sheath, which allows air to be
drawn into the thermometer on each cooling cycle so that
all internal components remain oxidized.

J. J. Connolly (CSIRO, Australia) presented results on
the stability, upon heating up to 250 'C for 24 to 100
hours, and on the resistance-temperature relation of 87
industrial PRTs (67 of which originated from a single
manufacturer) obtained during routine calibrations in
the range from 0 to 250 "C. Since the manufacturer of
the 67 thermometers takes great care to dry components
during assembly, his thermometers have had many
hours at 500 "C prior to being received for calibration.
For these short-term stability measurements, Connolly
found that the industrial PRTs were sufficiently stable
and predictable for measuring temperatures to an uncer-
tainty of about +10 mK up to at least 250 "C. This
uncertainty refers to the equivalent temperature dif-
ference between the experimental value and the fitted
value of the resistance ratio, using the IPTS-68 equa-
tions. A cubic term in the equations gives a better fit.

J. V. McAllan (CSIRO, Australia) discussed results of

his investigation of 26 industrial ceramic-based PRTs,
prepared from sensors from 6 manufacturers as de-
scribed by N. M. Bass, except that McAllan heated all of
his sensors for about 100 hours at 800 "C under a slow
stream of dry oxygen. He found that such thermometers
could have practical applications in routine laboratory
measurements to inaccuracies of 0.1 K at temperatures
up to 960 "C and that, with care, difference
measurements could be made to 0.02 K at 960 "C.
McAllan found that the departures at the AI point from
the IPTS-68 equation, obtained by calibration at the tri-
ple point of water, 99 "C, and the Zn point, depended
more on construction details than on wire purity. He
believes that although the thermometer scale provided
by such instruments may not agree with that of the
purest Pt, the departures for many sensors will be less
than 0.05 K at temperatures up to 660 "C and may not
be much worse up to 960 "C. They might thus serve as
an inexpensive and convenient way for transferring a
temperature scale to another laboratory with an inac-
curacy of less than ±0.05 K.

A. Actis et al. (IMGC, Italy) presented results of an
investigation of 27 wire-wound industrial PRTs from 6
manufacturers. The thermometers were calibrated over
the temperature range from -200 to 420 "C. The
authors tried fitting several different interpolating equa-
tions to the data and found that alumina-insulated ther-
mometers, constructed such as to have their coils partial-
ly free to expand and contract, required three calibration
points, in addition to that at 0 "C, in order to reduce
uncertainties to within +0.01 "C over the range from 0
to 420 "C. For the range from -100 to 200 OC, the
range in which the biggest demand for precision temper-
ature measurements is concentrated, they found that a
quadratic equation with a deviation function could pro-
vide temperatures with uncertainties within ±0.015 "C,
if suitable correction terms were applied below 0 "C.

6. Automatic and Precision Resistance Thermometry

A session on automatic and precision resistance ther-
mometry contained papers by a number of individuals
(and companies) who have long been active in the
resistance thermometry field, and have recently
developed new, high-precision bridges based on
microprocessor technology. These new bridges are
similar in that they may be easily interfaced with desk
calculators and mini-computers, but are most
remarkable not for their similarities but rather for their
radically different modes of operation.

C. G. M. Kirby (NRC, Canada) described an
automatic resistance thermometer bridge that closely
resembles a manual instrument described by the same
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author at the fifth temperature symposium in 1971. His
circuit uses several high-input-impedance operational
amplifiers provided with isolated power supplies, in con-
junction with a precision inductive divider. The bridge
operates with a 30 Hz sine-wave excitation, and
although it is presently configured to make use of a com-
merical desk-top calculator for all bridge functions, an
earlier model was developed that used a dedicated
microprocessor chip. The author claimed that the direct
use of a desk-top calculator provides significant ad-
vantages in cost and flexibility.

R. D. Cutkosky (NBS, USA) described two automatic
resistance thermometer bridges for new and special ap-
plications. These are additions to a family of bridges of
which the first member was described in the 1980 Con-
ference on Precision Electromagnetic Measurements.
The instruments, which use 15 or 30 Hz square-waves
and a special five-stage transformer, rely upon a
dedicated microprocessor and an intricate timing
algorithm to achieve a high degree of freedom from elec-
trical interference. The instruments are claimed to be ac-
curate to one part in 107 of reading, with a least count of
1 ~iQ.

P. C. F. Wolfendale et al. (Automatic Systems
Laboratories, Ltd., UK) described a new line of high-
precision resistance bridges for resistance thermometry.
These bridges make use of three-stage transformers in
which the excitation current is provided by feedback
amplifiers, causing their input impedances to be so high
that they can be connected directly across the resistances
under test. This scheme has been used by others in
400 Hz bridges, but these authors have chosen to
operate at 3/2 times the line frequency to reduce
frequency-dependent errors and for interference rejec-
tion. In practice, this means either a 75 or 90 Hz opera-
tion. The stabilization of a feedback amplifier under
these conditions is not a simple matter. The authors ap-
pear to have devoted a great deal of effort to this pro-
blem, and have developed a circuit that could be useful
for a number of other applications.

N. L. Brown et al. (Neil Brown Instrument Systems,
Inc., USA) described a new automatic resistance ther-
mometer bridge. This instrument appears to be very flex-
ible with many self-checking features. As with the other
instruments described above, it makes extensive use of
transformers and feedback amplifiers. A number of
original circuits are contained in this instrument, in-
cluding a binary inductive divider with low-impedance
solid-state switching. The instrument is capable of very
high precision, and is designed to operate at 384 Hz,
which is remote from most power line harmonics, and is,
in addition, a good choice for circuits which combine
transformers and feedback amplifiers.

7. Time Response

Time response is an important parameter of ther-
mometry where accurate measurements of rapidly vary-
ing temperatures are required. In a session on the time
response of thermometers, T. M. Dauphinee (NRC,
Canada) reviewed temperature measurements that are
obtained simultaneously with salinity (conductivity) and
pressure measurements in ocean environments. The
measurements require short response times with only a
few mK error in order to obtain an accurate profile of the
ocean. Cable considerations require the use of a single
wire for both power and signal, with cable armor and/or
sea return. The design of thermometers of Pt and Cu
wires with 8 to 250 ms response times was described.
For faster response (a few ms), the application of ther-
mistors and multi-junction thermocouples was discussed.
For improving the accuracy of measurements, tech-
niques were given for measuring the resistance dif-
ferences between the thermometer and the reference
resistor. Electronic circuitry for measurements using ac
excitation was also described.

T. W. Kerlin (Univ. of Tenn., USA) et al. described
two methods for evaluating the time response of installed
thermometers. In the first method, from measurements
of the thermometer response at two or more fluid flow
conditions, the intrinsic response that is independent of
the fluid condition as well as the surface response that
depends on the fluid conditions are determined. The
response of the thermometer in other fluids is then
estimated from heat transfer correlations for the fluids.
In the second method, the time response is estimated by
measuring the transient response of the installed ther-
mometer as the excitation current is applied or removed.
This response is analyzed to predict the response of the
thermometer to a change in fluid temperature.

P. J. Giarratano et al. (NBS, Boulder, USA) discussed
the design and performance of a thin Pt film as both
heater and thermometer for transient heat transfer
measurements. Procedures for vapor-depositing Pt filns
on both surfaces of a quartz disk of 0.15875 cm
thickness were given. Two calibrations of the Pt films in
the range from 76 to 293 K showed about ±1.0 percent
change for one film and ±0.5 percent change for the
other film. The response time at 77 K was shown to be
about 0.1 Ims. The measured thermal conductivity of the
quartz substrate was shown to be in satisfactory agree-
ment with published values.

R. M. Carroll et al. (ONRL, USA) described the cone
struction of Type K, MgO-insulated, sheathed ther-
mocouples and their response times under various condi-
tions. The response time of an insulated-junction, Type
304 stainless steel-sheathed thermocouple of 1.6 mm
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diameter was reduced 50 percent when the tip diameter
was reduced 8 percent by swaging. When the thermocou-
ple wires were "side-welded" to the stainless-steel
sheath, the response time was reduced by about 90%.
When a thermowell is used, the response time is gov-
erned principally by the well. To reduce the response
time, the use of a good thermal conductor is recommend-
ed for filling the space between the well and the ther-
mocouple.

D. Linenberger et al. (NBS, Boulder, USA) presented
results of investigations of the response-time at 4, 76,
and 295 K of thermometers which included Ge
resistance thermometers, carbon resistors, diodes, and a
silicon-on-sapphire resistance device. The technique in-
volved measurement of the thermal response of a ther-
mometer to changes in self heating when a step change
was made in the excitation current. At 4 K, time con-
stants of less than 1 Ms seem to be possible.
Measurements were made in both gas and liquid phases
of He at 4 K and of N2 at 76 K. The time constants were
found to be nearly the same for the two phases of He, to
be larger for gaseous N2 than for liquid N 2, and to be
larger at 76 K than at 4 K (e.g., the increases in N2 gas
compared to those in He gas were 100 to 180 times for
carbon resistors, about 1.5 times for carbon-fiber
resistors, about 100 times for Ge resistors, about
140,000 times for silicon-on-sapphire resistors, and 30 to
14,000 times for diodes).

8. Electronic, Nuclear and Ultrasonic Thermometry

Developments of various types of temperature-related
properties for thermometry, employing specialized cir-
cuitry and electronics, were discussed in the session on
electronic thermometry. K. P. Shambrook (Doric Scien-
tific, USA) reviewed the application to temperature
measurements of thermocouples, metal resistance ther-
mometers, thermistors, and diodes. The discussion in-
cluded problems of connecting the sensors to readout in-
struments, signal conditioning, common-mode and
normal-mode noise, noise rejection, multiplexing, ca-
bling, and thermocouple reference junction compensa-
tion. For the instruments, methods of linearization of the
signal were described. Advantages of analog and digital
readout were compared.

A. Ohte et al. IYokogawa Electric Works, Ltd.,
Japan) described the features and the performance of a
fully-automatic, precision nuclear quadrupole resonance
(NQR) thermometer which is based upon the
temperature dependence of the NQR absorption fre-
quency of 3 5C1 nuclei in KCIO 3 . The thermometer was
calibrated over the temperature range from 90 to 398 K
on the IPTS-68 at the NBS and the NQR frequency ob-

tained as a function of temperature was accurately fitted
by a 10th-degree polynomial. Since the 3 5C1 (in KC10 3 )
NQR frequency-temperature relation is an inherent pro-
perty of KCIO 3 , the thermometer serves as an excellent
transfer standard and never needs recalibration. Also,
other samples of pure KC10 3 have the same NQR
frequency-temperature relationship and can be used
without calibration. The authors found that the overall
thermometer uncertainty, including that from probe
interchangeability, reproducibility of absorption fre-
quency, and frequency-temperature conversion using a
polynomial approximation, was ±1 mK over the range
from 90 to 398 K.

A. Ohte et al. (Yokogawa Electric Works, Ltd.,
Japan) described the development and performance of
precision silicon-transistor thermometers. These are
mass-producible electronic thermometers using inexpen-
sive transistors as the temperature sensors. These ther-
mometers are based on the propery of transistors that
their base-emitter voltage decreases with increasing
temperature. The authors reported reproducibilities of
+0.02 "C during a 1037-day test in which the sensors
were cycled between room temperature and 125 "C.
With the use of a novel linearizing circuit, different sen-
sors required only a one-point temperature calibration to
give linearities within +0.1 'C over the temperature
range from -50 to 125 "C. By using a more accurate
linearizer and a three-point temperature calibration, the
linearity can be improved to ±0.01 "C. There are some
special high-temperature transistors which are suitable
for use over the range of -75 to 200 "C. A variety of sen-
sors, differently packaged, were assembled and assessed.
With the advantages of small size, high accuracy and low
cost, it is expected that these thermometers will find wide
application in medical electronics, chemical and
biological laboratories, agriculture, meteorology, and
oceanography.

H. A. Tasman et aL (Commission of the European
Communities, Joint Research Center, Karlsruhe
Establishment, FRG) reviewed the developments and
operating experiences of ultrasonic thin-wire ther-
mometry for nuclear applications. The predominant
method is that of using the pulse echo. The authors
found that thoriated tungsten sensors were stable for
short periods of time at temperatures above 2600 "C,
e.g., they observed no change in calibration during a 'A-
hour test at 2860 "C. An error of less than 30 "C was ob-
tained when fuel-rod centerline temperatures at 2400 to
2450 "C were monitored for 378 hours, and also when a
clean environment at 2000 "C without fuel was
monitored for 2000 hours. Although the thin-wire
ultrasonic thermometer remains a complicated tool with
occasional unsatisfactory reliability, it can provide
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temperature profile data from environments where all
other methods fail. The main difficulties are caused by
interactions between the sensor and its protecting
sheath.

L C. Lynnworth IPanametrics, USA) reviewed ther-
mometry using pulsed interrogation of multi-zone
waveguides. He reported that, although some advances
have been made ins the theory and interpretation of test
data, the greatest progress has been made in the applica-
tion of this technique. The most important applications
are in the temperature range from 2000 to 3000 "C.

M. G. Rao (Univ. of Southampton, UK) presented a
brief review of the use of semiconductor junctions as
cryogenic temperature sensors. Silicon, germanium and
gallium-arsenide junctions were discussed. He indicated
areas in which silicon-diode thermometers are being
widely used.

9. Noise Thermometry In Industrial Environments

The subject of Johnson-noise thermometry in in-
dustrial environments was summarized by T. V. Blalock
(Univ. of Tenn., USA) et al. The authors reported that
most workers in noise thermometry employ a modifica-
tion or extension of the noise-voltage-ratio method of
Garrison and Lawson, while a few use noise power ob-
tained from measurements of noise voltage and noise
current, to determine Johnson-noise temperatures. They
reviewed the theoretical foundation for Johnson-noise
thermometry, gave a survey of several basic methods of
noise thermometry which use conventional electronic
signal processors, presented some applications of noise
thermometry to temperature-scale metrology (e.g., at
IMGC and CSIRO), and discussed some applications in
process temperature instrumentation. They concluded
that the progress in noise thermometry in the past 10
years was due to rapid improvements in signal-processor
components and to the increased availability and power
of digital computation.

H. Brixy (KFA-Jiilich, FRG) et al. have applied
Johnson-noise thermometry, using noise-voltage ratios
and correlation methods, to nuclear reactors and in-
dustrial processes as high as 1150 "C. The authors
claimed high reliability and accuracy even after long
periods of operation in such environment&

M. C. Decreton ICEN/SCK Nuclear Research
Center, Belgium) has employed a modified Johnson-
noise-power method for measurement of temperatures
up to 1500 'C, with a 0.3 % agreement with thermocou-
ple temperature indications, in tests conducted in
temperature-regulated ovens. Niobium-shielded,
alumina-insulated Pt and Re probes were used in those

tests. A 10-second integration time per measurement was
used.

T. R. Billeter (EG&G Idaho, Inc., USA) et al.
presented results of a comparison involving high-
temperature measurements obtained by using Johnson-
noise thermometry and thermocouple thermometry. The
temperature sensor consisted of W-Re thermocouple
elements terminated in a Re oil, the latter serving as the
noise-thermometer sensor. Comparisons made at
temperatures up to 1500 'C generally showed agree-
ment to within 4% of the readings. Nonthermal noise
was a severe problem at temperatures above 1500 OC.

M. Imamura et al. (Yokogawa Electric Works, Ltd.,
Japan) reported on the development of an automatic
commercial prototype Johnson-noise thermometer with
an inaccuracy of ±0.33% from 77 to 1235 K.

T. V. Blalock (Univ. of Tenn., USA) et al. discussed
the results of a Johnson-noise-power thermometer which
was developed and applied to measurement of
temperatures from 400 to 1770 K in nuclear reactors
and to in-situ calibration of PRTs in nuclear power
plants. For measurements of temperature and resistance
in the temperature range from 273 to l 000 K, the uncer-
tainties were within *0.5% of the readings M99% con-
fidence) for sensing resistors of 50 to 300Q, using cables
aslongas I8m.

The major accomplishments of the above authors are
the analysis and implementation of Johnson-noise ther-
mometry systems over a wide temperature range, the vir-
tual elimination of effects of spurious non-thermal-noise
errors, and the application of Johnson-noise ther-
mometry to temperature-scale metrology and to in-
dustrial conditions beyond the reach of conventional
thermometers. The major problems discussed were the
need to enlarge bandwidths and extend integration times
to reduce uncertainties to the level (1 part in 106)
achieved by other precision thermometers, problems
with long cables, and effects of dielectrics in Johnson-
noise thermometer sensors at high temperatures.

tO. Thermocouples

Three sessions of the symposium were devoted entirely
to the properties, performance, and applications of ther-
mocouples. An enormous amount of work has been con-
ducted in this area of thernometry.

Eight papers were presented that dealt with various
aspects of the use and evaluation of nicrosil/nisil ther-
mocouples. G. W. Burns (NBS, USA) reviewed ex-
perimental work on nierosil/nisil thermocouples con-
ducted since 1971, and discussed the present status of
the use, availability, and standardization of the ther-
mocouple in the United States. He concluded that
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nicrosil/nisil can be a valuable addition to the family of
letter-designated thermocouples.

N. A. Burley (MRL, Australian Department of
Defence) et al. reported results of a joint investigation by
MRL and NBS on the thermoelectric stability and the
oxidation-resistance of nicrosil and nisil on the addition
of Mg beyond their nominal composition. The oxidation-
resistance and the thermoelectric stability of nisil were
found to be enhanced as a direct function of initial Mg
concentration in the range investigated, which was from
0.08 to 0.21 wt. %. There was also evidence of enhanced
oxidation-resistance achieved by adding Mg to nicrosil,
but no enhancement of thermoelectric stability was
observed. Also, N. A. Burley et al. (MRL) presented a
critical quantitative comparison of the properties and
thermoelectric stability of the nicrosil/nisil thermocou-
ple with those of letter-designated base-metal ther-
mocouples.

T. P. Wang et al. (AMAX Specialty Metals Corp.,
USA) discussed thermoelectric stability data obtained
for Type K and nicrosil/nisil thermocouples used in pro-
duction furnaces operating in air and in reducing atmos-
pheres at temperatures ranging from 500 to 1180 OC. It
was found that, in general, the emf stability of nicrosil/
nisil thermocouples was at least two to three times better
than that of Type K thermocouples.

R. L. Anderson et al. (ORNL, USA) presented a paper
on the thermoelectric stability of metal-sheathed ther-
mocouples of various diameters (0.5 to 3 mm). Nickel-
based thermocouples (Type K and nicrosil/nisil) with
various combinations of sheath materials, such as Type
304 stainless steel and Inconel-600, were tested to deter-
mined the rate and extent of decalibration due to heating
for various periods of time (for as long as about 1200
hours) at temperatures ranging from 600 to 1200 OC.
Similar tests were also run at temperatures as high as
1350 0 C with small diameter (0.5 mm), compacted-
MgO-insulated, Type S and Type B thermocouples that
had various sheath materials, including stainless steel,
Inconel, and various Pt-Rh alloys. The results showed
that the sheathed thermocouple is a complex system at
elevated temperatures and that the thermoelements tend
to become contaminated by the diffusion of materials
from the sheaths through the insulation. It was found
that the decalibration of nickel-based thermocouples was
more severe in stainless-steel sheaths than in Inconel
sheaths. Also, it was found that the small-diameter Type
S thermocouples sheathed in either Pt-10% Rh or Pt-
20% Rh tubing exhibit stability and reproducibility
comparable to larger-diameter, bare-wire Type S ther-
mocouples at temperatures up to at least 1200 0 C.

E. H. McLaren et al. (NRC, Canada) presented
results of extensive studies carried out on various noble-

and base-metal thermocouples and on their individual
thermoelements at temperatures in the 0 to 1100 °C
range. Type S, Type K, and nicrosil/nisil ther-
mocouples, as well as various Pt-Rh alloys, were includ-
ed in the studies. The thermocouples and ther-
moelements were tested in metal-freezing-point cells in
different temperature gradients, after they had been sub-
jected to various thermal and mechanical treatments. In-
homogeneous oxidation was found to have a significant
effect in the long-term degradation during service of both
noble- and base-metal thermocouple alloys. The noble-
metal thermocouples were reported to be much more
homogeneous than the base-metal thermocouples.

A. Thurlbeck (UK Atomic Energy Authority) dis-
cussed the design and development of Type K ther-
mocouples for measurements of coolant and fuel
temperatures up to 850 °C in a gas-cooled nuclear reac-
tor, and of W-Re thermocouples for measurements of
fuel temperature up to 1500 °C. He presented results
showing the reliability of those thermocouples during
their 5 years of operation. He also described the use of
some metal-sheathed nicrosil/nisil thermocouples for
measuring the temperature of fuel-rod cladding during a
brief in-pile experiment.

C. A. Mossman et al. (ORNL, USA) presented some
methods of testing for thermocouple inhomogeneities
and described the use of an inhomogeneity test system as
a diagnostic tool to evaluate temperature measurement
errors due to inhomogeneities.

. In addition to these presentations on thermocouple
thermometry, several authors discussed thermocouple
performance and properties. R. L. Anderson et al.
(ONRL, USA) presented results of thermal-cycling tests
with metal-sheathed, compacted-MgO-insulated, Type K
thermocouples of small diameter (0.5 mm). Experiments
were conducted to determine the relative effect of dif-
ferential thermal expansion, wire size, grain size, and
manufacturing technology on the performance and
reliability of thermocouples sheathed in stainless steel
and in Inconel. They found that repeated heating and
cooling of the sheathed thermocouples between 350 and
805 °C led to failure in the thermcouple wires by frac-
turing of the wire along grain boundaries embrittled by
the formation of metal oxides. They also found that with
smaller initial grain size in the thermoelement wire, the
operating life was increased.

R. P. Reed (Sandia National Laboratories, USA)
discussed diagnostics for validation of thermocouple
data in applications in which thermocouples are used in
hostile environments. The diagnostics include
measurements of loop resistance, noise voltage, and cir-
cuit isolation and they reveal the occurrence, location,
and nature of thermocouple failure. Reed also presented
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a functional model of thermoelectric thermometry which
can be used to reveal problems in complex circuits and
allows a direct evaluation of errors.

D. D. Pollock (SUNY, Buffalo, USA) proposed a
simplified spin-cluster mechanism to explain the ther-
moelectric properties of Ni and some of its alloys near
their Curie temperatures. This mechanism is based
primarily upon the temperature dependence of the elec-
trons involved in the clusters.

J. Ohno et al. (Nippon Steel Corporation, Japan)
described a differential thermometer developed for
measurement of high-temperature combustion gases at
temperatures of about 2000 "C. The temperatures of the
gases are calculated by fitting the response curve of the
thermocouple to temperatures up to about 1200 OC. In-
accuracies of about 1% were claimed.

Y. Kawate et al. (Kobe Steel, Ltd., Japan) described a
technique for measuring the thickness of a blast furnace
lining, and thus its erosion. The technique involved the
use of a multiple thermocouple sensor, with several Type
K thermocouples in the sheath and insulated from each
other. This permitted the simultaneous measurement of
temperature variations at a number of positions across
the lining. By analyzing the signals obtained, an inac-
curacy of less than 5% was obtained in the estimates of
the lining thickness.

There were several presentations giving results of
studies of thermocouples designed for use in nuclear
reactors. S. C. Wilkins (EG&G, USA) discussed the
development of small-diameter (0.3 to 0.7 mm) metal-
sheathed thermocouples (both W-Re and Type K) for ac-
curpte and reliable measurement of the surface
temperature of nuclear-fuel-rod cladding. He discussed
fabrication and attachment techniques for such
measurements and gave details of material compatibili-
ty.

C. P. Cannon (HEDL, USA) presented a paper on the
fabrication and evaluation of metal-sheathed W-Re alloy
thermocouples designed for measuring nuclear-reactor
fuel-centerline temperatures as high as 2200 OC. W-5%
Re/W-26% Re thermocouples, insulated with HfO2 tub-
ing and sealed hermetically within a 1.6 mm diameter
Re sheath, were found to undergo changes in emf output
of less than 2% during out-of-pile tests run for 1000
hours at 2200 OC.

P. Siltanen (Imatran Voima Oy, Finland) et al.
described their experiences with metal-sheathed Type K
thermocouples used for measuring inlet and outlet
reactor-core cooling-water temperature in a pressurized
water reactor. The thermoelectric properties of inlet, but
not outlet, thermocouples were found to be influenced by
radiation, in proportion to the reactor power level. This
was assumed to be the result of neutron reactions in the

thermocouple wires.
R. W. McCulloch et al. (ORNL, USA) discussed

results of an investigation in which they thermally cycled
thermocouples. The authors gave criteria for the im-
provement in the lifetimes of 0.5 mm diameter metal-
sheathed Type K thermocouples, used in nuclear-fuel-
rod simulators to measure high temperatures (1200 "C)
and to follow severe thermal transients (up to 50 "C/s).
They found that improvements could be achieved in the
reliability of such thermocouples by using better anneal-
ing schedules and better drawing techniques during the
fabrication of the devices.

1 1. Thermistors

One session of the symposium, comprising five papers,
was devoted entirely to thermistors. In that session, J.
M. Zurbuchen et al. (Yellow Springs Instrument Co.,
Inc., USA) discussed the aging phenomena inherent in
the multi-grain, multi-phase NiMn 2O4 systems used in
thermistors. Based on their observations, the authors
concluded that aging, manifested as thermometric drift,
is due to changes in the crystal structure of the material
and to non-equilibrium degree of inversion.

T. H. LaMers et al. (Yellow Springs Instrument Co.,
Inc., USA) presented a paper on enhanced stability
achieved for a recently-developed glass-coated, inter-
changeable disk thermistor. Results obtained during
2500 hours of aging at temperatures ranging from -80
to 250 OC indicate that the stability of these units is
significantly better than that of uncoated inter-
changeable disks and is comparable to that of glass-
coated bead thermistors.

M. Sapoff et al. (Thermometrics, Inc., USA) presented
the results of an investigation to evaluate the exactness of
fit of third-degree polynomials to the resistance-
temperature relationship of thermistors. Seventeen dif-
ferent thermistor materials were evaluated over the
temperature range of -80 to 260 OC. Analysis of the
data indicated that the expression

In RT=AO+AI/T+A 2 /T2+A3 /T3

was valid, to within measurement uncertainties, for
temperature spans of 100 OC between -80 and 30 'C,
spans of 150 OC between -60 and 260 OC, and spans of
200 OC between 0 and 260 "C.

R. L. Berger et al. (NIH, USA) described the design
and construction of thermistors with response times of
5 ms. The authors also described a fast, low-noise, ac
bridge with digital temperature output. They presented
a computer technique for analyzing the thermal response
of the thermistor and reaction vessel, yielding values
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which compared favorably with their experimental
results.

R. E. Wendt (Zurheide-Herrman, Inc., USA)
presented a technique for tailoring the characteristics of
perovskite-type oxide thermistors. By combining
powders which exhibit different switching temperatures
and controlling their relative distribution, he
demonstrated that it is possible to obtain a log-linear
characteristic over a relatively wide temperature range.
Data were presented for a system comprising equal
weights of six powders having rated switching
temperatures evenly spaced from 15 to 115 "C.

12. Plasma Thermometry

In a session on plasma thermometry, the emphasis
was on measurements of the very high temperatures of
magnetically-confined fusion-type plasmas. P. C. Efthi-
mion et al. (Princeton Univ., USA) and F. J. Stauffer
(Univ. of Md., USA) discussed the measurements of
"temperatures" in the range from a few hundred to a few
kilo-electron volts (106 to 5x108 K) in tokamaks, using
electron-cyclotron resonance and emission-spectral-line
Doppler-broadening techniques. These two new tech-
niques were compared with other more established
methods, such as Thomson laser scattering, and were
found to agree quite well. Each of the two newly-
developed methods offers unique features, such as time-
resolved measurements over the entire length of the
pulsed plasma discharge for the electron-cyclotron tech-
nique, and measurement of ion, rather than electron,
temperatures for the Doppler-broadening technique.

D. H. Nettleton (NPL, UK) discussed the use of a
wall-stabilized arc plasma as a radiometric standard. Us-
ing spectroscopic methods, the temperatures were
measured to an uncertainty of less than 1% at approx-
imately 14,000 K, thus allowing the emission from this
plasma to be used as a radiometric standard.

13. Fast Radiation Thermometry

This was the first time in the history of the
Temperature Symposia that an entire session was
devoted to "fast radiation thermometry", "fast" mean-
ing millisecond or shorter time-resolution. This indicates
a definite increase in interest in rapid temperature-
measurement techniques in the high-temperature region,
both in connection with thermophysical-properties
measurements and in specific high-temperature applica-
tions, such as gas turbines, high-temperature gases, and
gas and dust explosions.

An accurate two-color microsecond-resolution
pyrometer was described by G.M. Foley et al. (NBS,

USA). This pyrometer was constructed in connection
with a capacitor-discharge system for the measurement
of thermophysical properties of substances at high
temperatures. The pyrometer is capable of temperature
measurements at 1.5 ps intervals in the range from 2000
to 6000 K, with a signal resolution of about 0.1%.

Development of a submicrosecond-resolution multi-
wavelength pyrometer at the European Institute for
Transuranium Elements was described by J. -F. Babelot
(EITE, FRG) et al. This pyrometer also was built in con-
nection with thermophysical-properties measurements at
high temperatures utilizing a laser pulse technique. The
time-resolution of the pyrometer was reported to be
10 ns and the spatial resolution was stated to be about
100 PM.

A summary of research occurring over the last 10
years at the Instituto di Metrologia "G. Colonnetti" was
presented by F. Righini et al. (IMGC, Italy). The main
emphasis was on millisecond-resolution pyrometry,
which was developed in connection with thermophysical-
properties measurements. The successful use of silicon
photodetectors was discussed, and characteristics and
performances of the fast pyrometers were presented.

In relation to applications to temperature
measurements of gas and dust explosions, K. L.
Cashdollar et al. (Bureau of Mines, USA) described the
use of a rapid-scan spectrometer which has a wavelength
range of 1.7 to 4.8 gm and a maximum rate of 800
scans/s. Also in this connection, multi-wavelength in-
frared pyrometers having about 20 ps response times
were described.

Application of radiation thermometry to the develop-
ment and control of gas turbine engines was described by
T. G. R. Beynon (Land Pyrometers, Ltd., UK). The
radiation thermometers that were used could operate in
ambient temperatures from -60 to 550 "C under 30 atm
pressure and continuous vibration. Their response times
were a few microseconds.

The development of a packaged, automated instru-
ment for temperature measurements in high-
temperature gases based on the emission-absorption
technique was described by S. A. Sell et al. (Stanford
Univ., USA). It employs optical fibers to transmit radia-
tion from a standard lamp to the gas, and from the gas to
a detector. The time-response of the instrument is 1 mi,
and the instrument is intended for temperature
measurements in the range from 2000 to 3000 K.

14. Optical Pyrometry

J. L. Gardner et al. (CSIRO, Australia) described the
design and construction of a broadband, ratio optical
pyrometer using silicon photodiode detectors.- Design
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considerations included the use of two closely spaced
wavelengths at short wavelengths in order to minimize
effects of variations in the emissivity with wavelength.
Measurements with blackbody sources in the range from
600 to 900 OC in the region of 0.85 pm showed devia-
tions from thermocouple readings of about 3 OC. The
results were less satisfactory when the oxidation state of
the surface was changing.

Jiang Schichang et al. (Shanghai Inst. of Process
Automation Instrumentation, PRC) discussed the
investigation of the calibration characteristics of the
components of optical pyrometer systems. The relation
between the mean effective wavelength and other pro-
perties of the detector and filter was investigated. The
procedure for calibration of silicon photodiodes in the
range from 700 to 1200 OC was described.

F. Sakuma et al. (NRLM, Japan) described a 900 nm
narrow-band optical pyrometer system, with a silicon-
photodiode detector, for establishing a temperature scale
by calibration at blackbody fixed points in the range
from 420 to 2000 OC. A quadratic relation that was fit-
ted to the calibration data of the pyrometer system at the
Al, Ag, and Cu points yields a temperature scale
estimated to be accurate to ±0.5 GC.

B. Woerner (Inst. for Nuclear Energy, Stuggart
University, FRG) presented a paper on the application
of a special vacuum-photocell detector and electronic in-
strumentation to a standard optical pyrometer to obtain
high linearity between measured radiance and output
signal. Comparison measurements with standard
optical-pyrometer techniques showed the photocell
pyrometer to agree to within 0.1 K with tungsten strip
lamps at temperatures up to 2500 K and to within 0.1 K
with blackbody sources at temperatures up to 1700 K.

15. Applied Radiation Thermometry

One session was devoted entirely to applied radiation
thermometry in the steel industry. The papers presented
there described state-of-the-art techniques being in-
troduced for temperature measurement and control of
various processes in steel mills.

K. Tamura et al. (Kawasaki Steel Corporation, Japan)
discussed the improved calibration procedures for radia-
tion pyrometers used in their facilities. The uncertainty
in the calibration was estimated to be less than ±2 OC.

J. E. Roney (Jones & Laughlin Steel Corporation,
USA) discussed a technique used to compensate for the
error caused by high levels of background radiation from
flames, heating tubes, and hot walls of a processing fur-
nace. He described three different configurations, each
tailored to solve a specific measurement problem. In
each configuration, two similar pyrometers are used.

The first pyrometer is aimed directly at the surface of the
steel of unknown temperature. Depending on the con-
figuration, the second pyrometer is aimed at a target of
known emissivity and/or temperature which has been
placed within the furnace. From the difference between
the two signals, the temperature of the hot steel surface
can be determined. A measurement equation for the
"dual pyrometer" method and some sample calculations
which showed the effects of various sources of error were
presented.

T. luchi et al. (Nippon Steel Corp., Japan) presented
two methods for the simultaneous measurement of the
temperature and the emittance of steel in processing fur-
naces. The technique is particularly useful in processes
where both temperature and emittance of the source may
change continuously during the measurement. Examples
discussed included measurement and control of the
temperature of a continuous annealing furnace for steel
sheet and of a coating process for steel sheet.

Y. Tamura et al. (Sumitomo Metal Industries, Ltd.,
Japan) discussed two developments in the measurement
of the temperature of steel in a reheating furnace. The
first development involved the use of a water-cooled
sight tube fabricated from castable ceramic. The second
development was a heat-resistant data logger which
tolerated exposure to 1200 OC for up to 4 hours. The log-
ger could read thermocouple voltages at pre-selected
time intervals and the readings were stored in a memory
module within the logger. In an example of its applica-
tion, thermocouples were fixed at various locations on a
steel slab. The logger was placed on the slab and the
assembly passed through a furnace. The time-
temperature data subsequently retrieved from the logger
were found to be very useful in analyzing the control and
performance of the reheating furnace.

T. Yamada et al. (Nippon Kokan, Ltd., Japan)
described a microcomputer-based camera employing a
self-scanning silicon-photodiode linear array to measure
and record temperature distributions on hot rolled pro-
ducts. Typical temperature distributions at various loca-
tions along the process line for rolled sheet and for H-
shaped steel were presented.

J. Ohno (Nippon Steel Corp., Japan) discussed a new
method for the determination of the temperature
distribution within the field of view of a radiometer. This
is based on the measurement of multi-spectral radiance.
A typical application might be the determination of the
temperature of a metal joint during a welding process.

16. Emissivities and Blackbody Furnaces

In a session on emissivities and blackbody furnaces,
A. Ono (NRLM, Japan) presented results of a Monte
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Carlo calculation of the apparent emissivities of cylin-
drical cavities with conical bottoms for' which it was
assumed that the cylindrical surfaces were diffuse and
the conical surfaces were partially specular. He showed
that apex angles of the cone near 60", 90", and 1800
should be avoided because successive specular reflec-
tions on the cone can considerably reduce the apparent
emissivity. He showed the advantage of choosing 1200
as the apex angle in that a mirror-like conical bottom of
that angle guides incident radiation onto the darkest part
of the cavity by specular reflection. Thus, a higher
degree of specularity gives a higher apparent emissivity.
Consequently, by making a conical surface more
specular, a perfect blackbody can be approached even if
the conical surface is not black.

A. Ono (NRLM, Japan) et al. also presented results of
their evaluation of the apparent emissivities of lateral
holes formed on a Ta tube, determined both experimen-
tally, by the integral blackbody method, and theoretical-
ly, by a Monte Carlo analysis. The apparent emissivities
were determined experimentally by extrapolating the ra-
diances of different-sized lateral holes to a view factor of
zero, the condition at which the hole would be a perfect
blackbody. The calculated apparent emissivities agreed
with the experimental observations to within their uncer-
tainties. The effects on the cavity quality of temperature
distribution along the tube were also investigated.

S. Hattori et al. (NRLM, Japan) reviewed a new con-
cept of an effective temperature to express the radiant
characteristics of non-isothermal blackbody cavities.
The effective (spectral) emissivity has been frequently
used in the past as a quantity to express radiant
characteristics of isothermal and non-isothermal cavities
but this quantity explicitly depends on the wavelength of
the radiation and on the temperature through the Planck
relation for blackbody spectral radiance. Therefore, ef-
fective emissivities must be calculated for every
wavelength and temperature associated with the radia-
tion thermometers to be calibrated. The effective
temperature of the cavity, however, depends neither on
the wavelength of the radiation nor on the temperature
of the cavity to a first-order approximation of
temperature differences within a cavity. It depends only
on the temperature distribution. The effective
temperature can be regarded as the true temperature of
the cavity. Beyond the first-order approximation, the
author developed an empirical equation, taking into ac-
count the strong non-linear behavior of blackbody spec-
tral radiance, which provides approximate effective
temperatures accurate to better than 5% when the
temperature distributions along the cylindrical axes are
depressed by up to 10% at the apertures.

Zhu Yingsong (Shanghai Institute of Process Automa-

tion Instrumentation, PRC) et al. described the design,
construction, and operation of two cylindro-conical-heat-
pipe blackbodies operating in a horizontal position over
the temperature ranges from -50 to 50 "C and from 40
to 150 "C, respectively. The cavities are 6.0 cm in
diameter and 30.0 cm long and are open to the at-
mosphere. One of the heat-pipe blackbodies is an
ammonia/stainless-steel heat pipe which operates be-
tween -50 and 50 "C; the other is a water/copper heat
pipe which operates in the range from 40 to 150 "C. Us-
ing the water/copper heat pipe, the authors obtained a
temperature uniformity of ±0.03 "C over a 20.0 cm
length from the cone apex in the temperature region
from 110 to 150 "C. In the region of 40 to 110 "C, they
obtained a uniformity of ±0.06 "C. For the
ammonia/stainless-steel heat pipe, they obtained unifor-
mities of ±0.01 "C in the region of -20 to 50 "C and
±0.02 "C in the range from -20 to -40 "C. They reported
calculations that showed that the total effective
emissivities of the conical part and of about four-tenths
of the cylindrical part adjacent to the cone were greater
than 0.999.

17. Spectroscopic Thermometry

Optical diagnostic techniques in which molecular
vibrational and rotational populations are measured to
determine temperature were discussed in two sessions
entitled "Temperature Measurements in Hot Gaseous
Media." Molecular-energy-level populations (mainly
vibrational and rotational levels) are determined in "real
time" (down to 10 ns) with fine spatial resolution (as
small as 1 mm3 ) by these non-contact methods.

Optical absorption and Raman spectroscopy, especial-
ly the non-linear optical technique of coherent anti-
Stokes Raman spectroscopy (CARS) are now finding
very practical application. For example, J. P. Taran et
al. (Office National d'Etudes et de Recherches
Ae'rospatiales, France), G. L. Switzer et al. (System
Research Laboratories, Inc., USA), J. W. Fleming et al.
(NRL, USA), J. F. Verdieck et al. (United Technologies
Research Center, USA), L. A. Rahn et al. (Sandia Na-
tional Laboratories, USA), and D. Klick et al. (Ford
Motor Co., USA) discussed CARS thermometry in six
presentations, giving results of investigations involving
such practical applications as the study of well-stirred
chemical reactors, hydrogen plasmas, laboratory
"model" flames, jet engines, and internal-combustion
engines. The study of internal-combustion engines
received a good deal of attention, with presentations on
this subject by L. A. Rahn and by D. Klick. The ability
of the optical techniques to yield spatial and temporal
temperature distributions is of great importance in such
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work. M. C. Drake et al. (General Electric, USA) and P.
P. Yaney et al. (Univ. of Dayton, USA) presented papers
in which they described the application of conventional
Raman spectroscopy to temperature measurement, with
an emphasis on the study of turbulent combustion and
mixing.

R. W. McCullough (Aeronautical Research Associates
of Princeton, Inc., USA) et al. discussed the use of OH-
absorption for "real time" (to 10 kHz) temperature
(spatially-averaged) measurements in a hypersonic pro-
pulsion test facility. H. G. Semerjian (NBS, USA) et al.
presented a paper on the novel technique of optical
tomography and its use in determining in "real-time",
full spatial maps of inhomogeneous temperature fields.

The importance for accurate thermometry of a com-
plete characterization of the fundamental molecular
parameters which determine an observed optical spec-
trum was emphasized in two papers-one by C. C.
Wang (Ford Motor Co., USA), dealing with OH- absorp-
tion, and the other by M. C. Drake, dealing with linear
(and to some extent non-linear) Raman spectroscopy. An
accurate knowledge of molecular properties is required
in order to achieve overall accuracies more closely com-
mensurate with the reported precisions. In many cases,
the systematic errors in these techniques lead to uncer-
tainties which are 5 to 10 times larger than the random
error. At the present time and under the best of condi-
tions, measurement imprecision of the order of +10 K
can be achieved for temperatures averaged over 1 s to
10 s, in the 1000 to 3000 K region. Single-shot
temperature measurements (10 ns to 10 ms) generally
have relative imprecisions of 4 to 8% in this temperature
range.

As another application of optical methods to ther-
mometry, L. J. Bowie (Evanston Hospital, USA) de-
scribed some spectroscopic techniques for measuring the
temperature of liquids in cuvettes of analytical in-
struments, with particular application tar 'clinical-
laboratory instruments. The principle involved is the
coupling of some temperature-dependent physical or
chemical property of a fluid (e.g., viscosity or pH) to a
spectral change which is sensitive to that same property.
These techniques can be easily used to determine ther-
mal equilibration times in absorption- or luminescence-
dependent photometric devices. The use of suitably-
calibrated materials permits the measurement of
temperatures in cuvettes, which are otherwise generally
inaccessible, with uncertainties of 0.1 OC or better.
Through the use of this technique, Bowie and his col-
leagues have shown some commonly-used clinical-
laboratory analyzers to have serious defects in
temperature control and in the accuracy of the claimed
temperature of reactions.

18. Biological and Human Comfort Thermometry

In a session on Biological and Human-Comfort Ther-
mometry, J. Edrich (Univ. of Colorado, USA) et al.
reviewed principles and techniques of microwave-
thermography imaging of subcutaneous temperature
distributions at 1 cm and 3 cm wavelengths. So far, this
method uses comparison techniques in the detection of
tumors, e.g., in the detection of breast cancer. This
technique is currently being used in clinical tests as a
diagnostic tool for the detection of cancer.

E. Mayer (Fraunhofer-Institut fur Bauphysik, FRG)
described the instruments and the methods used in
studies of human thermal environments and of human
comfort. The instruments used were a resultant-surface-
temperature meter, a scanning radiometer, an air-
temperature meter, a relative-humidity meter and an air-
flow probe. Measurements obtained with these in-
struments permitted the calculation of an equivalent
ideal temperature, a directional radiated heat loss, a
directional skin temperature and directional heat flows.

An interesting paper, although somewhat removed
from the theme of this symposium, was given by T. H.
Benzinger (NBS, USA) who discussed a theory of the
thermodynamics of living matter which permits the ther-
modynamic treatment and understanding of the multiple
functions of living matter, the genetically-coded
macromolecules of proteins, polynucleotides and mem-
branes, their weak interactions and reversible conforma-
tional changes at moderate temperatures. The Gibbs-
Helmholtz equation is inadequate in this regard in that it
is incomplete. The complete equation for chemical
equilibrium was given as

T T
-RT In KT) = AH. - [TACpO(T )-dT . f§~p"(T'dT'.0~~~~
Through the use of this equation, Benzinger showed, as
examples, that one can explain the experimental results
on the unfolding of a protein and the unwinding of a
polynucleotide double helix, results that cannot be ex-
plained through the use of the Gibbs-Helmholtz equa-
tion.

19. Fluidic, Self-Diffusion and Eddy-Current Thermometry

Several papers were presented on the application of
the properties of gases for thermometry. R. M. Phillippi
(HDL, USA) et al. described the application of capillary-
flow properties of gases to thermometry. The change in
gas pressure with change in capillary flow caused by
temperature change was amplified using fluidic pressure
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amplifiers to a level where commercial pressure
transducers could be activated. The upper temperature
limit is governed by the melting point of the refractory
material used for the capillary. Tests with various
capillary materials and gases up to 2500 0 C gave an
estimated inaccuracy of about one percent.

The self-diffusion coefficient of a gas is related to the
3/2 power of the absolute temperature. M. Lamvik
(ITV, Norway) described the application of self diffusion
to thermometry. An equation was derived for the case of
diffusion of helium in hot nitrogen gas for the
temperature range from 1000 K to 5000 K.

K. Sano et al. (Nippon Kokan, Ltd., Japan) discussed
results of an investigation which used induced eddy cur-
rents for temperature measurement of steel plates. The
primary coil was operated at 25 kHz and the eddy-
current field was detected by two secondary coils. Test
measurements between room temperature and 70 IC
with the steel plate in a water bath showed good linearity
(about ±1 or +2 0 C) between the eddy-current output
and the temperature. Steel samples of different
permeability show different eddy-current outputs.

20. Automation

The automation of precision measurements has
resulted in new techniques for measurements as well as
new measurement instruments and systems. Automation
of precision measurements requires considerable care
beyond the simple recording of data, and consideration
must be given not only to the performance of the
automated instrumentation, but also to the design of the
measurement method and to the structuring of the com-
puter software. The following papers described some of
the techniques, instrumentation and control circuitry
that have been employed to successfully obtain precision
measurements.

M. H. Cooper et al. (ORNL, USA) discussed the
redundancy and self-checking techniques that they have
developed to insure that measurements are equal in
reliability and accuracy to those obtained with manually-
operated laboratory potentiometers. Cognizance of the
manner in which digital instruments operate is required
so that the computer software programs can be struc-
tured to include self-checking techniques for the quan-
tities that are measured, and the use of external stan-
dards for checking the accuracy of the automated in-
struments must be built into the measurement process.
The measurement of additional physical parameters of
sensors is often easily accomplished with automation,
and the authors demonstrated the usefulness of measur-
ing thermocouple-loop resistance in order to gain further
insight into thermocouple performance.

C. G. M. Kirby (NRC, Canada) described the conver-

sion of a calibration facility, formerly operated manual-
ly, to a system under computer control. Instrumentation
requirements for automation, the construction of inex-
pensive digitally-controlled current sources for ther-
mometers and digitally-controlled power supplies for
stirred liquid baths, and controls for tube furnaces were
described. Measurements are made by minimizing the
rate of change of temperature rather than attempting to
control to an exact temperature, and thermometer self-
heating effects are determined for each thermometer
under test.

C. T. Van Degrift et al. (NBS, USA) discussed the
software and hardware architecture and performance of
an automatic control and calibration system for low-
temperature measurements. Provisions are made for the
scheduling of complex combinations of measurement
and control tasks in a versatile manner by the easy
establishment of task sequences with definable macro
commands, so that many different experiments in dif-
ferent laboratories can be quickly structured. The
authors have applied their techniques to Ge, Rh-Fe, and
Pt thermometry, and to tunnel-diode oscillators to sense
temperature, pressure, dielectric constant and magnetic
susceptibility.

21. Temperature Control and Calibration

In the area of temperature control, T. M. Kegel et al.
(Univ. of New Hampshire, USA) discussed work on
fluidic preamplifiers and fluidic power amplifiers to con-
trol the temperature of a combustion chamber, employ-
ing a feedback linearizing scheme for the power
amplifier. Thus, all components in the furnace control
are pneumatic.

Zhang Jipei et al. (Shanghai Institute of Process
Automation Instrumentation, PRC) described a furnace
for the comparison-calibration of PRTs of various types
at temperatures up to 700 0 C with uncertainties of 2 to
5 mK. The furnace is interesting in that one of the
heaters is wound directly on the Cu temperature-
equalizing block in which the thermometers are inserted,
and the thermometer for temperature control is a Pt wire
wound close to the heater on the surface of this block.

C. A. Busse et al. (Commission of the European Com-
munities, Joint Research Centre, Italy) discussed the use
of inert-gas-controlled heat pipes to obtain stable isother-
mal heat zones in furnaces over the range from 20 to
1100 "C. Details of heat pipe construction, gas pressure
control, working fluids, and furnace design were
presented.

Wang Zhensen (Shanghai Institute of Process
Automation Instrumentation, PRC) described a very in-
teresting compound thermometer, consisting of a Pt wire
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in series with a Rh-Fe alloy wire, which enables them to
obtain a sensitive and fairly linear response over the en-
tire range from 4.2 to 3 00 K. Using this, the temperature
controller requires no other sensor for control. Details
were provided for construction of the controller, which
contains a simple ac sensing bridge utilizing an
inductive-divider set-point.

H. El-Shammaa et al. {National Institute of Stan-
dards, Egypt? reported that they now have facilities for
calibration of SPRTs in the temperature range above
0 OC. They are able to realize precisely the triple point of
water and the freezing points of Sn and Zn.

V. A. Chistyakov (Mendeleyev Res. Inst. of
Metrology, USSR) et al. submitted a paper on the
theoretical analysis of radiometer calibrations using
blackbody sources. Procedural and instrumental errors
were discussed.

IV. Conclusions

In our attempt to summarize the Sixth International
Symposium on Temperature, there were some papers of
the symposium which were not covered, but it has been
our aim to give the general flavor and content of the sym-
posium and not to give a comprehensive or detailed

review. This summary is no substitute for having attend-
ed the symposium or for obtaining the proceedings of the
symposium when they are published.

There have been many significant accomplishments in
thermometry during the 11 years since the fifth sym-
posium on temperature and a revolution has occurred in
electronic instrumentation. Significant advances in ther-
mometry have been made throughout the entire
temperature range. During the next decade, we an-
doubtedly will not only make many more significant ad-
vances in thermometry but a new IPTS is expected to be
developed. The new Scale will probably be promulgated
in 1987 or thereabouts. Reactions to and realizations of
that Scale will likely dominate several sessions of the
Seventh Temperature Symposium.

We gratefully acknowledge discussions with and the
assistance given by many colleagues in our writing this
summary. In particular, we want to thank G. W. Burns,
A. Cezairliyan, R. D. Cutkosky, J. P. Evans, L. A.
Guildner, W. S. Hurst, M. L. Reilly, J. R. Roberts, G. J.
Rosasco, M. Sapoff, and R. L. Shepard.
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INTRODUCTION

A nondestructive evaluation (NDE) method refers to a
procedure for obtaining information about the properties
of an object without altering that object, and contrasts
with traditional destructive tests which permanently
damage test objects. Another significant characteristic of
many NDE methods is that they are capable of perform-
ing measurements not only on laboratory specimens but
also on objects "in-situ." It is the latter attribute which
makes NDE methods extremely valuable in the area of
building technology. With today's emphasis on
rehabilitation and renovation, as opposed to new con-
struction, there is a need for methods to evaluate the con-
dition of existing structures. Such an assessment is re-
quired in order to develop the best renovation scheme. In
addition, NDE methods are valuable tools for periodic
inspections of structural components to determine the
degree of deterioration, if any, which may occur during
service conditions. Finally, these methods may be used
for quality assurance purposes to determine whether or
not an item has been fabricated as intended. The pur-
pose of this article is to review the NDE methods which
have been developed for the examination of materials
and structural components.

NDE methods typically measure the properties that
are desired in an indirect manner, that is, they measure a
characteristic which is somehow related to the property
in question. Thus, the accuracy of property
measurements based on NDE methods will depend on
several factors. First, it will depend on the relationship
between the desired property and the quantity actually

*Center for Building Technology, National Measurement Laboratory.

measured by the NDE method. If the relationship is
strong, then the property can be estimated quite ac-
curately by means of the indirect measurement. Second,
the accuracy will depend on how insensitive the indirect
measurement is to factors which do not affect the prop-
erty in question. For example, if an NDE method is used
to estimate the strength of a material and if the NDE
measurement is strongly influenced by the moisture con-
tent while strength is not, then the strength estimate will
be imprecise unless corrections are made for the actual
moisture content. Finally, the accuracy will depend on
the precision of the NDE measurement. Thus, prior to
employing an NDE method, the user must be fully
aware of the principles and limitations inherent to the
method. Otherwise, incorrect interpretations will result.

The material property of most interest in engineering
applications is strength. NDE methods may be used to
determine the strength of materials as well as to deter-
mine whether or not flaws are present in the material
which have an adverse effect on its strength. Some of the
indirect measurements used to estimate the desired prop-
erties include the velocity of ultrasonic waves through
the material, the disturbances of magnetic fields by
discontinuities in the material and the absorption of
electromagnetic radiation, such as x-rays. Because of
great differences between the properties of metallic and
non-metallic building materials, many of the NDE
methods are not applicable to both classes of materials.

Steel, concrete and wood are the main structural
materials, but the technology of nondestructive evalua-
tion is not equally developed for all three types of
materials. The most technically advanced methods are
for steel inspection, which is in part due to the com-
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paratively homogenous nature of steel compared to the
other materials. Concrete is unique among construction
materials in that it is manufactured on-site (or at a
nearby concrete plant) using locally available materials.
Thus, there is no such thing as a "grade" concrete which
has well-defined physical and chemical properties
analogous to a "grade" of steel. In addition, concrete is a
macroscopically heterogenous material composed of ce-
ment, water, sand and rocks. For these reasons, NDE
methods have been developed for specific application to
concrete, and as will be explained some are not com-
pletely "nondestructive." The technology of NDE in-
spection is least developed for wood.

A key element of many NDE methods is the calibra-
tion standard or calibration curve which is necessary to
translate the indirect measurement to an estimate of the
desired property. The development of the calibration
procedure is just as important as the development of the
hardware for performing the indirect measurement, and
this must be kept in mind when choosing among alter-
native methods for estimating a desired property. The
"cost" of NDE inspection involves not only the cost of
the apparatus but also the cost of the calibration. For ex-
ample, many of the methods used for concrete inspection
employ relatively inexpensive test apparatus, but their
implementation requires laboratory testing to develop
the applicable calibration curve. The need for calibra-
tion will be mentioned as each method is discussed.

Having presented this brief introduction to some of
the generic characteristics of NDE methods, we will next
discuss the principles, applications, advantages and
disadvantages of methods which are felt to be applicable
for the inspection of building materials and structural
components. The methods are presented in alphabetical
order beginning with acoustic methods and ending with
visual inspection. A special section details a proposed
procedure which combines two of the other methods for
the purpose of improving the accuracy of strength
prediction of concrete. Following this section, the utility
of the various NDE methods is discussed in the Sum-
mary. Also, displayed in table form for the reader's con-
venience, is information on commonly used NDE
methods, which should prove useful in selecting an NDE
method for a specific application.

DESCRIPTION OF NDE METHODS

1. Acoustic Emission Method

In this method, stress waves originating from within
the test material or object are detected using surface
transducers. [11].1 The acoustic waves are due to the sud-

]Figures in brackets indicate literature references at the end of this paper.

den release of stored strain energy when either pre-
existing or newly created flaws propogate under the ac-
tion of an applied stress field. The types of flaw propaga-
tion that can be detected include dislocation movement
in metals and crack growth in metals or brittle solids
such as concrete. Thus, acoustic emission is able to deter-
mine the onset of mechanical failure, i.e., yielding or
fracture. The test object needs to be stressed so that crea-
tion, movement, or propogation of flaws will occur.
Static flaws are not detected by acoustic emission.

1.1. Description of Method

Acoustic emission testing is a passive technique and
only an acoustic wave detection instrument is required.
The acoustic waves, which may have a frequency range
from audible to ultrasonic, are detected by piezoelectric
transducers attached to the surface of the test object.
Flaw growth usually can be detected by a transducer
located on the test object some distance from the flaw
region (provided that the wave amplitude is sufficient to
be detected). The transducers generally detect waves in
the frequency range of 50 kHz to 10 MHz [1]. Detected
signals are amplified and the amount of amplification
depends on the source of the acoustic emission; signals
from dislocation movement require greater amplification
than signals from microcrack propagation. After
amplification, the acoustic emission activity is processed
and displayed. The most useful data are the rate of
acoustic emission events and the cumulative number of
events plotted as a function of time, applied load or
number of load cycles.

1.2. Applications

The method has been used to monitor the in-service
behavior of pressure vessels (including nuclear reactors),
to detect the onset of rapid crack propagation under
fatigue loading or due to stress corrosion, and to monitor
the response of systems to proof-load tests. Because
acoustic emissions give forewarning of ultimate failure,
the technique can be used to indicate when loads should
be reduced to prevent total failure. By using multiple
pickup of acoustic signals with transducers at different
locations and by electronic data processing, it is possible
to pinpoint regions of high acoustic emission activity and
thereby locate the area of law development or propaga-
tion.

1.3. Advantages and Limitations

The most significant advantage of the acoustic emis-
sion method is that it gives the response of the total struc-
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ture (or system) to applied loads. By observing the
acoustic emission activity as loads are applied it is possi-
ble to monitor the rate of internal material deterioration
taking place (yielding or fracture) as a function of load.
It is generally possible to determine the stage of incipient
failure as this is usually accompanied by a rise in the
acoustic emission rate and rapid increase in the
cumulative number of emissions.

A major difficulty in interpreting acoustic emission
results is the separation of signals due to the loading
system or microscopic slippage at joints in the test object
from the signals due to flaw propagation in the material.
Users of the technique must be aware of all the possible
extraneous acoustic signals that may be detected by the
transducers, and must take precautions not to confuse
them with signals due to flaw growth. Some background
noise may be eliminated by using low frequency filters,
but usually it is necessary to properly plan an acoustic
emission inspection to eliminate unwanted noises.
Equipment costs vary from moderate ($10,000) to very
expensive depending on whether a single- or multiple-
pickup system is required for the particular application.

2. Acoustic Impact Method

2.1. Description of Method

Acoustic impact is the oldest and simplest form of
acoustic inspection. In this method, audible stress waves
are set up in a test object by mechanical impact and the
frequency and damping characteristics of the vibrations
can be used to infer the integrity of the test object [2]. In
its most unsophisticated form, the test object is struck
with a hammer and the operator listens to the "ringing"
(which is due to resonant vibration of the object). In a
more sophisticated form, a transducer is attached to the
test object, and an amplifier and display unit are used to
produce a visual display of the frequency and damping
characteristics of the "ringing". By comparing the out-
put with a standard of acceptable quality, a decision is
made regarding the integrity of the object.

2.2. Applications

This method can be used to detect hollow zones and
delaminations in concrete and masonry structures or it
may be used to detect the location of studs behind
wallboard. It also has been used to detect deliminations
in laminar and composite materials and rot in wood. By
measuring the transmission time in wood, it's modulus of
elasticity can be determined.

2.3. Advantages and Limitations

The equipment required to carry out the test is
relatively inexpensive and the test can be performed easi-
ly. However, because the "ringing" can be affected by
the mass and geometry of the test object, an experienced
operator may be needed to correctly interpret the results.

3. Cast-In-Place Pullout

The pullout test measures the force required to pull
out a steel insert, having an enlarged end, which has
been cast in concrete (fig. 1). The concrete is subject to a
complex state of stresses by the pullout force, and a cone
of concrete is removed at failure. The pullout forces are
usually related to the compressive strength of the con-
crete, with the ratio of pullout strength (force divided by
surface area of the conic frustum) to compressive
strength being in the range of 0.1 to 0.3. Correlation
graphs are used to relate pullout force to compressive
strength. There are several commmercially available test
apparatus for measuring the pullout resistance of con-
crete with prices varying from $1000 to $6000.
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FIGURE 1. Schematic of cast-in-place pullout device.

3.1. Description of Method

The American Society for Testing and Materials
4ASTM) has recently issued a test method, C900 [3]
which describes the pullout assembly and gives
allowable dimensions. The pullout insert is cast-in-place
during placing of fresh concrete, and it is either pulled
completely out of the concrete, or pulled until maximum
load is reached, with a manually operated hollow tension
ram exerting pressure through the steel reaction ring.
Components of one possible test apparatus for pulling
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out the insert are shown in figure 2.2 Testing and
calculation procedures are also given in ASTM C900.
Techniques have been developed so that the inserts can
be embedded deep in concrete, thereby permitting
testing of the interior concrete.

FIGURE 2. Components of one Type of apparatus for performing
pullout test.

Because the pullout insert is usually cast-in-place dur-
ing placing of the fresh concrete, these tests must be
planned in advance. Alternatively, hardened concrete
can be drilled to receive the pullout insert. This nec-
cesitates drilling through the bottom or backside of a
concrete slab for example, to the proper depth and width
to permit the insertion of the enlarged head. A smaller
hole, sufficient to permit insertion of the steel shaft, is
drilled through the remaining portion of the concrete
slab, the insert is placed through the bottom or backside,
and the test is performed. This alternate method is cur-
rently being developed and is not covered by ASTM
C900.

3.2. Reliability of Method

Malhotra [41 and Richards [5] have shown the pullout
method is a reliable method for estimating the com-
pressive strength of concrete. Malhotra found that the
coefficients of variation for pullout test results were in
the same range as those obtained from testing standard
cylinders in compression. Correlation coefficients of 0.97
to 0.99 have been obtained for normal weight concrete
from curve fitting of pullout and compression test
results.

21n this paper several commercially available devices used for NDE teats of

building materials are identified and discussed. Such identification does not
imply recommendation or endorsement by the National Bureau of Standards.

3.3. Advantages and Limitations

The pullout technique is the only nondestructive test
method which directly measures a strength property of
concrete in place. The measured strength is thought to
be a combination of tensile and shear strengths.

The major disadvantage of the pullout test is that a
cone of concrete is sometimes pulled out necessitating
minor repairs. However, if the pullout force is quickly
released when failure is just initiated, the concrete cone
will not be torn loose, and no repairs will be required.
Another disadvantage is the need to plan where inserts
are to be located and to make provisions for their place-
ment prior to placing concrete. The feasibility of drilling
holes into hardened concrete and inserting pullout
devices is being explored [61. This would eliminate the
need to install the inserts prior to placing concrete.

4. Electrical Potential Measurements

Information on the corrosion state of metals can be ob-
tained from measuring the electrical potential of the
metal using a standard reference electrode and a
voltmeter. As the electrical potential of a metal becomes
more negative, the probability that corrosion has taken
place increases.

4.1. Measurements on Steel in Concrete

The electrical potential method is commonly used to
assess the corrosion condition of steel reinforcement in
concrete. The electrical potentials of steel reinforcement
are measured by making an electrical connection from a
voltmeter to the reinforcement and a second electrical
connection from the voltmeter to a reference cell in
physical contact with the surface of the concrete (fig. 3).
Dry concrete must be moistened before making electrical
measurements. A saturated copper-copper sulfate elec-
trode is usually used as the reference cell. The electrical
potential of the reinforcement located below the
reference cell is measured.
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FIGURE 3. Measurement of electrical potential of steel reinforcing

bars in concrete.
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If the electrical potential of the steel reinforcement is
more negative than -0.35 V versus the copper sulfate
electrode, active corrosion is probably taking place.
Values in the range of -0.30 to -0.35 V suggest that cor-
rosive conditions are developing at the concrete-steel in-
terface, while values less negative than -0.30 V indicate
that the steel is probably passive, i.e., not corroding 17].

An electrical potential diagram of a concrete slab can
be constructed in which areas of similar potentials are
outlined. This can be used to identify those areas where
reinforcement may be corroding.

4.2. Advantages and Limitations of Method

The equipment is inexpensive and only a moderate
amount of user expertise is needed to make the
measurements. Measurements of the electrical potential
of steel reinforcement provide information concerning
the probability for the occurrence of corrosion. However,
information on either the rate or the extent of corrosion
is not obtained. In addition, a direct electrical connec-
tion must be made to the reinforcing steel. If the steel is
not exposed, then some concrete covering must be
removed.

5. Electro-Magnetic Methods

The presence of flaws or changes in composition of
metals will affect their electrical and magnetic proper-
ties. Therefore, it is possible to detect anomalies in
metals by measuring changes in the electrical and
magnetic characteristics of metals. NDE methods that
function on the above basis include eddy current,
magneto-inductive, and magnetic particle testing.

5.1. Eddy Current Inspection

Eddy current inspection is a versatile NDE method
based upon the principles of electromagnetic induction
and is only applicable to inspection of metals [11.
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in the coil. Measuring the changes in the current flow (or
the coil impedence) is the basis of eddy current inspec-
tion.

The magnitude of the change in the coil current will
depend on the intensity of the eddy currents induced in
the metal. Factors which influence the intensity of eddy
current flow include the following [8]:

1) the frequency and magnitude of the coil current,
2) the electrical conductivity of the metal,
3) the magnetic permeability of the metal,
4) the size and shape of the test object,
5) the proximity of the coil to the test object, and
6) the presence of discontinuities or inhomogeneities

in the metal.

The electrical and magnetic properties of the metal are
controlled by alloy composition, microstructure and
residual stresses [1].

5.1.1. Description of Method

A coil carrying an alternating electric current will pro-
duce an alternating magnetic field opposing the flow of
current into the coil (figure 4). When the coil is brought
near a conductive material, this alternating magnetic
field induces a closed-loop current flow in the material
known as eddy current. The eddy currents will also be
alternating, and, therefore, a secondary magnetic field is
produced by them which opposes the magnetic field of
the coil. Thus, when the energized coil is brought near a
metal surface there will be a change in the current flow

5.1.2. Eddy Current Inspection System

An eddy current device consists of the following com-
ponents: inspection coil, an oscillator to provide coil ex-
citation, a detector to monitor changes in coil im-
pedance, and an output device to display the test results.
Various kinds of coil geometries are available depending
on the specific application. An important principle when
inspecting for discontinuities is that the maximum signal
is obtained when the eddy current flow is transverse to
flaw. Thus, the user needs to understand the relationship
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between coil configuration, eddy current flow and type
of flaw to be detected.

The frequency of the excitation current affects the
depth of the eddy currents and the sensitivity of flaw
detection. Increasing the coil frequency will reduce
penetration but increase sensitivity. Thus high coil fre-
quencies should be used in attempting to detect small
near-surface flaws. If it is desired to detect sub-surface
flaws, a lower frequency should be used but the
minimum detectable flaw size increases. Thus, there is a
trade-off of penetrating ability versus sensitivity which is
common to other inspection methods. The range of fre-
quencies is from 200 Hz to 6 MHz [1], with the lower
frequencies used primarily for inspecting ferromagnetic
metals.

The detector circuit can also take on many forms
depending on the application of the instrument. In any
case, the changes in coil impedance that occur during in-
spection are small and bridge circuitry, similar to that
used to monitor electrical resistance strain gages, is used
to detect these changes. In making a measurement, the
impedance bridge is first balanced by using an internal
adjustment or placing the coil on a reference object of ac-
ceptable quality; then the coil is placed on the test object,
and any difference between test object and reference ob-
ject will result in an imbalance of the bridge which is in-
dicated on the output device. The output device can be
of many forms, such as audible alarms, meters, X-Y plot-
ters, strip-chart recorders, magnetic tape, storage
oscilloscopes, or a computer.

5.1.3. Instrument Calibration

Because there are many factors that may affect the
coil impedance when a test is performed, the object used
to calibrate the instrument must be carefully chosen. For
example, to detect cracks, the reference object must have
the same electrical and magnetic properties as the test
object; otherwise differences in alloy composition could
be interpreted as a crack. Therefore, a user must be
knowledgeable in the operation of an eddy current
device in order to properly calibrate it and to interpret
test results.

5.1.4. Applications

Eddy current inspection has many uses including the
detection of flaws such as cracks, porosity, or inclusions
in metals; detection of changes in alloy composition or
microstructure; and the measurement of the thickness of
nonconductive coatings on a metal.

5.1.5. Advantages and LImitations

There are several important limitations to eddy cur-
rent inspection. A major limitation is the depth at which
discontinuities can be detected. The density of eddy cur-
rents rapidly decreases with increased distances below
the surface of a metal. The depth of penetration is con-
trolled by the resistivity and permeability of the metal
and the coil frequency.

The strength of the signal due to a particular defect
will depend on the proximity of the coil to the surface of
the test object. As this distance, called "lift-off," in-
creases the signal strength diminishes. The lift-off effect
is so strong that it may mask signal changes due to
defects. Care must be taken, therefore, to ensure uniform
contact between coil and test object. This requirement
may make it difficult to test objects with rough or ir-
regular surface. The lift-off effect may be used, however,
in measuring the thickness of nonconductive coatings on
a conductive metals or non-magnetic metal coatings on
magnetic metals. Proper calibration samples are re-
quired to use an eddy current instrument as a thickness
gage.

5.2. Magneto-Inductive Methods

This technique is only applicable to ferromagnetic
metals and is primarily used to distinguish between steel
of different alloy composition and different heat
treatments. The principle involved is electromagnetic in-
duction and the equipment circuitry resembles a simple
transformer in which the test object acts as the "core"
[1]. There is a primary coil connected to a power supply
delivering a low frequency (10 to 50 Hz) altering current,
and a secondary coil feeding into an amplifier circuit. In
the absence of a test object, the primary coil induces a
small voltage in the secondary coil, but when a fer-
romagnetic object is introduced a much higher secon-
dary voltage is induced. The magnitude of the induced
voltage in the secondary coil is a function of the
magnitization characteristics of the object, and changes
in these characteristics are used to distinguish between
samples of different properties. As in the case of eddy
current inspection, this method can be used for quan-
titative measurement only after proper calibration is per-
formed.

5.3. Cover Meters

Cover meters are portable, battery-operated magnetic
devices that are primarily used to estimate the depth and
location of reinforcing steel (bars and tendons) embedd-
ed in concrete. In addition, some information can be ob-
tained regarding the dimensions of the reinforcement [4].
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5.3.1. Principle and Applications

Cover meters are magnetic devices that are based on
the magneto-inductive principle. A typical meter is
shown in figure 5. A magnetic field is induced between
the two faces of the probe, which houses a magnetic core,
by an alternating current passing through a coil. If the
magnetic field passes through concrete containing rein-
forcement, the induced secondary current is controlled
by the reinforcement. The magnitude of this change in
inductance is measured by a meter. For a given probe,
the magnitude of the induced current is largely con-
trolled by the distance between the steel reinforcement
and the probe.

The induced current decreases as the distance from
probe to the reinforcement increases because the
magnetic flux intensity of a magnetic material decreases
with the square of the distance. In addition, the
magnetic permeability of the concrete, even though it is
low, will have some affect on the reading. Therefore, the
calibrated scales on the meters of commercial equipment
are nonlinear. Also, a meter must be readjusted if a dif-
ferent probe is attached.

The probe is highly directional; i.e., a sharp maximum
in induced current is observed when the long axis of the
probe and reinforcement are aligned and when the probe
is directly above the reinforcement.

The commercial cover meter shown in figure 5 can
detect reinforcement with a concrete cover as thick as 8
inches 4200 mm). Through the use of spacers of known
thickness, the size of reinforcing between 0.38 to 2 in. (6
to 51 mm) can be estimated.

Another possible application of the cover meter is to
estimate the thickness of slabs which are accessible from
both sides. If a steel plate is aligned on one side with the
probe on the other side, the measured induced current
will give an indication of the thickness of the slab. For

FIGURE 5. Cover meter used to detect steel reinforcement.

this application, a series of calibration tests must be first
performed.

5.3.2. Advantages and Limitations

Cover meters are portable, inexpensive, instruments
that can be easily used. They are most useful when rein-
forced concrete has only one layer of widely separated
reinforcing bars. In highly reinforced concrete, the
presence of secondary reinforcement makes the deter-
mination of the depth of concrete cover difficult. Fur-
thermore, reinforcing bars running parallel to those be-
ing measured influence the induced current if the
distance between bars is less than two or three times the
cover distance 141.

5.4. Magnetic Particle Inspection

5.4. 1. Principle of Method

This inspection method relies on the ability of cracks
to alter the magnetic field within a metal so that fine
magnetic powder will be attracted to the crack zone and
cracks thereby identified [1, 10, 11]. To further under-
stand the principle, consider a bar magnet in which the
magnetic field passes through the magnet from south to
north poles. If ferromagnetic particles are sprinkled over
the middle surface of a crack free magnet, there will be
no attraction because the magnetic field lies wholly
within the magnet. Now consider the case in which the
magnet is cracked; the two sides of the crack will act as
north or south poles, and the magnetic field bridges the
gap. However, some of the magnetic field will leak out of
the magnet into the surrounding air space, and fer-
romagnetic powder will be attracted by the leakage field.
Therefore, the attraction of the powder gives an indica-
tion of the presence of the crack. A subsurface crack
would also produce a leakage field, but the response
would be weaker than for a surface crack of the same
size.

5.4.2. Application of Method

In using the magnetic particle method, it is necessary
to magnetize the object being inspected, to apply fer-
romagnetic particles, and then to inspect for indications
of cracks. There are two general types of magnetic fields
that may be induced in the test object, circular and
longitudinal fields. A circular field will be produced by
passing an electric current through the test object, in
which case the magnetic field would be concentric with
the direction of current flow. A longitudinal field will be
created by placing the part inside a coil carrying electric
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current, in which case the magnetic field will be parallel
to the longitudinal axis of the coil. The direction of the
magnetic field relative to the test object controls which
cracks will be detected. Strong leakage fields are pro-
duced by cracks which intersect the magnetic lines of
force at an angle, and no leakage fields are produced by
cracks parallel to the magnetic lines of force. Therefore,
complete inspection of a part should involve rotation of
the test object with respect to the magnetic field to make
sure that all existing cracks intersect the magnetic field
lines.

In field inspections, it usually is not practical to pass a
current through the entire part or surround the part with
a coil. Portable units are available that permit inspection
of small portions of the test object at one time. For exam-
ple, prods can be used to introduce a flow of current be-
tween two contact points on the object. In this case a cir-
cular magnetic field is induced. A yoke, i.e., a U-shaped
electromagnet in which the poles are brought into con-
tact with the test object, can also be used. With a yoke, a
longitudinal magnetic field is set up in the object and the
lines of force run from one pole to the other pole of the
electromagnet. With either portable method, only a
small portion of a large test object can be inspected at
one time; 12 in (300 mm) is about the practical limit [11
for spacing between prod contacts.

The choice of current type used to magnetize the test
object is important. If it is desired to detect subsurface
cracks, direct current must be used because alternating
current will only produce a surface magnetic field. The
direct current may be from a constant or pulsating
source, though the pulsating type is preferred because it
imparts greater mobility to the ferromagnetic powder.
The current supply is low voltage and very high
amperage for user safety but still permits strong
magnetization of the test object. Inspection is usually
carried out with the current on but if the metal has high
retentivity (permanent magnetism), the current may be
turned off before applying the powder.

The powder used to indicate the leakage fields may be
dry or suspended in a liquid. Dry powders are preferred
for the best sensitivity to subsurface cracks and should
be used with direct current while the wet powders are
superior for detecting very fine surface cracks. To
enhance visibility, various colors are available so that
high contrast with the background can be achieved. In
addition, fluorescent particles are available for increased
visibility.

5.43. Advantages and Limitations

The magnetic particle inspection method has several
advantages over other crack detection systems [1]. The

equipment is portable, inexpensive, and simple to
operate; positive crack indications are produced directly
on the part and no electronic equipment is needed; and
any shape part that is accessible can be inspected.
However, there are some limitations that must be
understood by the user. The method will only work with
ferromagnetic metals. For complete inspection, each
area needs to be inspected more than once using dif-
ferent magentic field directions and very large currents
are needed to inspect large areas. Experience and skill is
needed to properly interpret the particle indications and
to recognize patterns which do not indicate cracks.
Demagnetization may be required after inspecting steels
with high magnetic retentivity. The maximum depth of
flaw detection is about one-half inch (13 mm), and the
minimum detectable flaw size increases as its depth in-
creases.

6. Leak Testing Method

6.1. Principle of Method

Leak testing refers to the detection of holes in pipes
and tanks which permit the escape of liquids or gases [9].
There are many different methods of leak testing but
they can be generally classified into two categories. In
the first category, the leaking system is monitored under
normal operating conditions. This includes the use of
pressure meters, the applications of a soap solution, or
the use of audio or amplified listening devices. In the se-
cond category, a particular substance is added into the
system flow to provide special indications of leakage.
This includes such additives as colored dyes, Freon 12,
helium gas, radioactive tracers, and odorous indicators.

6.2. Applications

Many leak detection methods are suitable for field ap-
plication. Liquid storage vessels and above ground pip-
ing can usually be checked visually for leakage under
normal operating conditions with no special equipment.
Gas-carrying systems can usually best be checked in the
field with a soap solution or, when Freon gas is added to
the system, with a propane torch. These systems have no
special power requirements and none of the equipment
weighs more than 5 lbs (2 kg).

6.3. Advantages and Limitations

Leak detection methods can locate flaws too small to
be found by any other NDE method. Gas leaks with
rates as small as 10-12 cc/s can be detected with the use
of radioactive tracers and radiation monitoring devices,
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while a soapy water solution can locate leaks with rates
asow as 10-3 ec/s 191.

Flaws can be detected only if they penetrate through a
structure that can be held at pressure conditions differ-
ing from the surrounding atmosphere.

7. Microwaves

Microwaves are a form of electromagnetic radiation
which has frequencies between 300 MHz and 300 GHz
corresponding to wavelengths of one meter to one
millimeter. Microwaves are generated in special vacuum
tubes called klystrons and transported in a circuit by
waveguides. Diodes are commonly used to detect
microwaves.

7.1. Applications

Microwaves are reflected when they intercept a boun-
dary between regions of different dielectric properties.
They thus may be used for the detection of interfaces
and voids. This technique can be used to detect
delaminations and the presence of different material in
highway pavements 112-14). The use of microwaves to
estimate the moisture contents of roofing materials 115]
and concrete 141 also has been explored. Similar to
capacitance instruments [section 91 the effect of water on
the dielectric properties of materials is determined. Boot
and Watson 1161 reported that the microwave technique
only estimated the moisture content of concrete to within
12 to 30 percent of its mean value. Its low accuracy was
largely attributed to the heterogeneity of concrete, and
the internal scattering and diffraction it caused.

7.2. Limitations

The feasibility of using microwaves for inspecting in-
stalled construction materials has not been
demonstrated. Further development work is required if
the microwave method is to become a reliable field NDE
method.

8. Moisture Detecfion Methods

Many of the problems encountered in a building are
attributed to the presence of moisture. Visual inspection
can reveal surface moisture, but even if a surface is dry,
subsurface moisture can be present Therefore, NDE
methods are often used when making moisture inspect
tdons. Four NDE methods are commercially employed in
moisture inspections: electrical resistance measurements;
capacitance instruments; nuclear meters; and infrared
thermography (15, 17,1 81.

8.1. Electrical Resistance Probe

8.1.1. Princlpl, and Applications

The resistance probe method involves the measure-
ment of the electrical resistance of a material, which
decreases as the moisture content increases Most in-
struments consist of two closely spaced probes and a
meter-battery assembly which are enclosed in one hous-
ing or in two attached assemblies. A commercial instru-
ment is shown in figure 6. The probes are usually in-
sulated except at the tips so that the region being
measured lies between the tips of the probes. The probe
can penetrate soft materials, such as roofing membranes,
so that moisture located at various distances below the
surface can be detected. Operation of a resistance probe
is very simple. A voltage is impressed between the probes
and the resistance is measured.

FiGuHE 6 Electrical resistance intmentfordecting moisture.

Probe instruments have been used for moisture detec-
tion in plaster, brick, concrete and roofing materials.
Similar procedures have been used for determining the
electrical resistance of soils. In this application a 4-probe
system is used.

8.1.2. Calibration

The electrical resistance probe instruments and other
moisture measuring instruments are usually calibrated
by obtaining relationships between their response and
the moisture content of materials similar to those being
inspected. The moisture contents of the specimens are
gravimetrically determined, i.e., specimens are weighed
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before and after oven drying with the differences in
weight giving their moisture contents.

S. 1.3. Advantages and Limitations

Electrical resistance probe instruments do not give a
precise determination of moisture contents. The simple
inexpensive instruments, while giving only a qualitative
indication of wetness, are useful in identifying wet areas
and for determining moisture migration patterns. More
sophisticated instruments appear to be capable of giving
semi-quantitative information if they are properly
calibrated.

8.2. Capacitance Instruments

8.2.1. Principle and Applications

Capacitance instruments used to detect moisture are
based on the principle that moisture can affect the dielec-
tric properties of a material [17]. The dielectric constant,
K, of a material is a relative measure of the ability of a
material to store electrical energy and is given by:

8.3. Nuclear Meters

8.3.1. Principle of Method

Fast neutrons, emitted during the decay of radioactive
isotopes, are used in making moisture content
measurements [16, 171. Fast neutrons from the isotope
source enter the material and are both scattered and
slowed down by collision with the nuclei of the atoms
composing the material (fig. 7). Nuclei of all materials
slow down the neutrons by momentum exchange, but the
reduction is greatest for collisions with hydrogen nuclei
which have about the same mass as the neutrons. Some

Source -Detector

Specimen surface

Paths of neutrons, some of which
collide with hydrogen nuclei, become
slow neutrons, strike the detector,
and are counted

K = C/Co (2)
where C is the capacitance of a material and CO is the
capacitance of vacuum.

The dielectric constants for many dry building
materials are usually low, e.g., for dry roofing materials
K ranges from 1 to 5, while water has a K of approx-
imately 80 [17]. The value of K for a moist material will
increase linearly as the volume fraction of water in-
creases. Capacitance radio frequency instruments have
been used to measure the moisture contents of paper pro-
ducts, wallboard, and roofing materials. Commercial
capacitance instruments have various electrode con-
figurations. The electrodes are attached to a constant fre-
quency alternating current source and they establish an
electrical field in the material being tested. Current flow
or power loss is then measured which is indicative of
moisture content. Most instruments operate in the radio
frequency region of 1 to 30 MHz.

8.2.2. Advantages and Limitations

Capacitance instruments are portable and
measurements can be taken rapidly. A recent investiga-
tion by Knab et al. [18] suggests that capacitance in-
struments may not give reliable quantitative
measurements of the moisture contents of roofing
systems. Further work appears required to establish the
reliability of using this method for moisture
measurements of building materials.

FIGURE 7. Process by which a nuclear meter detects moisture.

of the slow or thermal neutrons, are scattered in such a
way that they reach the slow neutron detector in the in-
strument and are counted for a specified period of time.
The thermal neutrons reaching the detector are much
more likely to have collided with hydrogen nuclei than
other atomic nuclei because the scattering cross-section
of hydrogen is greater than that for other atoms. Thus,
the method is capable of detecting moisture content. The
detector largely measures the backscattering of slow
neutrons which have collided with hydrogen nuclei in the
surface region of the materials. For example, the depth
of measurement is limited to between 2 to 8 in (51 to 203
mm) in soils.

8.3.2. Commercial Meters and Applications

Nuclear meters (fig. 8) are used to measure both
moisture content and density of soils, portland-cement
concrete, asphaltic concrete, and roofing materials [4,
15]. These meters consist of a shielded radioactive
isotope source, a detector or counting device, and
readout equipment. In commercial meters, the isotopes
used are radium 226-beryllium, and americium 241-
beryllium. Both americium and radium are alpha parti-
cle emitters and these particles interact with the nuclei of
beryllium resulting in the emittance of fast neutrons.

In addition to neutron sources, most commercial
nuclear moisture meters also have gamma ray sources.
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FIGURE 8. Nuclear meter used to measure moisture contents of
materials.

The gamma rays are used to determine the density of
materials. See section 13 for explanation of the principle.

8.3.3. Advantages and Limitations

Nuclear meters are portable and moisture
measurements can rapidly be made on materials.
However, the hydrogen atoms of building materials in
addition to those of water will contribute to the number
of detected thermal neutrons. For example, asphalt in a
roofing membrane may contribute to a reading because
it contains bonded hydrogen atoms. For hydrogen-
containing materials, calibration of the meter is required
using samples identical to those expected during field in-
spection. Also, a license must be obtained from the
Nuclear Regulatory Commission for domestic use of the
radioactive isotopes in the neutron source of the neutron
moisture meters.

8.4. Infrared Thermography

In addition to detecting heat loss, infrared ther-
rnography can be used to detect moisture in building
materials if heat is flowing through them. The presence
Af moisture will effect the heat transfer properties of
materials which permits the identification of wet areas
Wy thermography. The principle involved in making
lhermography scans is discussed in section 16. This
method is being used in making aerial scans of roofs,
Nhereby large roof areas and many buildings can be
sanned in a relatively short time 115]. Hand held in-
rared cameras also are being used to measure heat losses
md to detect moisture in roofing systems 1i91. See sec-

tion 16 for additional applications of this method.
In using the thermography method to detect moisture

in roof systems, it is necessary to assume that
temperature gradients are caused by moisture and are
not associated with differences in roofing composition or
thickness. Because construction and thickness variations
can be present, results from thermographic inspections
should be interpreted carefully.

9. Point Inspection Gage (Tooke Gage)

9.1. Principle and Applications

The paint inspection gage is used to measure dry paint
film thickness by the microscopic observation of a small
V-groove cut into the paint film. In addition, the number
of paint layers and their individual thickness can be
determined. The thickness of dry coating applied to any
type of surface (e.g., wood, metal, glass, or plastic) can be
measured. A commercially available paint inspection
gage, the Tooke Gage, is shown on figure 9. This gage is
portable having overall dimensions of 4.5 x 3.5 x 1 in
(114 x 89 x 25 mm) and weighing 26 oz. (.74 kg). Three
cutting tips are furnished permitting the measurement of
film thickness up to 50 mils (1.3 mm).

I

FIGURE 9. Tooke gage for measuring the thicknesses and/or
number of paint layers.
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9.2. Limitations

A disadvantage of this method is that a cut is made in
the paint film which may need to be repaired, depending
on the substrate and the severity of the environment.

10. Pin Hole Detector

10.1. Principle and Applications

A pin hole, or holiday detector, is used to determine
the existence and location of pin holes fholidays) in non-
conductive coatings applied to metals. Most commercial
instruments consists of a probe or electrode which makes
contact with the coating through a moist sponge and an
earth lead such as an alligator clip (fig. 10) which is at-
tached to an area of bare metal. When the moist sponge
passes over a pin hole, an electrical circuit is completed
which activates an audible alarm. Most detectors use a
dc power source in the range of 9 to 67.5 V.

FIGURE 10. Device to inspect nonconductive coatings on metals for
pin holes.

10.2. Advantages and Limitations

A large area can be rapidly surveyed for pin holes with
-this type of detector. Several problems can be en-

countered however, using this type of detector. If the
metallic test object is completely coated so that a bare
area does not exist, a portion of the coating must be
removed so that the earth lead can make contact with the
metal. Pin holes can be induced in weakened areas of a
coating if high voltage (approximately 10 KV) detection
is used. The results are quantitative, since no informa-
tion on the size of a pin hole is obtained.

11. Proof Load Testing

11.1. Principle of Method

Proof load testing is based on the concept that a struc-
tural component or structure capable of surviving the
stresses of a severe loading should be serviceable under
normal operating conditions 191. Proof loading requires
the ability to overload a structure in a load pattern
similar to operating conditions (e.g., high pressure in a
pipeline).

11.2. Applications

Proof load testing can be used in conjunction with leak
testing (section 6) in pressure vessels and pipeline inspec-
tion leak detection sensitivity levels. This method is
usually used as a last resort to determine the adequacy of
a structural system.

11.3. Advantages and Limitations

An entire structure can be tested in its "as-built" con-
dition. However, the test may either cause the premature
failure or the destruction of a structure. Proof load
testing requires extensive planning and preparation, and
is usually expensive.

12. Probe Penetration Method

12.1. Principle of Method

The probe penetration method is based on measuring
the non-penetrating length steel probe which partly
penetrates concrete when driven by a powder charge.
This method is useful for assessing the quality and
uniformity of concrete in situ, and for delineating areas
of poor quality or deteriorated concrete in structures.

Probe penetration results have also been used to
estimate the compressive strength of concrete by using
correlation graphs. The graphs are constructed by plot-
ting the exposed lengths of probes versus experimentally
measured compressive strengths. This can be done by
performing penetration tests on a concrete slab and tak-
ing core samples for compressive testing.
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12.2. Probe Equipment and Use

The Windsor Probe is the most commonly selected,
and possibly the only commercially available apparatus
in the U.S. for measuring the penetration resistance of
concrete. It consists of a special driving gun (fig. 11) into
which a high-strength steel probe is inserted. This probe
is driven into the concrete by firing a charge la 32 caliber
blank with a precise quantity of powder). A series of
three measurements is made in each area using the
spacer plate shown in figure 12. The length of a probe
extending from the surface of concrete can be measured
using a simple device as shown in figure 13.

FIGURE 11 Windsor probe apparatus showing the gun, probe and
blank cartridge.
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FIGURE 12. Windsor probe in use.

FIGURE 13. Device for measuring length of probe extending from
surface of concrete.

Operating procedures for the Windsor Probe are given
by the manufacturer. In addition, testing procedures are
given in ASTM Standard C803 [201. The probe can be
easily operated by concrete inspectors, and is readily por-
table.

The manufacturer supplies a set of five calibration
curves, each curve corresponding to a specific Mob's
hardness for the coarse aggregate used in the concrete,
by which probe measurements can be converted to com-
pressive strength values. However, Arni [21] observed
that use of the manufacturer's calibration curve often
results in grossly incorrect estimates of the compressive
strength of concretes. Therefore, it is recommended that
the Windsor Probe should be calibrated by the in-
dividual user, and should be recalibrated whenever the
type of aggregate or the concrete propagation is changed.

12.3. Applications

The Windsor Probe can be used for assessing the
quality and uniformity of concrete because physical dif-
ferences in concrete will affect its resistance to penetra-
tion. A probe will penetrate deeper as the density, sub-
surface hardness, and strength of the concrete decreases.
Areas of poor concrete can be delineated by making a
series of penetration tests at regularly spaced locations.

The Windsor Probe has been used to estimate the
compressive strength of concrete. However, the relation-
ship between the depth of penetration of the probe and
the compressive strength can only be obtained empiri-
cally because penetration of the probe depends on a com-
plex mixture of tensile, shear, and compressive forces
[211. The estimation of compressive strengths with the
Windsor Probe, therefore, must be made using a correla-
tion diagram with appropriate confidence limits.
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The probe technique appears to be gaining acceptance
as a practical NDE method for estimating the com-
pressive strengths of concrete. Improved correlations
between probe results and in-place strength can be ob-
tained by keeping the curing conditions of the test
specimens close to those expected for the in-place con-
crete and by making sure that the test concrete is
representative of the in-place concrete. If the Windsor
Probe is calibrated using concrete specimens taken from
an early construction stage, the calibration chart could
be used to estimate the strength of concrete placed dur-
ing later stages (assuming that the concrete design is the
same).

12.4. Advantages and Limitations

The Windsor Probe equipment is simple, durable, re-
quires little maintenance, and can be used by inspectors
in the field with little training. Care must be exercised,
however, because a projectile is fired and safety glasses
should be worn. The gun can only be fired when it is
pushed against a special spacer plate.

The Windsor Probe primarily measures surface and
subsurface hardness and does not yield precise
measurements of the in situ strength of concrete.
However, useful estimates of the compressive strength of
concrete may be obtained if the probe is properly
calibrated. The probe test is very useful in assessing the
general quality and relative strength of concrete in dif-
ferent parts of a structure.

The Windsor Probe test does damage the concrete,
leaving a hole of about 0.32 in (8 mm) in diameter for the
depth of the probe and, also, may cause minor cracking
and some surface spalling, necessitating minor repairs.

13. Radiography

Radiography enables the inspection of the internal
structure of a test object through the use of penetrating
radiation, which may be electromagnetic (X-ray, gamma
rays, etc.) or particulate (neutrons) [1, 22, 23]. The ob-
ject is exposed to a radiation beam and the intensity of
the radiation passing through the object is reduced ac-
cording to variations in thickness, density and absorp-
tion characteristics of the object. The quantity of radia-
tion passing through the object is measured and used to
deduce the internal structure of the test object. The types
of radiation that have been most widely used are X-rays
and gamma rays, with gamma rays being most com-
monly used during field inspections.

13.1. X-rays

X-rays are produced by bombarding a target material
with fast moving, high energy electrons. The high energy
electrons collide with electrons in the target, which are
promoted to higher energy levels. X-rays are emitted as
electrons fill the vacancies left by the promoted elec-
trons. The generation of X-rays takes place in an
evacuated chamber (X-ray tube) in which high energy
electrons are generated by applying a very high voltage
between an incandescent filament (the electron source)
and the target material. By varying the voltage, X-rays
with different penetrating abilities can be generated. For
example, 200 kV (kilovolt) X-rays are capable of
penetrating about 1 in (25 mm) of steel, while 400 kV X-
rays can penetrate up to 2 in (51 mm) of steel [1], which
is about the maximum attainable with portable equip-
ment. In general, the penetrating ability of X-rays of a
given energy level decreases as the density of the object
increases. Portable gamma radiography units are
available with greater penetrating capabilities than por-
table X-ray units. Therefore, gamma radiography is
more commonly used for field inspections.

13.2. Gamma Rays

Gamma rays are physically indistinguishable from X-
rays, the primary difference is the source. Gamma rays
are the results of radioactive decay of unstable isotopes,
and as a result there are some basic differences between
gamma ray and X-ray radiography. Because gamma
rays are due to nuclear disintegrations, a gamma ray
source will lose its intensity with time and longer ex-
posure times may be required for adequate inspection.
In addition, each source produces rays of fixed
penetrating ability. Isotopes of thulium, iridium, cesium,
radium and colbalt have been used for radiography.
Thulium has a penetrating ability of 1/2 in (13 mm) of
steel, while cobalt produces gamma rays capable of
penetrating up to 9 in (230 mm) of steel. The gamma
sources usually used for inspecting concrete are given in
table 1.

Note that the relative penetration abilities of the
gamma rays are controlled by their energies.

13.3. Principle and Applications

Gamma or X-ray radiation is attenuated (reduced)
when passing through materials. The extent of attenua-
tion is dependent on the density and thickness of
material, and on the energy of the rays. In radiography,
differences in radiation attenuation produced by varia-
tions in the density and thickness of a material are
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TABLE 1. GAMMA RAYSOURCES[221

Radioactive Gamma Optimum Working
Source Energy Half-life Thickness of Dose

(MeV) (t 1 /2 Concrete (mm) Ratea

Iridium 192 0.296 70 days 30-200 0.55
and

0.613

Cesium 137 0.66 33 years 100-300 0.39

Colbalt 60 1.17 5.3 years 150-450 1.35
and
1.33

'Roentgens per hour per curie at 1 m.
disintegrations per second.

One curie is equal to 3.7 x 1010

recorded on photographic film. For example, when rein-
forced concrete is radiographically inspected, steel rein-
forcement attenuates the radiation more than concrete
and appears as a lighter area in the film. Voids and
cracks in the concrete will appear as darker areas on the
film due to less attenuation of the incident radiation.

In practice, penetrating rays generated by a suitable
source are allowed to pass through materials, with
emerging radiation being recorded on X-ray film held in
a light-tight cassette. Some of the applications of gamma
radiography are inspection of concrete to locate reinforc-
ing bars, and to determine if excess porosity or voids are
present [24]; inspecting welds for cracks, voids, and slag
inclusion; and inspecting masonry walls for the presence
of reinforcement or grout.

sources are inherently hazardous because they emit rays
continuously and high energy sources have extremely
high penetrating ability. As a result, gamma ray sources
require large amounts of shielding material which limits
the portability of gamma radiography equipment. The
use of gamma ray producing isotopes is closely con-
trolled by the Nuclear Regulatory Commission, and a
license is required to use them.

14. Seismic Testing

14.1. Principle of Method

Seismic testing is the evaluation of material integrity
by analysis of shock wave transmission rates and effects
19]. An array of sensing devices around an explosive
charge of known energy (the most common shock load
input system) is used to record shock wave transmission
rates. These shock wave transmission rates can be
related to material densities. Vibrational patterns in-
duced from shock loading can be used to determine reso-
nant frequencies in structures.

14.2. Applications

Seismic testing can measure soil densities and locate
density variation boundaries (figure 14). Soil density
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13.4. Advantages and Limitations

Radiography provides a method for readily
characterizing the internal features of an in-place
material or building component. This method is ap-
plicable to a variety of materials. Portable gamma
radiography units can have greater penetrating abilities
than portable X-ray units.

The most important drawback of radiography is the
health hazard associated with the penetrating radiation.
A radiographic inspection program should be planned
and executed by individuals who have been trained and
are qualified to perform this type of inspection. All per-
sonnel involved in radiographic inspection must carry
devices that monitor the radiation dosage to which they
have been exposed and must be protected so that the
dosage rate does not surpass Federal limits. Gamma ray
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FIGURE 14. Schematic of seismic testing [91
(A) Shock wave pattern (B) Seismic test data plot
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values can then be related to load bearing capacities and
foundation preparation requirements. Seismic testing
can also be used to check structures for possible resonant
frequencies that could cause failure under operating
dynamic loads.

14.3. Limitations

Seismic testing is applicable only to monitoring soil
conditions and structural vibrations. Multi-channel
recording systems, power cables, and a large number of
sensing devices are required for seismic testing. The
hazards of explosives are also involved in the testing, but
all components of a seismic test system are portable.

15. Surface Hardness Testing

Surface hardness methods are generally used to obtain
an indication of the strength level or quality of a
material rather than for flaw detection. Hardness in
these tests refers to the resistance a material offers to in-
dentation by an object. Indentation is produced under
static or impact loading conditions; and the most com-
mon applications are in testing metals and concrete.

15.1. Static Indentation Tests

These methods are primarily used in testing metals.
They commonly involve indenting the surface with an in-
dentor of fixed geometry under specified loads [1]. The
indenter has a small point and thereby produces high
stresses in the metal at the point of contact. The stresses
are sufficient to cause the metal to yield beneath the in-
denter and a permanent indentation results. The
magnitude of the indentation will depend on the strength
of the metal, the applied load, and geometry of the in-
denter. Therefore, by measuring the size of the indenta-
tion under a given set of conditions, an estimate of
strength can be obtained.

15.1. 1. Standard Methods

There are three widely used standard methods for
hardness testing metals. The Brinell method [1] involves
applying a constant load (500, 1500 or 3000 kg) on a 0.4
in (10 mm) diameter hardened steel ball-type indenter
and measuring the diameter of the indentation on the
test piece with a microscope. A hardness number is
determined by substituting the values of the applied
load, ball diameter, and indentation diameter into a
standard formula. An example of a Brinell test result
would be 400 HB, in which 400 is the number
calculated from the standard formula, "H" stands for

hardness and "B" for Brinell. For weaker metals a
smaller load would be used to produce the indentation.

The Vickers method [11 is similar to the Brinell
method except that a square-based pyramidal diamond
indenter is used and the applied loads are much smaller.
The diagonal of the square indentation is measured, and
its value and the applied load are substituted into a stan-
dard equation to calculate the Vickers hardness number
(HV).

The most common method is the Rockw, ell hardness
test [1]. In this method the depth of additional perma-
nent indentation that occurs as the load is increased from
a small load to the test load is measured. The test instru-
ment measures the depth automatically and the hardness
number is read directly from a scale on the instrument.
The Rockwell test can be performed much faster than
the previously described methods. There are five dif-
ferent indenters and three different test loads that can be
used; therefore, there are 15 different Rockwell hardness
scales. For example, the result 60 HRC indicates a hard-
ness number of 60 on the Rockwell C scale. The variety
of scales permits testing a wide range of metals from very
soft (weak) to very hard (strong).

15.1.2. Usefullness of Static Tests

Tables are available that permit conversion of the
hardness number from one test method to the equivalent
number of another test method (for example, ASTM
E140)[25]. Tables are also available giving approximate
tensile strengths of meta ls corresponding to the different
hardness numbers. Care must be exercised in using the
strength tables, because each is applicable to only certain
types of metals.

Portable hardness testers are available for in-place
testing of metal structures.

15.2. Rebound Hammer Method

The rebound method is based on the rebound theories
of Shore [26]. He developed the Shore Scleroscope
method in which the height of rebound of a steel hammer
dropped on a metal test specimen is measured. The only
commercially available instrument based on the rebound
principle for testing concrete is the Schmidt Rebound
Hammer [271.

The Schmidt Rebound Hammer has gained wide ac-
ceptance by researchers and concrete inspectors and is
one of the most universally used nondestructive test
methods for determining the in situ quality of concrete
and for deciding when forms may be removed. Stan-
dards [28] have been drafted in Poland and Romania for
the Rebound Hammer. The British Standards Institu-
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tion has issued Building Standard 4408 which covers
nondestructive test methods for concrete, and includes
the rebound hammer method in part 4 of the Standard
[281. Recently, ASTM issued Standard C805, Test for
Rebound Number of Hardened Concrete, which gives
procedures for the use of the rebound hammer.

15.2.1. Description of Method

The Schmidt Rebound Hammer consists of a steel
weight and a tension spring in a tubular frame (figure
15). When the plunger of the hammer is pushed against
the surface of the concrete, the steel weight is retracted
against the force of the spring. When the weight is com-
pletely retracted, the spring is automatically released,
the weight is driven against the plunger and it rebounds.

FIGURE 15. Schmidt rebound hammer.

The rebound distance is indicated by a pointer on a scale
that is usually graduated from zero to 100, and the re-
bound readings are termed R-values. The determination
of the R-values is outlined in the manual supplied by the
manufacturer. R-values give an indication of the hard-
ness of the concrete with values increasing with the hard-
ness of the concrete.

Each hammer is furnished with a calibration chart,
showing the relationship between compressive strength
of the concrete and rebound readings based on data from
tests conducted by the Swiss Federal Materials Testing
and Experimental Institute. Users should not place too
much confidence on the calibration chart, however, as
they should develop their own for each concrete mix and
for each rebound hammer.

15.2.2. Applications

Numerous investigators 129-311 have shown that there
is some correlation between compressive strength of con-
crete and the hammer rebound number. Extensive
disagreement exists, however, (e.g., Refs 1321 and 1331)
concerning the accuracy of the strength estimates from
rebound measurements. Mitchel and Hoagland 1341
found that the coefficient of variation for estimated com-
pressive strength, for a wide variety of specimens from
the same concrete, averaged 18.8 percent. Arni 1211
found that the rebound hammer gave a less reliable

estimate of compressive strength than the Windsor
Probe.

Several investigators (33, 351 have attempted to
establish correlations beteen the flexural strength of con-
crete and the hammer rebound number. Relationships
similar to those obtained for compressive strengths were
obtained, except that the statistical variations were even
greater.

Mitchel and Hoagland 1341 attempted to correlate re-
bound numbers with the modulus of elasticity of the con-
crete specimens. They concluded that no valid correla-
tions could be made. Peterson and Stoll 1291 and Klieger
1361 have developed some empirical relations between
the dynamic modulus of elasticity and hammer rebound.

The rebound hammer, like the Windsor Probe, is very
useful in assessing the general quality of concrete and for
locating areas in which poor quality concrete is located.
A large number of measurements can be rapidly taken so
that large exposed areas of concrete can be mapped
within a few hours.

15.2.3. Advantages and Limitations

The rebound hammer provides a simple and quick
method for the nondestructive testing of concrete in situ.
The equipment is inexpensive, costing less than SI 000,
and can be operated by field personnel with a limited
amount of instruction.

The rebound hammer, however, has recognized
limitations. The rebound measurements on in situ con-
crete are affected by [4, 33, 371:

(1) Smoothness of the concrete surface
(2) Moisture content of concrete
(3) Type of coarse aggregate
(4) Size, shape and rigidity of specimen, e.g., a thin
wall or beam
(5) Carbonation of the concrete surface.

The rebound method is largely an imprecise test and it
does not provide a reliable prediction of the strength of
concrete. The rebound hammer, however, is very useful
in the rapid assessment of the relative quality of concrete
and for estimating the relative strength of concrete.

16. Thermal Inspection Methods

The presence of discontinuities in an object, such as
cracks, voids or inclusions, will change the heat transfer
characteristics of the object. Thus, if is a transient heat
flow condition exists, there will be nonuniform surface
temperatures, and the pattern of the surface
temperatures can be used as an indirect indicator of sub-
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surface anomalies [1]. Thermal inspection can also be
used to detect anomalous operating characteristics of a
system, such as over loaded electrical wiring or heat loss
through walls and roofs of buildings. The following
discussion will address primarily the application of ther-
mal inspection to detect anomolies in the internal struc-
ture of test objects such as structural metallic com-
ponents and roofing systems.

16.1. Principles of Thermal Inspection

To establish the conditions for thermal inspection, a
heat flow situation must exist or be created. If necessary,
this can be done by applying a temporary heat source to
the front or back surface of the test object. The flow of
heat from the warm to the cold surface will be affected
by the thermal diffusivity of the material which is itself a
function of its thermal conductivity, density, and specific
heat. If discontinuities are present which have thermal
diffusivities that differ from the bulk material, local
"hot" or "cold" spots will exist on the surfaces directly
over the location of the voids. Therefore, by measuring
the pattern of surface temperatures under heat flow con-
ditions, subsurface flaws can be detected.

Detection of surface temperatures can be accom-
plished by two methods: (1) contact inspection methods,
and (2) non-contact inspection methods. With contact
methods, the surface is covered with a temperature sen-
sitive material and differences in surface temperature are
recorded as a pattern of the coating material. Examples
of coatings that have been developed for this application
are [11: heat sensitive paints and papers; phosphor
coatings whose fluorescence under ultraviolet light is af-
fected by temperature; melting point coatings which
melt when a specific temperature is reached; and liquid
crystals which undergo color changes as their
temperatures are varied. Contact methods are generally
not very sensitive, have relatively long response times,
and require an application procedure prior to thermal in-
spection. Non-contact methods permit remote sensing of
the thermal patterns, and are the most popular thermal
inspection methods.

16.2. Infrared Thermography

16.2.1. Principle of Method

An object having a temperature above absolute zero
will emit energy in the form of thermal photons. The
wavelengths of the radiation fall within certain bands
depending on the temperature. For example, at room

temperature, the wavelengths are typically from 4 to 40
,um with a peak wavelength of about 10 Mm [1]. At very
high temperatures, the wavelengths of the emitted radia-
tion are reduced to less than 1 micrometer and fall
within the visible spectrum. The longer wavelength
radiation associated with room temperature is not visible
to the eye and is called infrared radiation. By using in-
struments that can detect infrared radiation, it is possi-
ble to "see" differences in surface temperatures. This is
the basis of the thermal inspection method known as in-
frared thermography.

The rate of radiant energy emission per unit area of
surface (W) is given by the Stefan Boltzmann Law:

W=edT4

where T is the absolute temperature,
e is the emissivity, and
6 is the Stefan Boltzmann constant
(5.67 x 10-12 watt/cm 2 /0K 4 ).

Thus, changes in temperature of a surface produce more
than proportional changes in emitted energy, and this
enables the detection of temperature differences as low
as 0.2 0 C with the available detection equipment.
Emissivity refers to the efficiency of energy radiation by
the surface. The maximum radiation efficiency occurs in
a "black body" and this is given an emissivity value of 1.
All real surfaces have an emissivity while rough textured
non-metals have high emissivity. Since detection
methods are based on the intensity of emitted radiation,
a change in emissivity at various points on the surface
may be incorrectly interpreted as a change in
temperature. Surfaces with non-uniform or low emissivi-
ty can be painted with high emissivity coatings.

16.2.2. Remote Inspection

Infrared thermography permits remote inspection of
the test object. This is made possible because air is prac-
tically transparent to the infrared wavelengths asso-
ciated with near room-temperature conditions [17].
However, high water content will reduce the transmis-
sion of infrared radiation through air so that problems
may arise under humid conditions. The most common
method for detecting infrared radiation is with semicon-
ductor crystals whose electrical properties are altered by
incident infrared radiation. For best sensitivity, the
crystals should be kept cold with liquid nitrogen and this
places some limitations on the portability of the detec-
tion systems. Dewar flasks are required to hold the li-
quid nitrogen, and the nitrogen needs to be replaced as it
evaporates.
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16.4. Advantages and Limitations

Infrared scanners consist of a sensing or camera-like
unit and a display or recording unit. The elements of a
camera unit are shown schematically in figure 16 and
these components scan the viewed area and focus the in-
dividual "points" on a sensor or radiation detector. As
shown in figure 16, the radiant flux which is related to
the temperature of the selected viewing area passes
through an infrared transparent lens and a mechanical-
optical scanner. The mechanical-optical scanner, which
consists of rotating or vibrating mirrors or prisms, pro-
vides a vertical and horizontal scan of the virtual image
from the lens.

IR

lenses

Mechanical-aptical
scanner

Infrared transparent
camera fens

Field seen by camera

FIGURE 16. Schematic of infrared camera.

The picture is presented as shades of gray correspond-
ing to variations in surface temperatures of the viewed
object. A calibration strip is also shown so that the
shades can be converted to absolute temperatures if
desired. It is also possible to have a color display in
which different temperatures are shown with different
colors.

16.3. Applications

Thermal inspection methods have been applied for
detecting disbonds in laminated materials, entrapped
moisture, material density gradients, and anomalies in
castings [1l. In the construction area, infrared ther-
mography has been applied to compare thermal
resistances of roofs, to detect water penetration into
built-up roofs, to detect heat loss through walls and roofs
qf buildings, and to detect overloaded electrical circuits
[1 7]. Recently, infrared thermography has been used to
detect deteriorated regions in bridge decks [381.

Thermal inspection equipment is generally portable
and a permanent record (photograph) can be made of the
inspection results. By using thermal infrared ther-
mography, inspections can be performed without direct
access to the surface and large areas can be rapidly in-
spected.

In determining the size and location of detectable
flaws, it should be recognized that under heat flow condi-
tions the surface temperature patterns will be a function
of the type and size of the discontinuity, the heat intensi-
ty applied or flowing to the surface of the object, and the
observation time [1]. The sensitivity of infrared then
mography in detecting internal flaws is a complex func-
tion of these variables. The results of such inspections,
therefore, should be carefully interpreted.

17. Ultrasonic Pulse Methods

In the ultrasonic pulse methods sound waves which
are beyond the audible range are induced in a test object
generally by means of a peizoelectric transducer, and
either reflected waves or those passing through the object
are detected by a similar type of transducer [1, 4, 39-42].
When reflected waves are detected, the technique is
referred to as "pulse-echo" and the transmitting
transducer may also act as the receiver. Waves passing
through the object (velocity methodi are detected with a
second transducer, i.e., a receiving transducer.

The application of ultrasonic inspection is based on
two principles: U1) the velocity of the acoustic waves in a
material is a function of its elastic constants and density;
and (2) when an acoustic wave encounters an interface
between dissimilar materials, a portion of the wave is
reflected. The amount of reflection depends on the
mismatch in acoustic impedance (product of wave veloci-
ty and density) of the materials with the amount of
reflection increasing with the mismatch.

17.1. Ultrasonic Pulse Velocity Method

The ultrasonic pulse velocity method is one of the
most universally used NDE methods for assessing the
quality of concrete. It has been used in both the
laboratory and in the field for the 7past 40 years. Some
field applications have included checking the quality of
concrete in bridge piers, pavements and dams.

17.1.1. Principle of Method

The ultrasonic pulse velocity method is based on
measuring the travel time of an ultrasonic pulse passing
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through a material. The pulse generated by an electro-
acoustic transducer is picked up by a receiver transducer
and amplified.

The time of travel of the pulse is measured elec-
tronically 1421. A commercial instrument for measuring
the ultrasonic pulse velocity of concrete is shown in
figure 17.

FIGURE 17. Ultraonic pulse velocity equipment.

When a mechanical pulse is applied to a material by
an electroacoustical transducer, waves are induced in the
material. Usually longitudinal waves are used in testing
concrete. These waves are transmitted by particles
vibrating parallel to the direction of propagation. The
velocity of the waves is controlled by the elastic proper-
ties and density of the material, and is virtually indepen-
dent of the geometry of the object being tested.

If a longitudinal wave encounters a discontinuity such
as a crack or void, it may "bend," i.e., be diffracted
around the discontinuity. This increases the internal
distance the wave must pass between the transmitting
and pickup transducers, and consequently its travel time
increases. Therefore, for a given separation of the
transducers, and for a given concrete, the travel time of a
longitudinal wave will be affected by changes in density
and elastic properties along the travel path.

Several ultrasonic pulse velocity units are commer-
cially available for testing concrete and cost about
$4000. They can be used to test concrete having a
thickness up to about 75 ft (30 m) depending on the
specific model.

17.1.2. Application for Assessment of Condition of Concrete by
Ultrasonic Pulse Velocity

The ultrasonic pulse velocity method is considered to
be the best NDE method for determining the uniformity
of in situ concrete, and ASTM Standard C 597 gives the
standard test procedure to use. For example, velocity
measurements have been successfully used to detect
deteriorated regions in concrete bridges and the unifor-
mity of concrete in walls [41. In general, if substantial
variations in pulse velocities are found in a structure,

without any apparent reason (such as intentional
changes in materials, concrete mix, or construction pro-
cedures), this indicates that unsound concrete is present.

A general rating which has been proposed [431 to
assess the relative quality of concrete is presented in
table . Three criteria should be used with caution as
differences in the qualities of concrete cannot be a
sharply delineated as indicated in table 12. In addition,
velocity is affected by the density and amount of ag-
gregate in the concrete. A crude assessment of the qual-
ity of similar types of concrete can be made, however, us-
ing these criteria. For example, if one concrete has a
pulse velocity of 15,000 ft/s (4570 m/s) while another
concrete with a similar composition has a velocity below
10,000 ft/s (3050 m/s), then there is clearly a significant
difference in their qualities.

TABLE 2. Puse Velocities in Concrete 1431

Pulse Velocity

ft/s m/s General Condition

Above 15,000 (4570) Excellent
12,000-15,000 (3660-4570) Good
10,000-12,000 (3050-45701 Questionable
7,000-10,000 (2130-3050) Poor
Below 7,000 (2130) Very Poor

17.1.3. Estimation of Strength Properties of Concret

Numerous investigations have attempted to correlate
compressive and flexural strengths of concrete with puke
velocity. Some correlations have been obtained in
laboratory studies, provided that mix proportions, ek
cement, types of aggregate, and curing conditions wee
not varied. If these factors were varied, however, so
usable correlations were obtained. For example, Parker
1441 made a comparison of pulse velocities and cm-
pressive strengths for concretes made from only one type
of aggregate but containing different cements from dif-
ferent sources and a variety of admixtures. His analysh
of the total data indicated that at the 95 percent ecm
fidence level the estimate strength of 4440 psi (30.7
MN/m 2 ) concrete ranged from about 2100 to 6000 put
(14.5 to 41.8 MN/m2 ). Obviously, the ultrasonic pule
method cannot be used to obtain reliable estimates of th
compressive strength of concrete in structure when iEe
composition is unknown.

Probably the best concluding remarks regarding
strength prediction from wave propagation methods we
those stated by Jones [451:
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"In spite of the promising results of the early investiga-
tions, it must be concluded that no general relation has
been found between the dynamic modulus of elasticity
and its flexural or compressive strength. "

This statement still holds if one substitutes "pulse veloc-
ity" for "dynamic modulus of elasticity."

17.1.4. Extraneous Effects on Velocity Measuremonts

The measurement of the pulse velocity of concrete is
affected by several factors which are not intrinsic proper-
ties of concrete, and, therefore, are not a function of the
quality or strength of concrete [41:

(1) Smoothness of concrete at transducer contact
area. Good acoustical contact between the
transducers and concrete is required. In addition,
a coupling agent such as an oil or a jelly must be
used.

(2) Concrete temperatures outside of the range be-
tween 410 and 86 OF (50 and 30 0C) affect the
measured pulse velocity. Below this temperature
range, the velocity is increased, and above the
velocity is decreased.

(3) Moisture condition of concrete. Pulse velocity
generally increases as the moisture content of con-
crete increases, while compressive strength
decreases as moisture content increases.

(4) Presence of reinforcing steel. The pulse velocity
in steel is 1.2 to 1.9 times the velocity in concrete.
Measurements made near steel reinforcing bars,
therefore, may not be representative of the con-
crete. If possible, measurements should be made
perpendicular to the longitudinal axis of the bars.
If measurements must be made parallel to the
longitudinal axis of the steel bars, crude correc-
tion factors are available.

17.2. Ultrasonic Pulse Echo Method

17.2.1. Principle of Method

In the ultrasonic pulse echo method waves which are
reflected off of discontinuities (e.g. cracks and voids) and
from interfaces (e.g. interfaces between concrete and
steel or between concrete and air) are recorded. Both the
transmitting and receiving transducers are contained in
the same probe, thus, only those waves which are
reflected back at nearly 1800 to the incident waves are

detected. The penetrating ability of the ultrasonic pulse
and the minimum size of detectable flaws are influenced
by the frequency of the generated waves. High frequency
results in less penetration but better sensitivity than low
frequency.

17.2.2. Applications

Echo techniques have been extensively used to iden-
tify and locate discontinuities and defects in metals and
welds [1, 39-411. The echo technique is one of the most
versatile and accepted NDE methods for metals.
However, its application to concrete has been slow,
largely because the extensive pore system, presence of
cracking, and the heterogeneous nature of concrete
result in multiple reflections when high frequency pulses
are used which both significantly attenuate the reflected
waves and complicate the interpretation of the observa-
tions. It may, however, be possible to combine the echo
method with acoustic impact (see section 2) so that low
frequency waves are generated which would be insen-
sitive to microscopic flaws but could be used to detect
large discontinuities. Commercial equipment is not at
present available for this type of testing.

17.2.3. Advantages and Limitations

Ultrasonic pulse-echo inspection offers several ad-
vantages over other NDE methods capable of detecting
internal flaws in a test object such as gamma
radiography [1J. For example, acoustic waves have ex-
cellent penetrating ability, and with proper instrument
selection thick sections on the order of 10 m or more can
be inspected. Very small flaws may be detected and their
location and geometry may be estimated with reasonable
accuracy. In addition, test results are immediately
available, the equipment is lightweight and portable,
and acoustic waves pose no known health hazard.

Because of the indirect nature of flaw detection by
ultrasonic pulse-echo inspection, a high level of expertise
is required to plan an inspection program. A thorough
understanding of the nature of the interactions between
the acoustic waves and different discontinuities is re-
quired in order to properly interpret test results. The
physical testing, on the other hand, may be performed by
technical level personnel after proper training. Before
ultrasonic inspection equipment can be used, calibration
and referencing with standards must be performed,
otherwise test results are difficult to interpret. The
nature of the calibrations will depend on the particular
inspection program.
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18. Visual Inspection

Often surface defects can be detected visually using
methods to enhance ordinary visual acuity. Optical
magnification or other techniques which can be used to
increase the apparent size of surface cracks are covered
in this section.

18.1. Optical Magnification

Available magnifying instruments range from simple
inexpensive glasses to expensive microscopes. Some fun-
damental principles about the operating characteristics
of magnification instruments need to be understood
before selecting a system for a particular application.
First, the focal length decreases as the magnification
power increases. This means that when high magnifica-
tion is desired, the primary lens must be placed close to
the test object. The field of view (that portion of the ob-
ject that can be seen at any instant) also decreases as
magnification power increases. A small field of view
means that it will be tedious to examine a large surface
area. Another important parameter is the depth of field,
which refers to the elevation difference of rough textured
surfaces that can be viewed in focus simultaneously; the
depth of field decreases as the magnification power of
the instrument increases. Therefore, to inspect a rough-
textured surface, a magnification power should be
selected that gives a sufficiently large depth of field so
that the "hills" and "valleys" will be simultaneously in
focus. Finally, the illumination intensity required to
clearly see surface flaws will increase as the magnifica-
tion power increases. High magnification may require
using a supplementary light source to augment the
available lighting.

A useful tool for field inspection is a pocket magnifier
with a built-in measuring scale which enables measure-
ment of flaw dimensions. A stereomicroscope is very
useful when a three-dimensional view of the surface is re-
quired. With this instrument one can determine whether
a crack is shallow or extends for considerable distance
into the object. By calibrating the focus adjustment, a
stereomicroscope can also be used as a depth gage to
measure the approximate height of surface irregularities.

18.2. Fiberscope

Another useful instrument is the fiberscope, which is
composed of a bundle of flexible optical fibes and lens
systems. The fiberscope can be used to look inside a cav-
ity by inserting it through a small access hole. Some of
the fibers in the bundle are used to carry light into the
cavity and illuminate the field of view. The viewing head

can be rotated so that a wide viewing angle is possible
from a single access hole. A fiberscope, because of the
discrete nature of light transmission by the fibers may
not have as good a resolution ability as a boroscope,
which is a straight rigid tube using a lens system for
viewing. The best resolution is obtained by an instru-
ment with small diameter fibers in which the fiber densi-
ty per unit area is high. To use a fiberscope requires drill-
ing access holes if natural channels are not present, and
the holes must intercept cavities. The acoustic impact
technique (section 4.2) can be used to locate hollow spots
for subsequent fiberscope inspection.

18.3. Liquid Penetrant Inspection

In this method a highly visible dye is used to coat the
surface to be inspected [1, 461. Any cracks that are open
to the surface will soak up the dye because of surface ten-
sion and capillary effects. After application of the dye
the surface is cleaned. The dye which penetrated into
cracks remains and can be visually observed, thereby
disclosing the presence of cracks. The method is one of
the most inexpensive inspection methods available. It
only enables detection, however, of open flaws that in-
tersect the surface of the object.

18.3.1. Description of Method

Dye penetration inspection involves the following
steps: (1) cleaning the surface; (2) applying the dye; (3)
removing excess dye from surface; (4) applying a
developer; and (5) interpreting the results.

The objective of the cleaning procedure is to remove
foreign matter from within cracks so that dye can
penetrate into them. The specific procedures to be used
will depend on the condition of the surface. Care must be
taken to ensure that the cleaning process does not smear
the cracks or fill the cracks with residues. For example,
sandblasting a soft metal may "hammer" the surface to
such an extent that cracks become closed and undetec-
table.

The dye may be applied to the surface by spraying,
painting or dipping. Two types of dye are available: one
is for viewing under ordinary light and is usually a
brilliant red color; the other is fluorescent and viewed
under ultraviolet light. Fluorescent dyes offer the best
sensitivity for detecting small cracks. The dye is allowed
to remain on the surface from 10 to 30 min (dwell time)
before cleaning the surface.

Cleaning can be done by flushing the surface with
water or by wiping with a rag dampened with solvent.
For water cleaning, the dye requires an emulsifying
agent so that it can be completely removed with water.
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The agent is either already included within the dye or it
is added to the coated surface prior to washing. This
phase is very important; all excess dye needs to be
removed otherwise there will be false indications of
cracks. If the surface is very porous, inspection by this
method may be difficult; if dye is not removed from the
pores, there will be a loss of contrast as the surface will
take on a color that is a light shade of the dye. If dye is
removed from all pores, it will probably also be removed
from some of the cracks.

After cleaning, the surface is allowed to dry and a
developer is added. Developer is a fine powder added for
two reasons: (1) it provides a uniform colored
background which increases contrast; and (2) it has a
blotting effect, thereby drawing up the dye from within
the cracks. The blotting action increases the apparent
width of the cracks so that they become more visible.
Developer can be applied as a dry powder or as a paint.
The thickness of the developer layer is important, if it is
too thin there may not be good contrast; and if it is too
thick, it may mask the cracks.

Finally, the prepared surface is inspected. If the ap-
plication procedure was correctly performed, the
presence of cracks will be clearly shown. However, the
inspector needs to be familiar with the patterns
associated with "irrelevant indications," i.e., patterns
not due to cracks but due to other sources such as im-
proper cleaning.

18.3.2. Advantages and Limitations

Although dye penetrant inspection relies on simple
principles, a certain amount of skill is necessary to prop-
erly carry out the process. The operator needs to know
which materials to use for a particular application and to
understand how the materials respond to different
temperature conditions. Portable kits are available in
which the various chemicals are contained in aerosol
vans, thus making field inspection possible. At present,
the technology has been developed primarily for inspec-
tion of metals, and the applicability of the procedures to
masonry or concrete structures with surfaces of high
porosity has not been demonstrated.

COMBINATIONS OF NONDESTRUCTIVE
EVALUATION METHODS

While no single NDE method may be entirely satisfac-
tory for predicting the strength or quality of a material,
combinations of methods which respond to different fac-
tors may give more definite information. The combined
NDE approach has been largely developed for

evaluating concrete and, therefore, only applications to
concrete will be described.

To predict the compressive strength of in situ concrete
more accurately, the results of two or even three different
NDE methods have been combined. The most popular
combination has been the ultrasonic pulse velocity
method in conjunction with the rebound hammer [47].
Other common combinations are the ultrasonic pulse
velocity method and the measurement of the damping
constant of concrete [481, and the ultrasonic pulse veloc-
ity and pulse attenuation methods [49]. The latter two
combinations are essentially laboratory research techni-
ques and therefore will not be discussed further.

The results of two methods can be combined in a
linear equation of the form:

= A(NDE 1) + B(NDE 2) + C

where fc is the estimated compressive strength from the
combined method, NDE1 and NDE2 are the results of
the individual methods, and A, B, and C are empirically
determined constants.

Combination of Ultrasonic Pulse Velocity
and Rebound Hammer Methods

This combination of nondestructive tests has been
used in Europe, primarily, with the most exhaustive
studies being carried out by Facaoaru [50-53]. In this
combined approach, measurements of ultrasonic pulse
velocity and rebound number are made in situ on con-
crete. The pulse velocity and rebound number are
substituted into a previously derived regression equation
to predict compressive strength. It is believed that the
multiple regression equation should give a more accurate
estimate of compressive strength than either of the in-
dividual measurements alone.

Facaoaru [501 has developed calibration charts for
standard concrete mixes from which the compressive
strengths can be estimated when the pulse velocities and
rebound numbers are known. Correction factors have
also been developed to be used in the case of nonstan-
dard concrete mixes. This combined method has been
used often in Romania to estimate the compressive
strength of in situ concrete 150, 521. Based on his ex-
periences, Facaorau contends that by using the com-
bined method, the following accuracy in predictions of
compressive strengths can be obtained:

(1) When composition is known and test specimens
or cores are available for calibration purposes, ac-
curacy is within 10 to 15 percent.
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(2) When only the composition of the concrete is
known, accuracy is within 15 to 20 percent.

3) When neither the composition is known nor test
specimens or cores are available, accuracy is
within 20 to 30 percent.

This suggests that, for case (3), the combined method
gives no better prediction of the compressive strength
than can be obtained by measuring only the ultrasonic
pulse velocity or only the rebound number; in case (2),
the improvement is marginal. Therefore, only when the
concrete is well characterized is this combined method
better than the individual nondestructive methods.

SUMMARY

Nondestructive evaluation methods (NDE) offer
significant advantages over traditional methods for
determining the properties of building materials. One of
these is the ability to make in-situ measurements of the
materials, which virtually eliminates the specimen
preparation costs used with ordinary strength testing
methods. In-situ measurements are especially valuable
in concrete technology because the characteristics of
hardened concrete are affected by such factors as ther-
mal history, presence of moisture and degree of compac-
tion. Testing concrete in the structure ensures that these
factors have been included. Another advantage of NDE
methods is that they enable re-testing of the material or
component at later ages so that material degradation
with time can be determined. Finally, a majority of the
NDE methods are economical and simple tests, permit-
ting a larger number of tests for the same effort, com-
pared with traditional test methods.

A key feature in the successful application of NDE
methods is an understanding of their operating prin-
ciples and their inherent limitations. These aspects have
been emphasized in the paper are summarized in table 3.
The numbers shown for each method refer to the section

numbers in the text. The principle of operation will often
dictate the types of materials and the nature of the
characteristics that can be probed with each method.

In selecting which particular NDE method one should
use, consideration should be given to the following fac-
tors: (l) the type of material, since many methods are ap-
plicable to only a particular type, such as concrete or
steel; (2) the properties being sought; (3) the level of ex-
pertise required not only to perform but also to interpret
the tests; and (41 the desired level of accuracy.

The required calibration procedure should also be
considered as this may increase the total effort to per-
form an acceptable nondestructive inspection program.

The reliability of each method for a particular applica-
tion depends on the relationship between the quantity
measured directly by the method and the desired prop-
erty. Methods are less reliable if their measurements are
strongly affected by factors which have negligible effect
on the desired properties. Reliability can often be im-
proved by careful calibration of the method; this is
especially critical to some of the NDE methods for con-
crete strength prediction.

The future offers many opportunities for the growth of
NDE methods in building technology. The demand for
such techniques is increasing, as is the level of research
to refine existing methods and develop new ones. It is an-
ticipated that the exploitation of microcomputers will
lead to a new generation of methods capable of measur-
ing characteristics that are presently beyond our reach.

Preparation of this report was sponsored by the U.S.
Army Construction Engineering Laboratory, Cham-
paign, IL 61820. The authors appreciate the valuable
suggestions and information provided by Dr. Paul
Howdyshell of the Engineering Laboratory and by Mr.
Harry Berger, Office of Nondestructive Evaluation,
National Bureau of Standards.
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TABLE 3. Survey of Commonly used NDE Methods for Inspection Building Materials

Main Equipment User
Method Principle Applications Cost Expertise Advantages Limitations

1. Acoustic Emis- During crack Continuous $10,000 for single Extensive Monitors struc- Requires means of
sion growth or plastic monitoring of pickup, up to knowledge re- tural response to loading structure;

deformation, the structure during S100,000 for quired to plan test applied load; complex electronic
rapid release of service life to multichannel and to interpret capable of de- equipment is re-
strain energy pro- detect impending pickup. results. tecting onset of quired.
duces acoustic failure; monitor- failure; capable of
(sound) waves that ing performance locating source of
can be detected by of structure dur- possible failure.
sensors attached ing proof testing.
to the surface of a
test object.

2. Acoustic Im- Surface of object Detect delamina- Negligible for Low level of ex- Portable; easy to Geometry and
pact (Hammer is struck with tion or disbonds in manual technique, pertise required to perform; elec- mass of test object
Test) hammer (usually composite $3000 for measur- use, but ex- tronic device not influences results;

metallic). The fre- systems; detect ing devices. perience needed needed for quali- poor discrimina-
quency, through voids and cracks for interpreting tative results. tion; reference
transmission time, in materials, e.g. results. standards re-
and damping hammer techni- quired for elec-
characteristics of que detect defec- tronic testing.
the "ringing" can tive masonry
give an indication units; "chain
of the presence of drag" method to
defects. detect delamina-

tions in concrete
pavements. Can
be used to
measure the
modulus of
elasticity of wood.

3. Cast-in-Place Measure the force Estimation of $1000 to $6000 Low, can be used Only NDE Pullout devices
Pullout required to pull compressive and by field concrete method which must be inserted

out the steel rod tensile strengths of testers and inspec- directly measures during construc-
with enlarged concrete. tors. inplace strength of tion. Cone of con-
head cast in con- concrete; appears crete may be pull-
crete. Pullout to give good ed out,
forces produce prediction of con- necessitating
tensile and shear crete strength. minor repairs.
stresses in con-
crete.

4. Electrical Electrical poten- Determining con- $1000 to $2000 Moderate. User Portable equip- Does not provide
Potential tial of steel rein- dition of steel must be able to ment; field information on
Measurements forcement rebars in concrete recognize pro- measurements rate of corrosion.

measured. Poten- blems. readily made; ap- Requires access to
tial indicates pro- pears to give reinforcing bars.
bability of corro- reliable informa-
sion. tion.

5.1 Eddy Current An electrically ex- Inspection of Minimum 53000 Moderate. Extremely sen- Requires calibra-
cited coil induces
eddy current flow
and an associated
electromagnetic
field in metal.
Flaws alter in-
duced electro-
magnetic field
which in turn

metal parts for
cracks, inclusions,
seams and laps;
measurement of
thickness of non-
metalic coating on
metals; detection
of improper alloy
composition.

sitive to change in
properties and
characteristics of
metal; portable.

with standards;
limited depth of
penetration; only
applicable to
metals; sensitive
to geometry of
part.
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TABLE 3. (Cont.)

alters the im-
pedance of the ex-
citation coil.
Change in coil im-
pedance indicates
presence of flaw or
anomaly.

Main Equipment User
Method Principle Applications Cost Expertise Advantages Limitations

5.2 Magnetic An electrically $3000 Low to moderate Portable; rapid Applicable only to
Field Testing energized primary Distinguishing depending on ap- test; easily detects ferromagnetic

coil is brought between steels plication. magnetic objects alloys; reference
near test object, a based on dif- even if embedded standards and
voltage is induced ferences in com- in nonmagnetic calibration may be
in a secondary coil position, hard- material. required for some
and its magnitude ness, heat treat- applications.
is compared to a ment, or residual
reference stan- stresses; locating
dard. Magnetic hidden magnetic
proper- parts; measuring
ties of test object thickness of non-
affect induced magnetic coatings
voltages. or films.

5.3 Covermeter Presence of steel Determination of $800 to $1500 Moderate. Easy to Portable equip- Difficult to inter-
affects the presence, location operate. Training ment, good results pret results if con-
magnetic field of a and depth of needed to inter- if concrete is light- crete is heavily
probe. Closer pro- rebars in concrete pret results. ly reinforced. reinforced or if
be is to steel, the and masonry wire mesh is pre-
greater the effect. units. sent.
Principle of opera-
tion is similar to
eddy current
method.

5.4 Magnetic Presence of Usually used to Minimum $2000 Expertise required Capable of detec- Non-ferro-
Particle Inspec- discontinuities in detect fatigue to plan non- ting subsurface magnetic metal
tion ferromagnetic cracks inservice routine tests. cracks if they are cannot be in-

material will cause metal components Moderate exper- larger than sur- spected; coatings
leakage field to be and inspection tise to perform face cracks; size affect sensitivity;
formed at or during production test. and shape of corm- demagnetization
above the discon- control. Ap- ponent poses no may be required
tinuity when the plicable to inspec- limitation; por- after testing.
material is ting welds. table equipment
magnetized. The available.
presence of the
discontinuity is
detected by use of
ferromagnetic
magnetic particles
applied over the
surface which
form an outline of
the discontinuity.

6. Leak Testing Telltale
substances added
to piping system
under pressure
reveal presence of

Detection of leaks
in pipes carrying
fluids.

Wide range
depending on
detection method.
S100 to $5000.

Low to high
depending on ap-
plication.

Can locate leaks
too small to be
found by any
other NDE
method.

Difficult to deter-
mine position of
leaks in pipes hid-
den in wall or
floor cavities.
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Main Equipment User
Method Principle Applications Cost Expertise Advantages Limitations

leaks. Sound
amplification to
detect leak.

8.1 Moisture Electrical Measurement of $300 to $1000 Low Equipment is in- Not reliable at
Meter-Electrical resistance between moisture contents expensive, simple high moisture con-
Resistance Probe two probes in- of timber, roofing to operate and tents; needs to be

serted into test materials and many measure- calibrated; precise
component is soils. ments can be results are not
measured. The rapidly made. usually obtained.
resistance
decreases with in-
creased moisture
contents.

8.2 Moisture Water affects die- Measurement of $2,000 to $5,000 Low level of ex- Portable; simple Measurement is
Meter- electric constant moisture contents pertise required to to operate; effec- only of surface
Capacitance and the dielectric of timber and use but experience tive over a wide layer; calibration

loss factor of roofing materials. needed to plan range of moisture required; results
materials. test. contents. affected by roof-
Measurement of ing aggregates;
either property other factors af-
can be used to fect accuracy.
estimate moisture
contents.

8.3 Moisture Fast neutrons are Moisture content $4000toS6000 Must be operated Portable; moisture Only measures
Meter-Neutron slowed by interac- measurements of by trained and measurements can moisture content

tions v 'th hydro- soil and roofing licensed person- rapidly be made of surface layer
gen atoms. materials. nel. on in-service ma- (50 mm); danger-
Backscattered terials. ous radiation;
slowed neutrons hydrogen atoms of
are measured, the building materials
number of which are measured in
are proportional addition to those
to the amount of of water.
hydrogen
atoms present in a
material.

8.3 NucleairDen- Gamiua rays are Measurement of $4000 to $6000 Must be operated Portable; density Calibration neces-
sity Meter used to measure density of soils. by trained and measurements can sary; dangerous

mass density. The licensed person- be made without radiation; only
energy loss of the nel. disturbing the soil. measures density
emitted gamma of surface layers.
rays is propor-
tional to the mass
density of the
material through
which the rays
pass.

9. Tooke Gage A V-groove is cut Measurement of $1300 Low Simple to operate, Small scratch is
into the coating
and an illumi-
nated magnifier
equipped with a
reticle in the
eyeplace is used to

the number and
thickness of paint
layers.

portable; measure- made in coating
ment can be made and the substrate
with any type of is exposed.
substrate.
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Main Equipment User
Method Principle Applications Cost Expertise Advantages Limitations

measure the
number and
thickness of the
films.

10. Pin Hole An earth load is Determining the $200 to S1000 Low Simple to operate; Results are
(Holiday) Meter connected to a presence of pin' portable. qualitative, e.g.,

conductive sub- holes in non- there is no
strate and a probe conductive measure of the pin
(a moistened coatings over hole size.
sponge) is passed metals.
directly over a
coating. An alarm
is sounded when
the circuit is com-
pleted resulting
from the probe
contacting a pin
hole (holiday).

11. Proof Structure or Determining safe Wide, depending Depends on Entire structure Can be very cost-
Loading system is sub- capacity and in- on application; nature of tests; can be tested in its ly; instrumenta-

jected to loads and tegrity of struc- often high. can be high. "as-built" condi- tion required to
respond is tures. Leak testing tion. measure response;
measured. of pressure vessels careful planning

and plumbing. required; can
damage structure.

12. Windsor Probe fired into Estimations of S1000pluscostof Low,canbe Equipment is sim- Slightly damages
Probe concrete and compressive probes. operated by field ple and durable; small area; does

depth of penetra- strength, unifor- personnel. good for determin- not give precise
tion is measured. mity and quality ing quality of con- prediction of
Surface and sub- of concrete. crete. strength.
surface hardness
measured.

13.1 X-ray Similar to gamma To identify hidden Field Equipment Should be Portable equip- Dangerous radia-
Radiography radiography, ex- construction in excess of $5000 operated by train- ment available, in- tion; portable

cept X-rays are features in ed personnel tensity of radia- units have low in-
used. wooden struc- because of radia- tion can be varied. tensities and field

tures. tion. applications
limited to wooden
and thin com-
ponents; opposite
surface of compo-
nent must be ac-
cessible.

13.2 Gamma Gamma radiation Locating internal $5000to$10,000 Mustbeoperated Portable and Radiation intensi-
Radiography attenuates when

passing through a
building compo-
nent. Extent of at-
tenuation controll-
ed by density and
thickness of the
materials of the
building compo-
nent. Photo-

cracks, voids and by trained and
variations in den- licensed person-
sity and composi- nel.
tion of materials.
Locating internal
parts in a building
component, e.g.
reinforcing steel in
concrete.

relatively inexpen- ty cannot be ad-
sive compared to
X-ray radio-
graphy; internal
defects can be
detected; ap-
plicable to a varie-
ty of materials.

lusted; long ex-
posure times may
be required;
dangerous radia-
tion; two opposite
surfaces of compo-
nent must be ac-
cessible.
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Main Equipment User
Method Principle Applications Cost Expertise Advantages Limitations

graphic film
record usually
made, which is
analyzed.

14. Seismic Integrity of Determination of Wide, depending Experience re- Large area of soil If incorrectly

Testing material evaluated soil densities and on amount of in- quired to plan test and entire struc- placed, explosive
by analysis of variation in den- formation desired. and to interpret ture in its "as- charge could

shock wave sities. Also vibra- results. built" condition damage structure;

transmission and tional characteris- can be tested. care must be exer-
effects. Shock tics of buildings cised in handling
wave induced by can be determin- explosives.
explosive charges ed.
and transmission
detected by
transducers.

15.1 Indentation Pointed probe is Determination of $600 to $4000 Low. Portable equip- Conversion tables

Hardness Test mechanically forc- effectiveness of ment available; give only approx-

ed into surface of heat treatment on fast and easy test imate tensile

a material, usually hardness of to perform. strengths;

a metal, under a metals. Esti- feasibility of

specified load. mating tensile testing limited by
The depth of iden- strength of metals. size and geometry
tification is of component.
measured and
strength of
materials may be
estimated.

15.2 Rebound Spring driven Estimation of S250 to $600 Low, can be readi- Inexpensive; large Results affected

Hammer mass strikes sur- compressive ly operated by amount of data by condition of

face of concrete strength, unifor- field personnel. can be quickly ob- concrete surface;
and rebound mity and equality tained; good for does not give
distance is given of concrete. determining precise prediction
in R-values. Sur- uniformity of con- of strength.
face hardness is crete.
measured.

16. Thermal In- Heat sensing Detection of heat $30,000 for in- Moderate to ex- Portable; perma- Costly equipment;

devices are used to
detect irregular
temperature
distributions due
to presence of
flaws or in-
homogenities in a
material or com-
ponent that have
different im-
pedances to heat
flow. Contours of
equal temperature
(thermography) or
temperatures
(thermometry) are
measured over the
test surface with

loss through walls
and roofs; detec-
tion of moisture in
roofs; detection of
delamination in
composite
materials.

frared scanning
camera. Less ex-
pensive hand held
equipment becom-
ing commercially
available.

tensive depending
on nature of test.

nent record can be
made; testing can
be done without
direct access to
surface and large
area can be rapid-
ly inspected using
infrared cameras.

referenced stan-
dards needed;
means of produc-
ing thermal gra-
dient in test com-
ponent or material
is required.
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Main Equipment User
Method Principle Applications Cost Expertise Advantages Limitations

contact or non-
contact detection
devices. A com-
mon detection
device is an in-
frared scanning
camera.

17.1 Ultrasonic Based on measur- Estimation of the S4000toS6000 Low level required Excellent for Does not provide
Pulse Velocity ing the transit quality and to make measure- determining the estimate of

time of an induced uniformity of con- meats. quality and strength; skill re-
pulsed compres- crete. uniformity of con- quired in analysis
sional wave pro- crete; test can be of results;
pagating through quickly perform- moisture variation
a material. ed. can affect results.

17.2 Ultrasonic Pulse compres- Inspectingmetals MinimumS5000 High level of ex- Portable; internal Good coupling
Pulse Echo sional waves are for internal pertise required to discontinuities can between

induced in discontinuities. interpret results. he located and transducer and
materials and Some work has their sizes test substrate
those reflected been performed estimated. critical; inter-
back are detected. on the use of the pretation of
Both the transmit- pulse echo method results can be dif-
ting and receiving to inspect con- ficult; calibration
transducers usual- crete. standards re-
ly are contained in quired.
the same probe.

18.2 Fiberscope Bundle of flexible, Check condition $3000to$6000 Low. Direct visual in- Probeholes usual-
(Endoscope) optical fibers with of materials in spection of other- ly must be drilled;

lens and illumi- cavity, such as wise unaccessible probe holes must
nating systems is thermal insulation parts is possible. connect to a
inserted into small in wall cavities, cavity.
bore hole thus pipes and elec-
enabling view of trical wiring in
interior of cavities. cavity walls; check

for unfilled cores
in reinforced
masonry construc-
tion; check for
voids along
grouted stressed
tendons.

18.3 Liquid Surface is covered Detection of sur- $50 to $250 per Low. Inexpensive; easy Detects only sur-
Penetrant Inspec- with a liquid dye face cracks and 100 linear feet of to use; can be ap- face flaws, false
tion which is drawn in- flaws. Usually inspection. plied to complex indications possi-

to surface cracks used to inspect parts; results are ble on rough or
and voids. metals. easy to interpret. porous materials;
Developer is ap- surface requires
plied to reveal cleaning prior to
presence and loca- testing.
tion of flaws.
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